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Abstract
The paper uses the Gibbs sampling technique to estimate a heteroscedastic Bayesian Vector Error Correction Model (BVECM) of the South African economy for the period 1970:1-2000:4, and then forecasts GDP, consumption, investment, short and long term interest rates, and the CPI over the period of 2001:1 to 2005:4. We find that a tight prior produces relatively more accurate forecasts than a loose one. The out-of-sample-forecast accuracy resulting from the Gibbs sampled BVECM is compared with those generated from a Classical VECM and a homoscedastic BVECM. The homoscedastic BVECM is found to produce the most accurate out of sample forecasts.
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1. INTRODUCTION

This paper uses the Gibbs sampling technique to estimate a Bayesian Vector Error Correction Model (BVECM) of the South African economy for the period 1970:1-2000:4 to forecast GDP, consumption, investment, short and long term interest rates, and the CPI over 2001:1 to 2005:4. The out-of-sample-forecast accuracy resulting from the BVECM is compared with those generated from a BVECM estimated using Theil's (1971) mixed estimation method and a standard Classical VECM.

The motivation for this analysis emanates from a recent paper by Gupta (2006). In this study, the author compares the ability of Vector Autoregressive (VAR) Models and Vector Error Correction Models (VECM), both Classical and Bayesian in nature, in forecasting the South African economy. For this purpose, the study estimates these models using quarterly data on the same set of variables over the same sample period, as that of ours, and then, in turn, compares the out-of-sample forecast errors generated by these models over the period of 2001:1 to 2005:4. The BVECM model, with the most tight priors, was found to outperform the other models, in terms of forecasting consumption, CPI, GDP investment and the 91 days Treasury bill rate. The Classical VECM, however, performed the best, in terms of forecasting the measure of the long-term interest rate. Our paper, thus, simply tries to investigate whether we are able to produce lower forecasting errors over the same forecasting horizon and for the same set of variables, when the BVECM is re-estimated using Gibbs sampling.
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Traditionally, Bayesian Vector Autoregressive (BVAR) and Bayesian Vector Error Correction (BVEC) models have been estimated using Theil's (1971) mixed estimation technique, where the error structure is assumed to follow the Gauss-Markov assumptions. However, in this paper, the estimation of the BVECMs using Gibbs sampling allows us to incorporate outliers or non-constant variances. Note, with heteroscedastic errors, we could have used the generalised least squares method to implement Theil's (1971) mixed estimation. But it is often the case that with the Gibbs sampling methodology, complex estimation problems, such as these, are simplified considerably by conditioning on unknown parameters, by assuming that these values are known. Moreover, as Kadiyala and Karlsson (1997) point out, amongst different ways of carrying out the Monte Carlo integration, the Gibbs sampling algorithms are less adversely affected by model size, and hence perform no worse than other important sampling methods. The Vector Autoregressive (VAR) model, though 'a theoretical', is particularly useful for forecasting purposes. An unrestricted VAR model, as suggested by Sims (1980), can be written as follows:

\[ y_t = C + A(L)y_{t-1} + \varepsilon_t, \]  

where \( y \) is a \((n \times 1)\) vector of variables being forecasted; \( A(L) \) is a \((n \times n)\) polynomial matrix in the backshift operator \( L \) with lag length \( p \), i.e., \( A(L) = A_1L + A_2L^2 + \ldots + A_pL^p \); \( C \) is a \((n \times 1)\) vector of constant terms, and \( \varepsilon \) is a \((n \times 1)\) vector of error terms. Note that, in our case, we assume that \( \varepsilon \sim N(0, \Sigma) \), \( \Sigma = \text{diag}(\sigma_1, \sigma_2, \ldots, \sigma_n) \) where \( \sigma_i \) is a \( n \times n \) matrix, with the relative variance terms \( \sigma_1, \sigma_2, \ldots, \sigma_n \) assumed to be fixed but unknown. But, for the BVARs and BVECMs, estimated with Theil’s (1971) mixed estimation procedure, and the Classical VECM, \( \varepsilon \) is a \((n \times 1)\) vector of white noise error terms.

Focusing on the practical case, of \( y \), being a vector of \( n \) time series that are integrated to the order of 1 \((1(1))\), the ECM counterpart of the VAR, given by (1), is captured by a VECM as follows:

\[ \Delta y_t = \Pi y_{t-1} + \sum_{i=1}^{r} \Gamma_i \Delta y_{t-1} + \varepsilon_t, \]  

where \( \Pi = \left( I - \sum_{j=1}^{p} A_j \right) \) and \( \Gamma_t = -\sum_{j=1}^{r} A_j \).

The Engle-Granger (1987) Representation Theorem asserts that if the coefficient matrix \( \Pi \) (the cointegrating space) has reduced rank \( r < n \), then there exist matrices \( CC \) and \( \beta \) each with rank \( r \) such that \( \Pi = \alpha \beta \) and \( \beta y_t \) is \( I(0) \). Note \( r \) is the number of cointegrating relations (the cointegrating rank) and each column of \( \beta \) is the cointegrating
vector, and the elements of $\alpha$ are known as the adjustment parameters in the VECM. $\alpha$ is also known as the loading matrix and has a dimension $n \times r$. Since it is not possible to use conventional OLS to estimate $\alpha$ and $\beta$, Johansen's (1988) full information maximum likelihood estimation is used to determine the cointegrating rank of $\pi$, using the $r$ most significant cointegrating vectors to form $\beta$, from which a corresponding $\alpha$ is derived. Note that the specification in (2) is in line with the Engle and Granger (1987) Representation Theorem.

The VAR model, generally, uses equal lag length for all the variables of the model. One drawback of VAR models is that many parameters are needed to be estimated, some of which may be insignificant. This problem of overparameterization, resulting in multicollinearity and a loss of degrees of freedom, leads to inefficient estimates and possibly large out-of-sample forecasting errors. One must remember that in the VECMs, besides the parameters corresponding to the lagged values of the variables, the parameters corresponding to the error correction terms are also estimated, possibly enhancing the problem of overparameterization further.

A rational approach to overcoming this overparameterization, as described in Litterman (1981), Doan et al. (1984), Todd (1984), Litterman (1986) and Spencer (1993), is to use a Bayesian VAR (BVAR) model. Instead of eliminating longer lags, the Bayesian method imposes restrictions on these coefficients by assuming that they are more likely to be near zero than the coefficients on shorter lags. However, if there are strong effects from less important variables, the data can override this assumption. The restrictions are imposed by specifying normal prior distributions with zero means and small standard deviations for all coefficients with the standard deviation decreasing as the lags increase. The exception to this is, however, the coefficient on the first own lag of a variable, which has a mean of unity. Litterman (1981) used a diffuse prior for the constant. This is popularly referred to as the 'Minnesota prior' due to its development at the University of Minnesota and the Federal Reserve Bank at Minneapolis. Note that, as described in (2), an identical approach can be taken to implement a Bayesian variant of the Classical VECM based on the Minnesota prior.

Formally, as discussed above, the Minnesota prior means take the following form:

$$\beta_i \sim N(1, \sigma_{\beta_i}^2) \text{ and } \beta_j \sim N(0, \sigma_{\beta_j}^2)$$

(3)

where $\beta_i$ denotes the coefficients associated with the lagged dependent variables in each equation of the VAR, while $\beta_j$ represents any other coefficient. In the belief that lagged dependent variables are important explanatory variables, the prior means corresponding to them are set to unity. However, for all the other coefficients, $\beta_j$'s, in a particular equation of the VAR, a prior mean of zero is assigned, to suggest that these variables are less important to the model.

The prior variances $\sigma_{\beta_i}^2$ and $\sigma_{\beta_j}^2$ specify uncertainty about the prior means $\bar{\beta}_i = 1$, and $\bar{\beta}_j = 0$, respectively. Because of the overparameterization of the VAR, Doan et al. (1984) suggested a formula to generate standard deviations as a function of small numbers of hyperparameters: $w$, $d$, and a weighting matrix $(i, j)$. This approach allows the

---

6 Two other solutions, often adapted, are simply to exclude the insignificant lags based on statistical tests, or to use a near VAR, which specifies an unequal number of lags for the different equations.
forecaster to specify individual prior variances for a large number of coefficients based on only a few hyperparameters. The specification of the standard deviation of the distribution of the prior imposed on variable $j$ in equation $i$ at lag $m$, for all $i$, $j$ and $m$, defined as $S(i,j,m)$, can be specified as follows:

$$S(i,j,m) = \left[ w \times g(m) \times f(i,j) \right] \frac{\hat{\sigma}_j}{\hat{\sigma}_i}$$

with $f(i,j) = 1$, if $i = j$ and $k_{ij}$ otherwise, with $0 \leq k_{ij} \leq 1$, $g(m) = m^{-d}$, $d > 0$. Note that $\frac{\hat{\sigma}_j}{\hat{\sigma}_i}$ is the estimated standard error of the univariate autoregression for variable $i$. The ratio $\hat{\sigma}_j/\hat{\sigma}_i$ scales the variables so as to account for differences in the units of measurement and, hence, causes specification of the prior without consideration of the magnitudes of the variables. The term $w$ indicates the overall tightness and is also the standard deviation on the first own lag, with the prior getting tighter as we reduce the value. The parameter $g(m)$ measures the tightness on lag $m$ with respect to lag 1, and is assumed to have a harmonic shape with a decay factor of $d$, which tightens the prior on increasing lags. The parameter $f(i,j)$ represents the tightness of variable $j$ in equation $i$ relative to variable $i$, and by increasing the interaction, i.e. the value of $k_{ij}$, we can loosen the prior.7

Besides, the Minnesota prior on the $\beta$'s, we impose a diffuse prior on $\sigma$, i.e. $\sigma \sim \left( \frac{1}{\sigma} \right)$

The parameters to be estimated are $\beta$, $\sigma$ and the relative variance terms ($\nu_1, \nu_2, \ldots, \nu_n$). Note the estimation of $p + 1$ number of $\beta$ coefficients, given that the number of lags equal to $p$, $\sigma$ and $n$ number of $\nu_i$ terms using $n$ data observations might seem very problematic.

However, following Geweke (1993), we assign an independent $\chi^2(r)$ prior distribution to the $\nu_i$ terms, which depends on a single hyperparameter $r$. Specifically we assume:

$$\frac{r}{\nu} - \frac{\chi^2(r)}{r}$$

and $r \sim \Gamma(m, k)$ to take account of heteroscedasticity and outliers. This allows us to estimate the additional $n$ parameters associated with the $\nu_i$'s by just adding a single parameter $r$ to the estimation procedure for our model. The details regarding the prior assigned to the $V_i$ terms can be motivated by considering that the mean of the prior is equal to unity, and the prior variance is $\frac{2}{m}$. This implies that as $r$ becomes very large, the prior reflects the special case of $e_i \sim N(0, \sigma^2 I_n)$. Note that the role of $V_i \neq I_n$ is to robustify against outliers and observations containing large variances by down-weighting these observations. Large $r$ values are, thus, associated with a prior belief that there are no outliers and non-constant variances. The values assigned to the hyperparameter $r$ is derived by imposing a prior distribution of $\Gamma(m, k)$ to this parameter, which has a mean of $\frac{m}{k}$ and a variance of $\frac{m}{k^2}$. So using $m = 8$ and $k = 2$ would assign a prior to $r$ centered on a small $r = 4$ and variance of $r = 2$. Given that $r/r - 2$ and $r/r + 2$ is the mean and mode of the prior, respectively, small values of the hyperparameter $r$, causes $\nu_i$ to take on a skewed form where the mean and mode are quite different.8

7 For an illustration, see Dua and Ray (1995).
8 See Chapter 6 of LeSage (1999) for further details.
The heteroscedastic Bayesian VECM is estimated using Gibbs sampling, by beginning with arbitrary values for $\beta$, $\sigma$, $\nu$, and $r$. We then compute the mean and variance of $\beta$ using its posterior density conditional on the initial values of $\sigma$, $\nu$, and $r$, given by $\hat{\beta} | (\sigma, \nu) \sim N(H(X'V^{-1}y + \sigma'RT^{-1}e), \sigma'H)$ with $H = (X'V^{-1}X + RT^{-1}R)^{-1}$, where $X$ denotes the lagged values of $y$ and $\hat{\beta} \sim N(\epsilon, T)$, with $\epsilon$ and $T$ defined according to the Minnesota prior, outlined in (3) and (4). Now we use the computed mean and variance of $\beta$ to draw a multivariate normal random vector, $\beta$, based on which we calculate the conditional posterior density for $\sigma$ given by $\left[ \sum_{i=1}^{n} (\epsilon_i^2/\nu_i) / \sigma^2 \right] (\beta, V) \sim \chi^2(n), \epsilon_i = y_i - X'\beta$, and then, in turn, use this value along with a random $\chi^2(n)$ draw to determine $\sigma^2$. Then using $\beta$ and $\sigma^2$, we calculate the posterior distribution of $V$ conditional on $(\beta, \sigma)$, $\left[ \sum_{i=1}^{n} (\sigma^{-2} \epsilon_i^2 + r)/\nu_i \right] (\beta, V) \sim \chi^2(r + 1)$, and use the value with an $n$-vector of random $\chi^2(r + 1)$ draws to determine $\nu_i$, $i = 1, \ldots, n$. Finally, we draw a $\Gamma(m, k)$ value to update the initial value of $r$. These steps constitute a single pass of the Gibbs sampler. We make a large number of passes, in our case 10,000 with the initial 1000 discarded to prevent issues of initialisation, to build up a sample $\beta$, $\sigma^2$, $\nu$, and $r$ of $j$ values from which we can approximate the posterior distributions for our parameters.

The Bayesian variants of the VARs and VECMs with homoscedastic errors are, on the other hand, estimated using Theil's (1971) mixed estimation technique. Specifically, suppose we denote a single equation of the VAR model as: $y_t = X_0 \beta + e_t$, with $Var(e_t) = \sigma^2 I$, then the stochastic prior restrictions for this single equation can be written as:

$$\begin{bmatrix}
  m_{11} & m_{12} & \ldots & m_{1n} \\
  m_{21} & m_{22} & \ldots & m_{2n} \\
  \vdots & \vdots & \ddots & \vdots \\
  m_{n1} & m_{n2} & \ldots & m_{nn}
\end{bmatrix}
\begin{bmatrix}
  \sigma/\sigma_{11} & 0 & \ldots & 0 \\
  0 & \sigma/\sigma_{12} & 0 & \ldots & 0 \\
  \vdots & \vdots & \ddots & \vdots \\
  0 & \ldots & 0 & \sigma/\sigma_{nn}
\end{bmatrix}
\begin{bmatrix}
  \alpha_{11} \\
  \alpha_{12} \\
  \vdots \\
  \alpha_{nn}
\end{bmatrix}
+ \begin{bmatrix}
  \mu_{11} \\
  \mu_{12} \\
  \vdots \\
  \mu_{nn}
\end{bmatrix}$$

(5)

Note, $Var(\mu) = \sigma^2 I$ and the prior means take $\mu_{j,k}$ and $\sigma_{j,k}$, the form shown in (3) and (4), respectively, for the Minnesota prior. With (5) written as:

$$r = R\beta + \mu$$

(6)

the estimates for a typical equation are derived using (7) as follows:

$$\hat{\beta} = (X'X + R'R)^{-1} (X'\mu + R'\gamma)$$

(7)

Essentially then, the method involves supplementing the data with prior information on the distribution of the coefficients. The number of observations and degrees of freedom are increased by one in an artificial way, for each restriction imposed on the parameter estimates. The loss of degrees of freedom due to over-parameterization associated with a classical VAR model is, therefore, not a concern in the BVARs and BVECMs.
To the best of our knowledge, this is the first attempt to simultaneously analyze the role of Bayesian VECMs estimated using Theil’s (1971) mixed estimation technique and Gibbs sampling in making economy-wide forecasts, given that the studies of LeSage (1990), LeSage and Pan (1995), Dowd and LeSage (1997), and LeSage and Krivelyova (1999) were only regional in nature, and based on the mixed estimation method. Finally, unlike most studies in the forecasting literature based on the BVARs, we also check for the robustness of our analysis by specifying alternative values of the hyperparameters for the Bayesian priors, available in the literature. Our study can, thus, be viewed as an attempt to extend the existing literature on forecasting, and especially Gupta (2006), by incorporating the role of the Classical and Bayesian variants of VECMs, under alternative assumptions of the error structure.

The rest of the paper is organized as follows. Besides the introduction and the conclusions, section 2 presents the basic idea of Gibbs sampling. Section 3 sets out the BVECM, estimated using Gibbs sampling, for the South African Economy, while section 4 compares the accuracy of the out-of-sample forecasts generated from alternative models, namely the Classical VECM and the BVECM estimated using Theil’s (1971) mixed estimation method, with that of the Gibbs sampled BVECM.

2. A NOTE ON THE BASICS OF GIBBS SAMPLING

Gibbs sampling dates to the work on image analysis of Geman and Geman (1984) and is related to the EM algorithm which dealt with maximum likelihood and Bayesian estimation with missing information. Assume a parameter vector \( \theta = (\theta_1, \theta_2) \), a prior \( p(\theta) \), and likelihood \( l(\theta | y) \) that produces a posterior distribution \( p(\theta | y) = c p(\theta) l(\theta | y) \), with \( y \) the data and \( c \) a normalising constant. It is often the situation, that the posterior distribution over all parameters are extremely difficult to work with. On the other hand, if we can partition our parameter space into two sets \( \theta_1, \theta_2 \), and had initial estimates for \( \theta_1(\hat{\theta}_1) \) we could estimate \( \theta_2 \) conditional on \( \theta_1 \) using \( p(\theta_2 | y, \hat{\theta}_1) \). Denoting the estimate \( \hat{\theta}_1 \), derived by using the posterior mean or mode of \( p(\theta_1 | y, \hat{\theta}_1) \), and consider that we are now able to construct a new estimate of \( \theta_1 \) based on the conditional distribution \( p(\theta_1 | y, \hat{\theta}_1) \), which can be used to construct another value for \( \hat{\theta}_2 \), and so on.

In general, for the case of \( k \) parameters the algorithm can be summarised as follows:

 Initialise \( \theta_0 \)
 Repeat {
   Sample \( \theta_{i+1} \) \( \sim p(\theta_{i+1} | y, \theta_1, \ldots, \theta_i) \)
   Sample \( \theta_{i+1} \) \( \sim p(\theta_{i+1} | y, \theta_{i+1}, \ldots, \theta_i) \)
   Sample \( \theta_{i+1} \) \( \sim p(\theta_{i+1} | y, \theta_{i+1}, \ldots, \theta_i) \)

Geman and Geman (1984) showed that the stochastic process \( \theta^t \) from this approach to sampling the complete sequence of conditional distributions represents a Markov chain with correct equilibrium distribution. In fact, Gibbs sampling is closely related to Markov Chain Monte Carlo (MCMC) methods. An important issue in using Gibbs sampling is convergence of the sampler to the posterior distribution. Based on theory, we know that

---

\(^9\) See Dempster et al. (1977) for details.
the sampler converges in the limit as the number of draws tends to infinity. However, in any applied problem one must determine how many draws to make with the sampler.\textsuperscript{10} There is some evidence that linear regression models exhibit rapid convergence. It should be noted that once convergence is achieved, we need to carry on making passes to build up a sample from the posterior distribution which we can use to make inferences about the parameters. Note convergence, generally, tends to be a function of how complicated the set of conditional distributions are.

3. A GIBBS SAMPLED BVECM MODEL FOR THE SOUTH AFRICAN ECONOMY

Along the lines of Litterman (1986), Ni and Sun (2005), Gupta (2006) and Gupta and Sichei (2006), we estimate a BVECM model using Gibbs sampling for the South African economy for the period of 1970:1 to 2000:4, based on quarterly data. We then compute out-of-sample one- through eight-quarters-ahead forecasts for the period of 2001:1 to 2005:4, and then compare the accuracy of the forecast relative to the forecasts generated by a Classical VECM, and a BVECM estimated using Theil's (1971) mixed estimation technique. The variables included are real GDP, consumption, investment, 91 days Treasury Bill rate, 10 years and longer government bond rate, and the CPI. All data are seasonally adjusted in order to, \textit{inter alia}, address the fact, as pointed out by Hamilton (1994:362), that the Minnesota prior is not well suited for seasonal data. All data are obtained from the Quarterly Bulletin of the Reserve Bank of South Africa. Note the real variables correspond to the values of the variables at year 2000's prices.

The model\textsuperscript{11} is estimated with a constant and four lags of each variable, as in Dua and Ray (1995).\textsuperscript{12} Moreover, given the fact that one cointegrating relationship was found, the model also included one error-correction term.\textsuperscript{13} All variables, except for the measures of the short- and long-term interest rates, have been measured in natural logarithms. Note Sims \textsl{et al.} (1990) indicate that with the Bayesian approach entirely based on the likelihood function, the associated inference does not need to take special account of nonstationarity. Given this, the variables have been specified in levels.\textsuperscript{14}

\textsuperscript{10} For a comprehensive list of ad hoc convergence tests, refer to LeSage (1999).
\textsuperscript{11} Based on 10,000 random draws for the 26 parameters in each equation, hosts of alternative convergence tests, outlined in LeSage (1999), were carried out to ensure that the sampler converges in the limit. Given the large number of parameters in the model, the convergence tests have not been reported to save space. However, all the results can be made available upon request from the author.
\textsuperscript{12} Hafer and Sheehan (1989) find that the accuracy of the forecasts from the VAR is sensitive to the choice of lags. Their results indicated that shorter-lagged models are more accurate, in terms of forecasts, than longer lag models. Therefore, alternative lag structures for the Gibbs sampled BVECM were also examined. When we reduce the lag length to 3 and then to 2, we find marginal improvements in the accuracy of all six variables, but the rank of ordering, resulting from the alternative forecasts remained unchanged.
\textsuperscript{13} The cointegrating relationships are based on the trace statistics compared to the critical values at the 95 per cent level. From the results of the test, we observed that the null hypothesis of $r < 1$ was rejected at the 95 per cent level because the trace statistic of 65.333 is less than the associated critical value of 69.819.
\textsuperscript{14} However, using the Augmented Dickey Fuller, the Phillips-Perron tests, all the 6 variables were found to be, first-order difference stationary, \textit{i.e.} integrated of order 1 ($I(1)$).
The so-called 'optimal' Bayesian prior is selected on the basis of the Mean Absolute Percentage Error (MAPE) values of the out-of-sample forecasts. Specifically, the six-variable BVECM is estimated for an initial prior for the period of 1971:1 to 2000:4 and then we forecast for 2001:1 through 2005:4. Since we use four lags, the initial four quarters of the sample, 1970:1 to 1970:4, are used to feed the lags. We generate dynamic forecasts, as would naturally be achieved in actual forecasting practice. During each quarter of the forecast period, the models are estimated in order to update the estimate of the coefficient before producing 8-quarters-ahead forecasts. This iterative estimation and 8-step-ahead forecast procedure was carried out for 20 quarters, with the first forecast beginning in 2001:1. This experiment produced a total of 20 one-quarter-ahead forecasts, 20-two-quarters-ahead forecasts, and so on, up to 20 8-step-ahead forecasts. We use the algorithm in the Econometric Toolbox of MATLAB, for this purpose. The MAPEs for the 20, quarter 1 through quarter 8 forecasts were then calculated for the six variables of the model. The average of the MAPE statistic values for one- to eight-quarters-ahead forecasts for the period 2001:1 to 2005:4 are then examined. Thereafter, we change the prior and a new set of MAPE values is generated. The combination of the parameter values, in the prior, that produces the lowest average MAPE values is selected, as the 'optimal' Bayesian prior. Following Doan (2000) and Dua et al. (1999), we choose 0.1 and 0.2 for the overall tightness (\(w\)) and 1 and 2 for the harmonic lag decay parameter (\(d\)). Moreover, as in Dua and Ray (1995), we also report our results for a combination of \(w = 0.3\) and \(d = 0.5\). Moreover, a symmetric interaction function \(f(i, j)\) is assumed with \(k_i = 0.5\), as in Dua and Smyth (1995) and LeSage (1990). Finally, following LeSage (1999), the value of \(r\) is set equal to 4 to account for a heteroscedastic error structure.

4. EVALUATION OF FORECAST ACCURACY

To evaluate the accuracy of forecasts generated by the BVECMs, we need to perform alternative forecasts. To make the MAPEs comparable with the BVECMs, we report the same set of statistics for the out-of-sample forecasts generated from a Classical VECM and the 'optimal' BVEC {\(w = 0.1, d = 2\)} obtained in Gupta (2006). In Tables 1 through 6, we compare the MAPEs of one- to eight-quarters-ahead out-of-sample forecasts for the period of 2001:1 to 2005:4, generated by the Classical VECM and the 'optimal' BVECM in Gupta (2006) with that of the 5 alternative Gibbs sampled BVECMs. The conclusions from these tables are as follows:

---

15 All statistical analysis was performed using MATLAB, version R2006a.
16 Note that if \(A_{t+n}\) denotes the actual value of a specific variable in period \(t+n\) and \(\hat{A}_{t+n}\) the forecast made in period \(t\) for \(t+n\), the MAPE statistic can be denoted as

\[
\left[ \frac{1}{N} \sum_{n=1}^{N} abs\left( \frac{A_{t+n} - \hat{A}_{t+n}}{A_{t+n}} \right) \right] \times 100
\]

where \(abs\) stands for the absolute value. For \(n=1\), the summation runs from 2001:1 to 2005:4, and for \(n=2\), the same covers the period of 2001:2 to 2005:4 and so on.
17 The Gibbs sampled estimates of the BVECMs with a high value of \(r\) (\(=100\)) yields very similar estimates and out-of-sample errors as with the models estimated using Theil's (1971) mixed estimation method.
Optimal BVECM versus VECM: Since, in this case, we replicate the results of Gupta (2006), as expected we find that, except for the 10 years and longer government bond rate, the BVECM model with the most tight prior ($w=0.1, d=2$) outperforms the VECM model. We were able to duplicate the results of Gupta (2006) for the four other alternative combinations of the hyperparameters of the prior. Since we just chose to report the above mentioned BVECM, it only second best, in terms of the out-of-sample forecasting errors, for the consumption expenditures of the households.
Gibbs Sampled BVECM\textsuperscript{19} (BVECM\_G) versus VECM: In this case, it is always possible to come up with a BVECM\_G model, based on alternative specification of the hyperparameters of the priors, that produces lower out-of-sample forecast errors, measured by the average MAPE, when compared to the VECM. Except for the CPI and the investment expenditure, the BVECM\_G model with the most tight prior \((w = 0.1, d = 2)\) does better than the VECM. However, amongst the alternative specifications of the priors, the BVARs were outperformed by the Classical VECM and the BVECMs estimated with Theil's (1971) mixed estimation as well as Gibbs sampling. Hence, the results have not been reported.

Table 4. MAPE(2001:1-2005:4): 10 years and over government bond rate

<table>
<thead>
<tr>
<th>QA</th>
<th>VECM</th>
<th>BVECM((w = 0.1, d = 2))</th>
<th>BVECM_G ((w = 0.3, d = 0.5))</th>
<th>BVECM_G ((w = 0.2, d = 1))</th>
<th>BVECM_G ((w = 0.2, d = 2))</th>
<th>BVECM_G ((w = 0.1, d = 1))</th>
<th>BVECM_G ((w = 0.1, d = 2))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.4915</td>
<td>0.5183</td>
<td>0.4075</td>
<td>0.4151</td>
<td>0.4350</td>
<td>0.4365</td>
<td>0.4326</td>
</tr>
<tr>
<td>2</td>
<td>0.6522</td>
<td>0.7076</td>
<td>0.4704</td>
<td>0.5205</td>
<td>0.5259</td>
<td>0.4805</td>
<td>0.4858</td>
</tr>
<tr>
<td>3</td>
<td>0.9582</td>
<td>0.5739</td>
<td>0.6221</td>
<td>0.6595</td>
<td>0.6616</td>
<td>0.6671</td>
<td>0.6241</td>
</tr>
<tr>
<td>4</td>
<td>0.4117</td>
<td>0.5236</td>
<td>0.3322</td>
<td>0.5887</td>
<td>0.1045</td>
<td>0.1361</td>
<td>0.0685</td>
</tr>
<tr>
<td>5</td>
<td>0.6648</td>
<td>0.6243</td>
<td>0.4619</td>
<td>0.4855</td>
<td>0.4387</td>
<td>0.3680</td>
<td>0.4688</td>
</tr>
<tr>
<td>6</td>
<td>0.3251</td>
<td>0.4883</td>
<td>0.1804</td>
<td>0.2625</td>
<td>0.1825</td>
<td>0.0937</td>
<td>0.2118</td>
</tr>
<tr>
<td>7</td>
<td>0.4670</td>
<td>0.5860</td>
<td>0.1805</td>
<td>0.5381</td>
<td>0.2347</td>
<td>0.1033</td>
<td>0.2592</td>
</tr>
<tr>
<td>8</td>
<td>0.8089</td>
<td>1.0666</td>
<td>0.1414</td>
<td>0.1974</td>
<td>0.0119</td>
<td>0.1885</td>
<td>0.0682</td>
</tr>
<tr>
<td>AVE</td>
<td>0.5149</td>
<td>0.6135</td>
<td>0.3120</td>
<td>0.3587</td>
<td>0.3244</td>
<td>0.3090</td>
<td>0.3319</td>
</tr>
</tbody>
</table>

MAPE: Mean Absolute Percentage Error; QA: Quarter Ahead; BVECM\_G: Gibbs Sampled BVECM.


<table>
<thead>
<tr>
<th>QA</th>
<th>VECM</th>
<th>BVECM((w = 0.1, d = 2))</th>
<th>BVECM_G ((w = 0.3, d = 0.5))</th>
<th>BVECM_G ((w = 0.2, d = 1))</th>
<th>BVECM_G ((w = 0.2, d = 2))</th>
<th>BVECM_G ((w = 0.1, d = 1))</th>
<th>BVECM_G ((w = 0.1, d = 2))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0549</td>
<td>0.0460</td>
<td>0.0550</td>
<td>0.0532</td>
<td>0.0482</td>
<td>0.0493</td>
<td>0.0481</td>
</tr>
<tr>
<td>2</td>
<td>0.3541</td>
<td>0.0577</td>
<td>0.0550</td>
<td>0.0568</td>
<td>0.0563</td>
<td>0.0586</td>
<td>0.0594</td>
</tr>
<tr>
<td>3</td>
<td>0.0416</td>
<td>0.0430</td>
<td>0.0481</td>
<td>0.0465</td>
<td>0.0424</td>
<td>0.0567</td>
<td>0.0591</td>
</tr>
<tr>
<td>4</td>
<td>0.0458</td>
<td>0.0432</td>
<td>0.0637</td>
<td>0.0470</td>
<td>0.0666</td>
<td>0.0624</td>
<td>0.0567</td>
</tr>
<tr>
<td>5</td>
<td>0.0467</td>
<td>0.0462</td>
<td>0.0707</td>
<td>0.0470</td>
<td>0.0650</td>
<td>0.0645</td>
<td>0.0574</td>
</tr>
<tr>
<td>6</td>
<td>0.0815</td>
<td>0.0668</td>
<td>0.1122</td>
<td>0.0708</td>
<td>0.0771</td>
<td>0.0985</td>
<td>0.0894</td>
</tr>
<tr>
<td>7</td>
<td>0.0591</td>
<td>0.0388</td>
<td>0.1046</td>
<td>0.0580</td>
<td>0.0529</td>
<td>0.0852</td>
<td>0.0756</td>
</tr>
<tr>
<td>8</td>
<td>0.0565</td>
<td>0.0316</td>
<td>0.1102</td>
<td>0.0541</td>
<td>0.0492</td>
<td>0.0871</td>
<td>0.0759</td>
</tr>
<tr>
<td>AVE</td>
<td>0.0555</td>
<td>0.0447</td>
<td>0.0786</td>
<td>0.0542</td>
<td>0.0513</td>
<td>0.0695</td>
<td>0.0642</td>
</tr>
</tbody>
</table>

MAPE: Mean Absolute Percentage Error; QA: Quarter Ahead; BVECM\_G: Gibbs Sampled BVECM.

Table 6. MAPE(2001:1-2005:4): 91 days treasury bill rate

<table>
<thead>
<tr>
<th>QA</th>
<th>VECM</th>
<th>BVECM((w = 0.1, d = 2))</th>
<th>BVECM_G ((w = 0.3, d = 0.5))</th>
<th>BVECM_G ((w = 0.2, d = 1))</th>
<th>BVECM_G ((w = 0.2, d = 2))</th>
<th>BVECM_G ((w = 0.1, d = 1))</th>
<th>BVECM_G ((w = 0.1, d = 2))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.2592</td>
<td>0.0984</td>
<td>0.2163</td>
<td>0.1842</td>
<td>0.1148</td>
<td>0.1384</td>
<td>0.1189</td>
</tr>
<tr>
<td>2</td>
<td>0.2781</td>
<td>0.1147</td>
<td>0.3531</td>
<td>0.2399</td>
<td>0.2224</td>
<td>0.2388</td>
<td>0.2458</td>
</tr>
<tr>
<td>3</td>
<td>0.1809</td>
<td>0.2568</td>
<td>0.0907</td>
<td>0.0288</td>
<td>0.1097</td>
<td>0.0872</td>
<td>0.0886</td>
</tr>
<tr>
<td>4</td>
<td>0.2150</td>
<td>0.2587</td>
<td>0.1098</td>
<td>0.0724</td>
<td>0.1626</td>
<td>0.1383</td>
<td>0.1509</td>
</tr>
<tr>
<td>5</td>
<td>0.2782</td>
<td>0.1126</td>
<td>0.5491</td>
<td>0.4152</td>
<td>0.3376</td>
<td>0.3114</td>
<td>0.3429</td>
</tr>
<tr>
<td>6</td>
<td>1.0232</td>
<td>0.5894</td>
<td>1.1869</td>
<td>1.1563</td>
<td>1.0615</td>
<td>1.0626</td>
<td>1.0561</td>
</tr>
<tr>
<td>7</td>
<td>1.2847</td>
<td>0.8317</td>
<td>1.4501</td>
<td>1.5098</td>
<td>1.261</td>
<td>1.3168</td>
<td>1.3662</td>
</tr>
<tr>
<td>8</td>
<td>1.6072</td>
<td>1.0886</td>
<td>1.7672</td>
<td>1.8576</td>
<td>1.855</td>
<td>1.6052</td>
<td>1.6687</td>
</tr>
<tr>
<td>AVE</td>
<td>0.6608</td>
<td>0.4656</td>
<td>0.7039</td>
<td>0.6994</td>
<td>0.6295</td>
<td>0.6138</td>
<td>0.6031</td>
</tr>
</tbody>
</table>

MAPE: Mean Absolute Percentage Error; QA: Quarter Ahead; BVECM\_G: Gibbs Sampled BVECM.

(ii) Gibbs Sampled BVECM\textsuperscript{19} (BVECM\_G) versus VECM: In this case, it is always possible to come up with a BVECM\_G model, based on alternative specification of the hyperparameters of the priors, that produces lower out-of-sample forecast errors, measured by the average MAPE, when compared to the VECM. Except for the CPI and the investment expenditure, the BVECM\_G model with the most tight prior \((w = 0.1, d = 2)\) does better than the VECM. However, amongst the alternative specifications of the priors, the BVARs were outperformed by the Classical VECM and the BVECMs estimated with Theil's (1971) mixed estimation as well as Gibbs sampling. Hence, the results have not been reported.

\textsuperscript{19} We also estimated Gibbs sampled BVARs for the alternative prior specifications, however, as in Gupta (2006), the BVARs were outperformed by the Classical VECM and the BVECMs estimated with Theil's (1971) mixed estimation as well as Gibbs sampling. Hence, the results have not been reported.
BVECMGs, the model performs only third best for the measure of long- and short-term interest rates. For the two interest rate measures BVECMG with \( w = 0.1, d = 1 \) is optimal amongst the alternative BVECMGs.

(Hi) BVECMG versus the 'optimal' BVECM: Except for the Treasury bill rate and the investment expenditures, we can always come up with a BVECMG model, based on alternative specification of the hyperparameters of the priors, that produces lower average MAPE, when compared to the optimal BVECM, obtained in Gupta (2006). Amongst the BVECMGs, the model with the most tight priors, \( i.e. w = Q, d = 2 \), outperforms the 'optimal' BVECM for the household consumption expenditures, GDP and 10 years and longer government bond rate.

(iv) Amongst the BVECMGs: Across the BVECMGs the models with tighter priors outperform the ones with loose priors except for the CPI. The optimal BVECMG for the six variables are as follows: BVECMG with \( w = 0.1, d = 2 \), for consumption and GDP; \( u \geq 0.3, d = 0.5 \), for CPI; \( w = 0.1, d = 1 \), for 10 years and longer government bond rate and the treasury bill rate, and; \( w = 0.2, d = 2 \), for the investment expenditures.

5. CONCLUSIONS AND AREAS FOR FURTHER RESEARCH

This paper uses the Gibbs sampling technique to estimate a BVECM of the South African economy for the period 1970:1-2000:4 to forecast GDP, consumption, investment, short and long term interest rates, and the CPI over 2001:1 to 2005:4. The out-of-sample-forecast accuracy resulting from the BVECM is compared with those generated from a BVECM estimated using Theil's (1971) mixed estimation method and a standard Classical VECM. Note, traditionally, BVAR and BVEC models have been estimated using Theil's (1971) mixed estimation technique, where the error structure is assumed to follow the Gauss-Markov assumptions. However, in this paper, the estimation of the BVECMs based on Gibbs sampling, allows us to incorporate outliers or non-constant variances.

In summary, we find that the BVECMGs with tighter priors are better suited for forecasting our six-variable model of the South African economy over the period of 2001:1 to 2005:4. However, it is difficult to find a unique BVECMG consistently outperforming the VECM and the 'optimal' BVECM obtained in Gupta (2006). Unlike, the optimal BVECM which produced lower forecasting errors on average for 5 variables (consumption expenditure, GDP, 10 years and longer government bond rate and the Treasury bill rate) when compared to the VECM, the BVECMG with the most tight priors can only outperform the latter in the case of four variables (consumption expenditure, CPI, GDP, investment expenditures and the Treasury bill rate). But it must be emphasised that it is always possible to come up with a BVECMG, based on alternative prior specifications, that produces lower out-of-sample forecast errors in comparison to the Classical VECM. However, when compared to the 'optimal' BVECM, the BVECMG, with the most tight priors, outperforms the former for only three variables (household consumption expenditures, GDP and 10 years and longer government bond rate). So if we treat the VECM as the benchmark model, then clearly the 'optimal' BVECM of Gupta (2006) is better suited for forecasting the six-variable South African economy over the period of 2001:1 to 2005:4, as it outperforms the Classical VECM for all the variables except for the measure of the long-term interest rate.
There are, however, limitations to using the Bayesian approach. Firstly, the forecast accuracy depends critically on the specification of the prior, and secondly, the selection of the prior based on some objective function for the out-of-sample forecasts may not be 'optimal' for the time period beyond the period chosen to produce the out-of-sample forecasts. Besides these, there are two other major concerns which are, however, general to any traditional statistically estimated model, for example the VARs and the VECMs, both Classical and Bayesian in nature, used for forecasting at the business cycle frequencies. Such procedures perform reasonably well as long as there are no structural changes experienced in the economy. Such changes, whether in or out of the sample, would then render the models inappropriate. Alternatively, these models are not immune to the 'Lucas Critique'. Furthermore, the estimation procedures used here are linear in nature, and, hence, they fail to take into account nonlinearities in the data.

One and, perhaps, the best response to these objections has been the development of micro-founded Dynamic Stochastic General Equilibrium (DSGE) models, which are capable of handling both the problems arising out of the structural changes and the issues of nonlinearities. The current trend in the forecasting-literature is clearly dominated by the use of estimated versions of DSGE models, both via Classical and Bayesian methods, which, in turn, have also been found to produce better forecasts relative to the traditional forecasting models. In this regard, some studies worth mentioning are: Hansen and Prescott (1993), Ingram and Whiteman (1994), Rotemberg and Woodford (1995), Ireland (2001) and Zimmermann (2001), to name a few. Future research involving DSGE models to forecast the South African economy is, hence, clearly an area to delve into.
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