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Silicon Carbide is a wide bandgap semiconductor with excellent physical and opto-electrical properties. Among these excellent properties are its radiation hardness, high temperature operation and high electric field breakdown. SiC can therefore be used in the fabrication of electronic devices capable of operating in harsh environments, e.g. radiation detectors. Like any other semiconductor, the success of SiC in device fabrication depends on elimination of defects that are detrimental to desired devices or controlled introduction of desired energy levels. The first step in so doing is understanding the defects that are either found in as grown material, introduced during device fabrication or introduced during device operation.

In this study nickel ohmic and Schottky contacts were resistively fabricated on \( n \)-type 4H-SiC with a net doping density of \( 4 \times 10^{14} \text{ cm}^{-3} \). Current-Voltage (\( I-V \)), Capacitance-Voltage (\( C-V \)), Deep Level Transient Spectroscopy (DLTS) and Laplace-DLTS measurement techniques were used to electrically characterize the fabricated Schottky diodes. The diodes were then irradiated with low energy electrons, alpha particles and protons. The characterization measurements were repeated after irradiation to evaluate the effect of irradiation on the electrical properties of SiC.

It was observed from \( I-V \) measurements that electron, alpha particle and proton irradiations do not significantly affect the rectification of Ni/SiC Schottky contacts. \( C-V \) measurements indicated that the free carrier removal rate is higher for alpha particle irradiation as compared to electron irradiation. The irradiated diodes were annealed in argon ambient and significant recovery in the free carrier concentration was observed below 600 °C. The free carrier concentration of proton irradiated Schottky contacts, which was decreased to below detection levels was also partly recovered after heat treatment of up to 400 °C.
DLTS and Laplace-DLTS measurements revealed the presence of four defect levels in as-grown 4H-SiC. These defects have been labelled $E_{0.10}$, $E_{0.12}$, $E_{0.17}$ and $E_{0.69}$ where the subscripts indicate the activation energies of the respective defects. Electron, alpha particle and proton irradiations were observed to induce three more defect levels with activation energies of 0.42 eV, 0.62 eV and 0.76 eV. Additionally, these irradiations were also observed to enhance the concentration of level $E_{0.69}$. All the radiation induced defects were annealed out at temperatures below 600 °C. In proton irradiated diodes, another defect with activation energy of 0.31 eV was observed after annealing the irradiated diodes at 625 °C.
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CHAPTER 1

Introduction

Silicon carbide (SiC) is a wide bandgap compound semiconductor with excellent physical and opto-electronic properties. Among the physical properties of SiC is its high radiation hardness, a property which makes it a candidate for fabrication of radiation detector devices. Despite the semiconductor having excellent opto-electronic and physical properties, the growth of high quality crystals is very important for successful use in device fabrication.

SiC was initially grown by E. Acheson in 1892 using the process that is now known as the Acheson process [1]. The crystals produced by this process are of low quality and used mainly for abrasives and cutting purposes. Other growth techniques have been applied to SiC growth and have led to better quality crystals. These include Physical Vapour Transport, Lely Growth, Chemical Vapour Deposition, etc.

One problem that has however not been eliminated is the presence of defects in grown semiconductors. Defects common in as-grown semiconductors are micropipes, dislocations, impurities and intrinsic point defects. Intrinsic point defects can be in form of silicon or carbon vacancies, interstitials, antisites and complexes thereof. In addition to as grown defects, defects are also introduced in semiconductors during device fabrication and during operation of the devices. For successful fabrication of devices, it is important to have a better understanding of the introduction and effects of defects in semiconductors.

Several studies have been done on SiC to determine the material response to irradiation by different particles. This study aims to make a contribution to the knowledge of the response of n-type 4H-SiC to electron, alpha particle and proton irradiation. While particle irradiation studies on SiC have been done before, low doped SiC will be used in this study. Additionally, electron and alpha particle irradiations will be done with small and increasing fluences for a closer monitoring of the radiation induced changes.

The change in diode characteristics of the irradiated nickel Schottky diodes was monitored by current-voltage (I-V) and capacitance-voltage (C-V) measurements. I-V measurements show the effect of irradiation on the rectification properties of Ni/SiC. C-V measurements were
used to assess the effect of irradiation on free carrier concentration and consequently the
calculation of the free carrier removal rate. Particle irradiation induces defects in
semiconductors. Deep Level Transient Spectroscopy (DLTS) and Laplace-DLTS were used
in the identification of the irradiation induced as well as grown defects.

Annealing of the irradiated diodes will be carried out in the temperature range from 100 °C to
700 °C in argon ambient. I-V, C-V, DLTS and Laplace-DLTS measurements will be repeated
after each annealing step to monitor closely the recovery of diode rectification, free carrier
concentration and the annealing out of, and / or appearance of new defects as a result of
annealing irradiated diodes.

A more detailed discussion of the physical and electronic properties of SiC is given in
Chapter 2. A metal-semiconductor junction is a very important part of this work as all
measurements are done on such a junction. The physics of metal-semiconductor junctions is
given in Chapter 3 while Chapter 4 gives a discussion on ion implantation. Ion implantation
mainly deals with the interaction of ions with matter. The discussion on the theoretical
background of this work is concluded in Chapter 5 where an extensive discussion of defects
is given together with some theoretical aspects of DLTS. The experimental techniques used
during the course of this work are explained in Chapter 6 and Chapter 7 gives the Results
obtained. A summary of the obtained results is given in Chapter 8 together with aspects of
future work that arises from the conducted study.
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CHAPTER 2

Introduction to silicon carbide

2.1 Introduction
This chapter presents the basic properties that make silicon carbide the competitive semiconductor that it is. First the bonding is discussed and the physical and electronic properties are presented in comparison to those of other commonly used semiconductors. A brief summary of the different growth techniques is then given, from the Acheson process to the chemical vapour deposition technique together with the doping processes needed to achieve either \( p \)-type or \( n \)-type SiC.

2.2 Bonding
Silicon carbide is a semiconductor crystal composed of polar layers of silicon and carbon which are nearly covalently bonded, with 12% ionic bonding, in which silicon is the positive ion and carbon is the negative ion. Each Si atom in SiC bonds with four C atoms forming a tetrahedron. Similarly, each C atom is also bonded to four Si atoms. Silicon and carbon therefore have a 1:1 stoichiometric relationship in SiC. Carbon and silicon atoms are separated by 1.89 Å whereas silicon atoms are separated by 3.08 Å [1]. A schematic of a SiC tetrahedron is shown in Figure 2.1.
The angle between two adjacent carbon atoms in a tetrahedron is $120^\circ$. SiC appears in different crystalline structures called polytypes. These are cubic, hexagonal or rhombohedral polytypes. $4H$-SiC is a hexagonal polytype of SiC.

### 2.3 SiC and polytypism

One property that make SiC a unique and interesting semiconductor is its ability to form in dozens of different crystallographic configurations called polytypes where the stacking sequence of the SiC double layers along the c-axis differs from one polytype to the other. Over 200 different types of polytypes of SiC are known. The polytypes can be broadly grouped into three: cubic (C), hexagonal (H) and rhombohedral (R) following the cubic, hexagonal and rhombohedral crystalline structures in which the respective polytypes crystallizes. The Ramsdell notation: $\langle$ number $\rangle\langle$ letter $\rangle$, is commonly used to name the different polytypes [3] where the number represents the number of layers before the sequence repeats and the letter signifies the crystal structure. For enlightenment, the $4H$-SiC means there are four different layers that are repeated throughout the material and the structure is hexagonal. SiC is a polar semiconductor in that one side normal to the c-axis is silicon terminated and is referred to as the “silicon face” while the opposite side is carbon terminated and is known as the “carbon face” [4].

![Figure 2.1 A silicon carbide tetrahedron redrawn from ref. [2]](image1.png)
Only 3C-SiC, also known as β-SiC, exists in cubic form with a zinc-blend structure. If the layers are to be represented by letters A B C, then the 3C-SiC polytypes has the sequence A B C …. Among the hexagonal polytypes, 2H-, 4H-, and 6H-SiC are the most common types while the 15R-SiC is the most common rhombohedral polytype. The hexagonal polytypes are commonly referred to as α-SiC. 4H-SiC has the sequence A B A C …., 2H-SiC has the sequence A B ..., and 6H-SiC has sequence A B C A C B …. It is important to note that only 2H-SiC is purely hexagonal, 4H- and 6H- polytypes are 50 % and 33% hexagonal respectively with local cubic characteristics [3]. β-SiC is 100% cubic. Figure 2.2 shows the schematic representations of the 2H-, 3C-, 4H-, and 6H-SiC polytypes.

Different polytypes have different physical, electronic, and optical properties. It is for this reason that some polytypes are preferred ahead of others. To date the 4H- and 6H- polytypes have been most widely studied and the former is being more widely used in the electronics industry.

2.4 Physical and electrical properties of SiC

Different polytypes of SiC have different physical, chemical and opto-electronic properties.
Table 2.1 gives a comparison of the electrical properties of common SiC polytypes; 6H-, 4H- and 3C-, and other wide band gap semiconductors; gallium arsenide (GaAs) and gallium nitride (GaN). Since silicon is currently the most widely used semiconductor in the devices industry, its properties are also included in Table 2.1.

Table 2.1 Comparisons of some important electrical properties of common SiC polytypes, Silicon (Si), gallium arsenide (GaAs) gallium nitrite (GaN) at 300K. The table has been compiled from refs. [6-8]

<table>
<thead>
<tr>
<th></th>
<th>4H-SiC</th>
<th>6H-SiC</th>
<th>3C-SiC</th>
<th>Si</th>
<th>GaAs</th>
<th>GaN</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bandgap (eV)</td>
<td>3.26</td>
<td>3.02</td>
<td>2.36</td>
<td>1.12</td>
<td>1.42</td>
<td>3.4</td>
</tr>
<tr>
<td>Relative dielectric constant</td>
<td>9.7</td>
<td>9.7</td>
<td>9.3</td>
<td>11.9</td>
<td>13.1</td>
<td>9.5</td>
</tr>
<tr>
<td>Breakdown field (MVcm⁻¹)</td>
<td>//c-axis 3.0</td>
<td>//c-axis 3.2</td>
<td>&gt;1.5</td>
<td>0.6</td>
<td>0.6</td>
<td>2.3-</td>
</tr>
<tr>
<td></td>
<td>\⊥c-axis 2.5</td>
<td>\⊥c-axis &gt;1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Thermal conductivity (W/cm-K)</td>
<td>3-5</td>
<td>3-5</td>
<td>3-5</td>
<td>1.5</td>
<td>0.5</td>
<td>1.3</td>
</tr>
<tr>
<td>Electron mobility (cm² V⁻¹s⁻¹)</td>
<td>//c-axis 800</td>
<td>//c-axis 800</td>
<td>750</td>
<td>1200</td>
<td>6500</td>
<td>900</td>
</tr>
<tr>
<td></td>
<td>\⊥c-axis 800</td>
<td>\⊥c-axis 60</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Saturation electron velocity (10⁷cm⁻¹)</td>
<td>2.0</td>
<td>2.0</td>
<td>2.5</td>
<td>1.0</td>
<td>1.2</td>
<td>2.5</td>
</tr>
<tr>
<td>Intrinsic carrier concentration (cm⁻³)</td>
<td>~ 10⁻⁷</td>
<td>~ 10⁻⁵</td>
<td>~ 10</td>
<td>10¹⁰</td>
<td>2×10⁶</td>
<td>10¹⁰</td>
</tr>
</tbody>
</table>

2.4.1 Bandgap and intrinsic carrier concentration

SiC is a wide bandgap semiconductor with the bandgap energy varying from 3.26 eV for 3C-SiC to 3.33 eV for 2C-SiC [8]. The wide bandgap energy of SiC makes it suitable for high temperature device operation due to a restriction on leakage currents that would arise from thermal ionisation of electrons from the valence band. The low intrinsic carrier concentration of SiC also helps in ensuring that conduction is controlled by dopant impurities even at relatively higher temperatures as the intrinsic carrier concentration remains negligible. SiC has a distinct advantage especially ahead of silicon as it has a larger bandgap and lower intrinsic carrier concentration. SiC can therefore operate at temperatures as high as 800 °C whereas Si can only efficiently operate at temperatures of up to 300 °C.
2.4.2 Breakdown electric field

The applied voltage on devices creates an electric field across the depletion region. This field sweeps out any carriers in the depletion region that may have been created by generation-recombination or might have diffused from adjacent quasi-neutral regions [9]. As the voltage increases, the electric field also increases accelerating the charge carriers to greater velocity and consequently increasing their kinetic energy. The carriers may gain sufficient energy such that their interaction with lattice atoms produces electron excitation from the valence band, a phenomenon known as impact ionisation. Impact ionisation is a multiplicative phenomenon in that the produced electrons may also participate in the ionisation of more atoms and eventually the current flow increases significantly. When a device fails to operate due to such increases in current flow, it is said to have undergone avalanche breakdown [10]. SiC has a high breakdown voltage which is five times that of silicon, hence it can be used more conveniently in the fabrication of devices for high voltage operation.

2.4.3 Thermal conductivity and carrier mobility

Thermal conduction through conduction electrons and phonons is a dominant heat flow process in solids compared to radiation and convection [11]. An increase in temperature during device operation usually leads to undesirable changes in device properties such as reduced carrier mobility. It is therefore important that heat produced be conducted away hence semiconductor materials for device fabrication should preferably have a high thermal conductivity to carry away the heat. With a high thermal conductivity which is said to be higher than for metals at room temperature [12], SiC is most suitable for devices where various resistive processes may lead to the generation of heat within the device. High temperature capability is also advantageous in elimination of cooling processes such as fans, long wire runs, liquid cooling and thermal shielding which is associated with the silicon semiconductor technology [4]. Silicon has however a higher electron mobility than SiC but as the temperature starts to increase, the situation becomes inverted and hence SiC still gets preference.

2.4.4 Saturation drift velocity

Saturation drift velocity is a very important parameter when high frequency devices are considered [13]. Semiconductors with a high drift velocity have a high frequency operation limit. SiC has a high saturation velocity and can thus be used more effectively for such devices compared to most other devices as shown in Table 2.1.
2.5 Synthesis of SiC

Successful growth of a semiconductor is very important for the development of a material for use in the semiconducting industry in light of many high quality semiconductors available with competing physical, electronic and chemical properties. A material should be grown and be of very high quality, that is, high purity and a low micropipe density to achieve, for instance, semi insulating (SI) semiconductors. The absence of impurities is also important as this would enable conduction to be properly controlled through doping.

SiC is grown both epitaxially and in bulk [3]. The Physical Vapour Transport (PVT) process also known as the “modified Lely” and the High Temperature Chemical Vapour Deposition (HTCVD) are the bulk growth techniques while epitaxial growth is done using the Chemical Vapour Deposition (CVD) process. Epitaxial growth of SiC can also be achieved through Sublimation Epitaxy and the Liquid Phase Epitaxy (LPE) processes [14].

2.5.1 Acheson process

This section was developed following Byrappa et al.[14] unless cited otherwise. The Acheson process was first used in 1892 to produce the first SiC semiconductor [4]. In the Acheson process, a mixture of 50% silica, 40% carbon, 3% salt and 7% saw dust is heated in an electrical furnace. Heating is done by resistive heating of the core of graphite and coke placed at the centre of the furnace up to 2700°C and maintained there for some time before the temperature is gradually reduced. When the temperature reaches 1800°C, amorphous SiC forms but as the temperatures increases it decomposes into graphite and silicon. Graphite remains at the core but silicon evaporates and reacts with carbon at the adjacent cooler surfaces to give SiC. Meanwhile, the sawdust maintains porosity of the mixture for carbon monoxide and other gaseous wastes to escape easily while salt improves the purity of the SiC by reacting with metallic impurities to form metal chlorides.

Although the first LED was produced using Acheson SiC, the semiconductor produced through the process is of low quality and is used mainly for cutting and grinding purposes rather than device fabrication [15].

2.5.2 Lely growth method

Due to the low quality of crystals obtained from the Acheson process, there was need for better growth techniques and in 1955, Lely developed what become to be known as the Lely process [16]. In the Lely method, SiC lumps are filled between two concentric graphite tubes.
The inner tube is withdrawn after complete packing of the lumps leaving a porous SiC wall inside the outer tube (crucible). The crucible is then closed with SiC or graphite and vertically placed in a furnace which is heat up to 2500 °C in Argon at atmospheric pressure [16]. At these temperatures, SiC lumps decompose and sublime from the crucible nucleating at the cooler surface of the porous SiC cylinder in the middle of the furnace. With prolonged heating, SiC platelets grow. It is however difficult to impose supersaturation making it impossible to control the nucleation hence platelets of incomplete hexagonal habit results [14]. The platelets are of high quality, and in some cases can be dislocation free over a few square millimetres. However, because of the shape irregularities, crystals grown from this process are not commercially viable for large scale manufacture [14, 17].

2.5.3 Physical vapour transport

The Physical Vapour Transport growth method is a modification of the Lely method by Tairov and Tsvetkov in the late 1970’s and has been widely used for bulk SiC growth since then [18]. It is for that reason also known as the Modified Lely Process or the Seeded Sublimation method. This process was supposed to address the issues of nucleation controllability which were incontrollable in the Lely method. In the PVT method, a seed is kept at a low temperature compared to the crucible with a thermal gradient of about 20 – 40 °C being maintained. Pressure is kept below atmospheric and argon ambient of very high purity is used. This method initially produced ingots of 8 mm in both diameter and length though larger dimension ingots were later realised [19, 20].

2.5.4 High temperature chemical vapour deposition (HTCVD)

Introduced in 1995, the HTCVD method uses gases instead of a powder as a source material for boule growth. Three gases; silane, ethylene and a helium carrier are used and slowly introduced into a three stage reactor [21].

At high temperatures, silane decomposes into silicon liquid droplets and reacts with ethylene to form microparticles of Si₅C₇. Hydrocarbons may be added to form stable Si₅C₇, the stability being achieved because of the non-solubility of carbon in silicon hence when carbon is added to liquid silicon, the phase will be solid rather than liquid. In the sublimation zone, the Si₅C₇ decompose into Si, Si₂C and SiC₂, and these sublimed species later condense on the seed due to a thermal gradient. A growth rate of 1 µm/h can be reached with this technique with proper optimization of growth conditions [22].
2.5.5 Chemical vapour deposition (CVD)

CVD of SiC normally uses hydrogen as the carrier gas with silane and a hydrocarbon as the precursor gases and the flow is laminar. As the gases reach the susceptor, the velocity of flow is reduced to zero and the precursor gases are heated and decompose. The resulting species diffuse through a boundary layer and grow on the reactor wall and on the substrate. Due to the consumption of species, concentration of precursor gases falls in the direction of flow resulting in a tapered layer thickness-depletion. It is usual to taper the susceptor resulting in a decreased diffusion of active species thus compensating for depletion [23].

2.6 Doping of SiC

Doping of any semiconductor is very crucial in the semiconductor industry as it controls the electrical characteristics of the material. An intrinsic semiconductor is made n-type or p-type through doping so it can be used for current conduction. Nitrogen and aluminium are the common dopants of SiC used to achieve n-type or p-type SiC, respectively. SiC is doped through epitaxially controlled doping and hot implantation [24]. Ion implantation followed by annealing is mostly, but not limited to cases where a pattern may be required and only parts of the semiconductor are to be doped. Epitaxial doping for both aluminium and nitrogen in SiC is affected by temperature, pressure, growth rate and C/Si ratio [25-28].

Nitrogen replaces carbon in the C–Si bond to achieve n–type doping since nitrogen has one more valence electrons compared to carbon. A lower C/Si ratio would encourage more site competition between nitrogen and carbon atoms for the carbon site thereby enhancing nitrogen doping. Nitrogen doping is suppressed by increasing the C/Si ratio since the site competition would be reduced. The same logic of C/Si ratio holds for aluminium doping where aluminium atoms replace Si to achieve p–type doping.

Forsberg et al [25, 26] discusses the effects of the other doping controlling factors. These may however differ with different growing techniques in the case of epitaxial doping.
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CHAPTER 3

Metal-Semiconductor Junctions

3.1 Introduction

Metal-semiconductor junctions are very important for the semiconductor device industry as they allow for the determination of most electronic semiconductor properties. In this work, metal-semiconductor junctions are used mainly for defect characterization through probing of a depletion layer which is synonymous with these junctions. This chapter explains the formation of Schottky diodes under both ideal and non-ideal conditions in the first sections of the chapter. The depletion layer, also commonly known as the space charge region, is then discussed. Properties of this region such as capacitance and depletion width under different biasing conditions are given in sections 3.3.1 and 3.3.2. Apart from Schottky diodes, metal-semiconductor contacts can be ohmic contacts depending on a number of factors but mostly the doping density of the semiconductor. Ohmic contacts are discussed in section 3.4. Different processes are responsible for the transport of charge carriers across the Schottky barrier. The thermionic emission theory and the tunnelling current mechanisms are discussed in sections 3.5.1 and 3.5.2. Thermionic emission is responsible for current transport across the barrier at higher temperatures while tunnelling current is important for ohmic contacts where the barrier is sufficiently thin.

3.2 Schottky barrier diodes

Evaporation of a metal onto a semiconductor produces either an ohmic contact (contact of low contact resistance) or a rectifying contact (Schottky diode). The formation of a Schottky diode will in this thesis be explained by considering two cases: (1) the ideal metal-semiconductor contact without any surface states (Schottky–Mott theory) and (2) the MS contact where the density of surface interface states is high (Bardeen theory) [1].

3.2.1 Ideal Schottky barrier

When isolated from each other, the metal and the semiconductor generally have different work functions (energy difference between the Fermi level, $E_F$ and the vacuum level, $E_{vac}$) [2] as shown in Figure 3.1 (a). The vacuum level is used to define an infinite distance from a
solid where an electron has zero kinetic energy [2]. The metal work function \( (e\Phi_m) \) is the energy difference between the Fermi level and the vacuum level, \( e \) is the electronic charge. In a semiconductor, the equivalent of a metal work function is given by \( (e\Phi_n + e\chi_{sc}) \) where \( e\Phi_n \) is the energy difference between the Fermi level and the bottom of the conduction band, i.e. \( e\Phi_n = E_C - E_F \). \( e\chi_{sc} \) is the electron affinity, which is defined as the energy difference between the bottom of the conduction band, \( E_C \) and the vacuum level, \( E_V \) [3].

Figure 3.1 Schematic representation of a Schottky diode formation. (a) No contact yet between metal and semiconductor, (b) after contact and Schottky barrier formation. Diagram redrawn from ref. [2]

Consider now a case where the metal and the semiconductor are brought into thermodynamic contact, Figure 3.1(b). Since the semiconductor Fermi level, \( E_{F,S} \) is greater than the metal Fermi level, \( E_{F,m} \) electrons will flow from the semiconductor to the metal until the Fermi levels equilibrate [2, 3]. The equilibration of the Fermi levels causes the formation of a potential barrier (Schottky barrier, \( e\Phi_{Bn} \)) which the electrons flowing from the metal to the semiconductor would have to surmount with a limiting value of the barrier being [3-7]

\[
e\Phi_{Bn} = e(\Phi_m - \chi_{sc})
\]
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From Equation 3.1, an ideal Schottky barrier height is defined as the difference between the metal work function and the semiconductor electron affinity. The subscript \( n \) is used to denote an \( n \)-type semiconductor. Likewise a \( p \)-type semiconductor Schottky barrier height is denoted by a subscript \( p \) and its Schottky barrier height has the form [3]

\[
e\Phi_{Bp} = E_g - e(\Phi_m - \chi_{sc})
\]
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where $E_g$ is the semiconductor bandgap. It should be noted that as the metal and the semiconductor are brought into contact, there is an accumulation of negative charges that takes place at the metal side in the vicinity of the interface. This negative charge is compensated by a positive charge in the semiconductor side that results from the flow of electrons into the metal. It therefore follows from this that a potential drop ($V_{bi}$), termed the built-in potential, will be established at the $M$-$S$ junction and this has the form [2]

$$V_{bi} = \frac{\phi_{bn}}{e} + \phi_n = \frac{\phi_m - \chi_{SC}}{e} + \phi_n$$
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A region in the semiconductor close to the interface is left depleted of charge carries and is known as the depletion region (width $w$) which will be discussed in section 3.3.

Equations 3.1 and 3.2 give a picture that the Schottky barrier height only depends on the values of the electron affinity and the metal work function. This is however only ideal and does not hold for practical diodes [8]. Some of the reasons why the Schottky barrier height does not only depend on the metal work function and the semiconductor electron affinity are the existence of surface states/interface states on the semiconductor surface and also the presence of a small distance ($\delta$) between the metal and the semiconductor even after the contact is established [9].

3.2.2 Interface states

The barrier height was experimentally found not to vary with metal type [1, 10], meaning that the Fermi level is pinned at a certain position in the energy gap. Bardeen [11] proposed that surface states of the semiconductor are responsible for pinning the Fermi level and thus the barrier height is a function of these surface states, not the metal type. The calculation of the barrier height considering interface states (and the metal work function as this is not completely disregarded) as presented in this dissertation will be developed following Sze [3] unless cited otherwise. Assumptions are made in this development that, (1) the interface layer is of atomic dimension and is therefore transparent to electrons but can withstand the potential across it and (2) interface states are a property of the semiconductor only and are independent of the metal type.

Figure 3.2 shows a simplified diagram for the barrier height formation in the presence of interface states. A more elaborate diagram for the formulation of the Schottky barrier diode in the presence of surface states is given by Figure 3.3. A neutral energy level ($e\Phi_0$ above
exists on the semiconductor surface above which states are of acceptor type and below are donor type. Acceptor states are neutral when empty and negatively charged when filled while donor states are neutral when filled and positively charged when empty. When the neutral level coincides with the Fermi level at the surface, the net interface trap charge is zero. This is the energy level that pins the Fermi level before contact with the metal is established.

Figure 3.2 Formation of a Schottky diode in the presence of surface states. (a) a depletion width already exist before contact due to Fermi level pinning, and (b) Schottky barrier formed. Diagram redrawn from ref. [2]

Taking a semiconductor with an acceptor interface trap density \(D_{it} \) states/cm\(^2\)eV extending from \(e\Phi_0 + E_V\) to \(E_F\), the interface-trap charge density \(Q_{SS}\) on the semiconductor will be negative and is given by

\[
Q_{SS} = -eD_{it}(E_g - e\Phi_0 - e\Phi_{Bn}) \quad C/cm^2
\]  
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At thermal equilibrium, the space charge that forms in the semiconductor depletion layer is given by

\[
Q_{SC} = eN_Dw = \sqrt{2e\epsilon_SN_D\left(\Phi_{Bn} - \phi_n - \frac{k_BT}{e}\right)} \quad C/cm^2
\]  
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The sum of Equations 3.4 and 3.5 gives the total equivalent charge density on the semiconductor surface. An equal and opposite charge \(Q_M (C \text{ cm}^{-2})\) develops on the metal surface if there are no space charge effects on the interfacial layer. \(Q_M\) is given by
\[ Q_M = -(Q_{ss} + Q_{SC}) \quad (3.6) \]

To obtain the potential \( \Delta \) across the interfacial layer, Gauss’ law is applied to the surface charge on the metal and semiconductor surfaces, i.e.

\[ \Delta = -\frac{\delta Q_M}{\epsilon_i} \quad (3.7) \]

It can also be seen from Figure 3.2 that

\[ \Delta = \Phi_m - (\chi_{sc} + \Phi_{Bn}) \quad (3.8) \]

Combining Equations 3.7 to 3.8, the following result is obtained

\[ \phi_m - \chi_{sc} - \phi_{Bn} = \frac{2e\epsilon_sN_D\delta^2}{\epsilon_i^2} \left( \phi_{Bn} - \Phi_n - \frac{k_BT}{e} \right) - \frac{eD_{it}\delta}{\epsilon_i} (E_g - e\Phi_0 - e\Phi_{Bn}) \quad (3.9) \]

Equation 3.9 can be solved by introducing constants \( c_1 \) and \( c_2 \) such that

\[ c_1 \equiv \frac{2e\epsilon_sN_D\delta^2}{\epsilon_i^2} \quad (3.10) \]

and

\[ c_2 \equiv \frac{\epsilon_i}{\epsilon_i + e^2\delta D_{it}} \quad (3.11) \]

The result that is obtained is treated considering two limiting cases:

1. \( D_{it} \to \infty \), then \( c_2 \to 0 \), giving

\[ e\Phi_{Bn} = E_g - e\Phi_0 \quad (3.12) \]

Equation 3.12 represents a case where the barrier height is independent of the metal work function. This is the case where the Fermi level is pinned and the barrier height is determined sufficiently from the properties of the semiconductor.

2. \( D_{it} \to 0 \), then \( c_2 \to 1 \), giving

\[ e\Phi_{Bn} = e(\Phi_m - \chi_{sc}) \quad (3.13) \]

This is a case where the surface states are negligible and Equation 3.1 is once again valid, i.e. the ideal Schottky barrier height can then be realised.
Other than the presence of interface states, the Schottky barrier height can also be modified by what is referred to as the image force. The image force has an effect of lowering the barrier height due to the presence of external electric fields.

Consider an electron located in the semiconductor at a distance $x$ from the metal. An induced positive charge exists on the metal surface due to the electron. The force of attraction that...
exists between the electron and the induced positive charge is equal to the force that would exist as a result of an equal positive charge a distance \( x \) outside the metal [2, 3]. This image force, \( F_{if} \) is given by [2]

\[
F_{if} = -\frac{e^2}{16\pi\varepsilon_s x^2}
\]

where \( \varepsilon_s \) is the dielectric constant of the semiconductor. The energy, \( E_{if} \) required to bring an electron from infinity to a distance \( x \) is obtained by integrating \( F_{if} \), that is

\[
E_{if} = \int_{\infty}^{x} F_{if} dx = -\frac{e^2}{16\pi\varepsilon_s x}
\]

In the presence of an external field \( \mathcal{E} \), Equation 3.15 becomes [3]

\[
E_{tot} = -e\mathcal{E}x - \frac{e^2}{16\pi\varepsilon_s x}
\]

The position, \( x_m \) of the image force lowering is obtained as the maximum of the function, from the condition \((dE_{tot}/dx) = 0\) occurring at [6]

\[
x_m = \frac{e}{\sqrt{16\pi\varepsilon_s \mathcal{E}}}
\]

and the magnitude of the image force lowering (\( \Delta\varphi \)) is given by [12]

\[
\Delta\varphi = \frac{e\mathcal{E}}{4\pi\varepsilon_s} = 2\mathcal{E}x_m
\]

Equations 3.17 and 3.18 shows that the position of the lowering decreases as the electric field is increased while the image force lowering increases with increasing electric field. The magnitude of the barrier lowering is greater for higher electric fields.

### 3.3 Space charge region

As the metal and the semiconductor are brought into contact during Schottky diode formation, electrons accumulate in the metal leaving an accumulation of a positive charge in the semiconductor close to the interface. This induces an electric field pointing towards the
metal from the semiconductor. The region between these two “charged regions” is depleted of charge carriers and is known as the depletion region or space charge region [13].

### 3.3.1 Depletion width

This work assumes an $n$-type semiconductor as SiC used in this thesis is $n$-type. The charge density, $\rho(x)$ in the depletion region assuming the abrupt approximation (Schottky–Mott model) is given by [13]

$$\rho(x) = \begin{cases} e[\sum N^+_D(x) - \sum N^-_A(x)] & 0 < x < w_D \\ 0 & x > w_D \end{cases}$$
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$\sum N^+_D(x)$ and $\sum N^-_A(x)$ are the total ionised donor and acceptor concentration at a depth ($x$) from the interface respectively. The potential at the $MS$ interface is considered to be $-\varphi_{bi} < 0$ as a further barrier condition. Poisson’s one dimensional equation can be applied to find the potential drop in the space charge region [2]

$$\frac{d^2 \varphi}{dx^2} = \frac{\rho(x)}{\varepsilon_0 \varepsilon_r}$$
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where $\varepsilon_r$ is the relative dielectric constant and $\varepsilon_0$ is the permittivity of vacuum. $\varepsilon_0 \varepsilon_r = \varepsilon_s$ is the dielectric constant of the semiconductor. Using knowledge of solving differential equations, Equation 3.20 is solved to give

$$\varphi(x) = -V_{bi} + \frac{eN_D}{\varepsilon_s} \left( w_0 x - \frac{x^2}{2} \right)$$
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$w_0$ is the depletion width at zero bias. The electric field strength in the space charge region is given by [2]

$$\varepsilon(x) = -\frac{eN_D}{\varepsilon_s} (w_0 - x) = \varepsilon_m + \frac{eN_D}{\varepsilon_s} x$$
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where $\varepsilon_m$ is the maximum electric field equal to $-eN_D w_0 / \varepsilon_s$ at $x = 0$. It follows from the boundary conditions ($d\varphi/dx = 0$) that

$$w_0 = \sqrt{\frac{2 \varepsilon_s}{eN_D} V_{bi}}$$
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A more accurate determination of the depletion width is obtained by considering the majority carrier concentration in addition to the impurity concentration in the Poisson’s equation [3]. Defining $\beta = e / k_B T$ as the dependence of the charge density on the potential, Equation 3.23 is corrected to

$$w_0 = \frac{2\varepsilon_s}{eN_D} (V_{bi} - \beta^{-1})$$

If an external voltage ($V_{ext}$) is applied to the diode, the interface boundary condition becomes $\varphi(0) = -V_{bi} + V_{ext}$. The depletion width as given by Equation 3.24 then becomes

$$w_0 = \frac{2\varepsilon_s}{eN_D} (V_{bi} - V_{ext} - \beta^{-1})$$

Figure 3.5 illustrate the change of the depletion width under different biasing conditions.

![Figure 3.5 Band structures of metal-semiconductor junctions under (a) forward, (b) zero and (c) reverse biasing conditions as indicated. Diagram redrawn from ref. [2]](image)

**3.3.2 Space charge region capacitance**

The total space charge per unit area, $Q$ of the semiconductor is given by [2, 3]

$$Q = eN_D w_D = \sqrt{2\varepsilon_s e N_D (V_{bi} - V_{ext} - \beta^{-1})}$$
In the determination of the space charge capacitance, the depletion region is kept at a reverse dc voltage which determines the depletion width. A periodical small ac voltage, $\delta V$ is then superimposed onto the quiescent dc voltage to probe the capacitance.

The total depletion region capacitance, $C$ per unit area is obtained from the relation $C = dQ/dV$. Thus when the Schottky diode is maintained at $V_{ext}$, then the depletion region capacitance is given, following Equation 3.26, by [10, 14]

$$C = \frac{eN_D\varepsilon_s}{\sqrt{2(V_{bi} - V_{ext} - \beta^{-1})}} = \frac{\varepsilon_s}{w}$$  \hspace{1cm} (3.27)

Equation 3.27 can be simplified to

$$\frac{1}{C^2} = \frac{2(V_{bi} - V_{ext} - \beta^{-1})}{eN_D\varepsilon_s}$$  \hspace{1cm} (3.28)

If the diode capacitance is measured as a function of external voltage, a straight line graph of $1/C^2$ against $V_{ext}$ should be obtained, Figure 3.6. Also shown on the Figure is the capacitance voltage plot.

![Figure 3.6](image-url)  

**Figure 3.6** A graph of $1/C^2$ (pF$^{-2}$) and Capacitance (pF) versus Voltage (V) obtained from measurements of low doped Ni/4H-SiC.

Analysing Equation 3.28, one obtains
\[
\frac{d(1/C^2)}{dV} = \frac{2}{en_D\varepsilon}
\]

Thus a gradient of the \(1/C^2\) against \(V_{\text{ext}}\) graph gives the net carrier concentration while the Schottky barrier height is determined from the voltage intercept using equation [15]

\[
\Phi_{bn} = V_{bi} - V_{ext} - \beta^{-1}
\]

The Schottky barrier height is obtained with minimum error if the \(1/C^2\) against \(V_{\text{ext}}\) graph is a straight line.

### 3.4 Ohmic contacts

Schottky contacts are rectifying, hence very important metal semiconductor contacts. Ohmic contacts are also very important in semiconductor device fabrication. A good ohmic contact should allow current flow with a very small voltage drop relative to the voltage drop that takes place across the device active region. Sze [3] defines ohmic contacts as metal semiconductor contacts with negligible contact resistance compared to the total device resistance. The specific contact resistance, \(R_C\) is defined as the resistance of the contact at zero applied voltage [16], and can be expressed as [17]

\[
R_C = \left(\frac{\partial I}{\partial V}\right)^{-1}_{V=0}
\]

The total contact resistance \((R)\) for an ohmic contact with area \(A\) is given by [3]

\[
R = \frac{R_C}{A}
\]

For a metal-semiconductor contact to have very low contact resistance, it must have either a small barrier height or very high doping density or both [15]. It is difficult to produce a small barrier height as metals with sufficiently small work function may not be generally available [3]. Engineering of a small barrier height is also difficult as the barrier height is not always determined by the metal work function alone as discussed in sections 3.2.2 and 3.2.3. The difficulty in barrier height engineering leaves the net doping density as the main basis for successful ohmic contact fabrication.
The doping density does not have an effect on the barrier height but does affect the barrier width [15]. Heavily doped semiconductors have a narrow barrier and charge transport across the barrier can easily take place in form of tunnelling.

A parameter that can be used to determine the dominant current transport mechanisms for differently doped semiconductors is the characteristic energy, \( E_{00} \) defined by [18]

\[
E_{00} = \frac{e h \sqrt{N_D}}{4 \pi m^* e_s}
\]  

where \( h \) is Planck’s constant and \( m^* \) is the effective tunnelling mass. Figure 3.7 graphically represents the variation of \( E_{00} \) with net doping density.

Figure 3.7 Thermionic emission, thermionic field emission and Field emission dominant dependency on doping density for silicon. Diagram adapted from ref. [15].

Where the doping density is small, thermionic emission (TE) is dominant and \( E_{00} \ll k_B T \). In such a case, the contact resistance is given by [2, 3]

\[
R_c = \frac{k_B}{e A^* T} \exp \left( \frac{\Phi_{Bn}}{k_B T} \right)
\]  

where \( A^* \) is the Richardson constant. The equation shows that in the case of lightly doped semiconductors, a small barrier height is necessary to produce a small contact resistance.
For moderately doped semiconductors \((E_{00} \approx k_B T)\), thermionic field emission (TFE) is dominant and electrons are thermally excited to energies where the barrier is sufficiently narrow for tunnelling to occur. With TFE being the dominant current transport mechanism, the contact resistance is given by [3]

\[
R_C \propto \exp \left[ \frac{e \Phi_{BN}}{E_{00} \coth \left( \frac{E_{00}}{k_B T} \right)} \right]
\]

Tunnelling current is the dominant current transport mechanism for highly doped semiconductors where \((E_{00} \gg k_B T)\). The contact resistance in this regime is given by [2]

\[
R_C \propto \exp \left( \frac{e \Phi_{BN}}{E_{00}} \right)
\]

As the doping increases, the contact resistance exponentially decreases. Ohmic contacts should be fabricated using highly doped semiconductors in order to achieve this low contact resistance as it is difficult to modify barrier heights. Mostly epitaxial semiconductors grown on heavily doped semiconductors are used in the fabrication devices that require ohmic contacts. Ohmic contacts are made on the heavily doped side while Schottky diodes are made on the lightly doped semiconductor side.

### 3.5 Current transport mechanisms

Majority carriers, i.e. electrons in \emph{n}-type semiconductors and holes in \emph{p}-type semiconductors are responsible for conduction across metal-semiconductor junctions. Current transport occurs through different mechanisms, illustrated in Figure 3.8. Thermionic emission (TE) which is dominant for lightly doped semiconductors is the emission of electrons over the Schottky barrier from the semiconductor into the metal. Quantum mechanical tunnelling is dominant for highly doped semiconductors such that the barrier is sufficiently thin. Tunnelling can be ‘pure’ tunnelling [2] or field emission (FE) where electrons energies are close to the (quasi) Fermi level. Other mechanisms responsible for current transport are recombination in the space charge region and hole injection from the metal [2, 3, 17]. Experiments done in this thesis were based on low doped SiC. As such, thermonic emission is supposed to be the dominant current transport process for Schottky diodes fabricated thereon. The different mechanisms will be discussed in Sections 3.5.1 and 3.5.2.
3.5.1 Thermionic emission

The TE theory has its basis in several assumptions which are: (1) the Schottky barrier height is large compared to the product \( k_B T \), (2) there is thermal equilibrium at the plane that determines emission and (3) this equilibrium is not affected by the net current flow hence one can superimpose the two current fluxes, from semiconductor to metal and from metal to semiconductor, each with a different quasi Fermi level [3].

Current density from the semiconductor to the metal \( (J_{S\rightarrow M}) \) is determined by the number of electrons that have enough energy to cross over the barrier and are moving from the semiconductor into metal, i.e.

\[
J_{S\rightarrow M} = \int_{E_{F_n}+e\Phi_{Bn}}^{\infty} ev_x dn
\]

\[ E_{F_n} + e\Phi_{Bn} \] is the minimum energy necessary for thermionic emission to take place, \( v_x \) is the carrier velocity in the direction of current flow and is obtained from [2]

\[
E = E_C + \frac{1}{2} m^* v^2
\]
where \( m^* \) is the effective mass. \( dn \) is the electron density in a small energy interval \( (dE) \) and is given by [2]

\[
dn = N(E)F(E)\,dE
\]  
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where \( N(E) \) is the effective density of states and \( F(E) \) is the distribution function. Using Equations 3.38 and \( dE = m^*v\,dv \), Equation 3.39 can be written as [2, 3]

\[
dn \approx 2\left(\frac{m^*}{\hbar}\right)^3 \exp\left(-\frac{e\Phi_n}{k_BT}\right) \exp\left(-\frac{m^*v^2}{2k_BT}\right) (4\pi v^2\,dv)  
\]  
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Equation 3.40 gives the number of electrons per unit volume with velocities between \( v \) and \( v + dv \) distributed in all directions. \( \hbar \) is Planck’s constant. Using the transformation \( 4\pi v^2\,dv = dv_x\,dv_y\,dv_z \) and integrating over all velocities in \( y \) and \( z \) directions and \( v_x \) from minimum velocity required to overcome the barrier to \( \infty \), the current density is given by [2, 3]

\[
J_{S\rightarrow M} = \frac{4\pi em^*k_BT^2}{\hbar^3} \exp\left(-\frac{\phi_Bn}{k_BT}\right) \exp(\beta V)  
\]  
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A constant \( A^* = 120\,Acm^{-2}K^{-2} \) for vacuum which is the Richardson constant, is introduced and Equation 3.41 is rewritten as

\[
J_{S\rightarrow M} = A^*T^2 \exp\left(-\frac{\phi_Bn}{k_BT}\right) \exp(\beta V)  
\]  
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Equations 3.41 and 3.42 give the current density as determined by thermionic emission when moving from the semiconductor into the metal. When a forward voltage is applied across the diode, the energy difference between the quasi Fermi level and the top of the barrier is reduced hence the thermionic emission current is increased as more electrons will have enough energy to surmount the barrier.

However, if the junction is reverse biased, the energy difference is increased and the thermionic emission current is then decreased. The barrier ‘seen’ by electrons moving from the metal into the semiconductor is not changed by biasing conditions hence the current remains unchanged in this direction. Figure 3.5 shows the effect of different biasing conditions on the barrier height as ‘seen’ by electrons moving from the semiconductor into the metal.
The current-voltage relationship in the thermionic emission theory is given by the equation

\[ J_{S\rightarrow M} = A^*T^2 \exp \left(-\frac{\Phi_{Bn}}{k_BT}\right) \left[ \exp(\beta V) - 1 \right] \]

\[ = J_s \left[ \exp(\beta V) - 1 \right] \]

where \( J_s = A^*T^2 \exp \left(-\frac{\Phi_{Bn}}{k_BT}\right) \) is the saturation current density [6]. The saturation current is strongly dependent on temperature and barrier height. The equation for the saturation current density can be rewritten in the form

\[ \ln \left( \frac{J_s}{T^2} \right) = \ln(A^*) - \frac{\Phi_{Bn}}{k_BT} \]

A plot of \( \ln(J_s/T^2) \) against \( 1/T \) can thus be used to determine the barrier height from the gradient while the Richardson constant is obtained from the \( \ln(J_s/T^2) \) intercept. Such a plot is commonly referred to as the Richardson plot.

Two methods for Schottky barrier height determination have been discussed, i.e. from capacitance-voltage and current-voltage measurements. These are the two methods used in this thesis although there are other determination methods such as capture barrier measurements and photoelectric measurements [3].

If the image force lowering of the barrier height is considered, Equation 3.44 is modified by the introduction of a dimensionless quantity, \( n \), the ideality factor to

\[ J = J_s \left[ \exp \left(\frac{eV}{nk_BT} \right) - 1 \right] \]

The ideality factor is given by the formula [3]

\[ n = \frac{e}{k_BT} \frac{dV}{d(\ln J)} \]

The ideality factor can therefore be obtained from the slope of semi-logarithmic \( I-V \) curves obtained from the diode characteristics. If the current transport is perfectly described by the thermionic emission model, the quantity \( n \) is equal to unity. The ideality factor is therefore used to quantify the deviation of the transport mechanisms from the TE model when used as in Equation 3.46. Other anomalies such as barrier unevenness are also included in the ideality factor [15].
3.5.2 **Tunnelling current**

Tunnelling processes are responsible for current transport when the Schottky barrier is sufficiently thin, a case for highly doped semiconductors as well as at low temperatures where electrons do not have sufficient energy for thermionic emission to take place [2, 19, 20]. Tunnelling processes can be analysed for different temperature regimes: very low temperature, and high temperatures but not high enough for thermionic emission to take place.

3.5.2.1 **Field Emission**

When the temperature is very low, electron tunnelling occurs close to the semiconductor Fermi level. This process is known as field emission (FE) and is important in degenerate semiconductors [2]. Where the FE process is dominant, the forward current process is given by

\[ J = J_s \exp \left( \frac{eV}{E_{00}} \right) \]
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\( E_{00} \) has been defined by Equation 3.33. The saturation current, \( J_s \), in this regime is given by the equation [19]

\[ J_s \propto \exp \left( -\frac{\Phi_{Bn}}{E_{00}} \right) \]
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Under reverse biasing conditions, the current-voltage characteristics for the FE regime are given by [2]

\[ J = \frac{4e\pi m^*}{h^3} E_{00}^2 \frac{e(V_{bi} - V)}{\Phi_{Bn}} \exp \left( -\frac{2\Phi_{Bn}^{3/2}}{3E_{00} \sqrt{e(V_{bi} - V)}} \right) \]
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3.5.2.2 **Thermionic Field Emission**

Thermionic field Emission (TFE) occurs when the temperature increases such that electrons are excited to levels where the barrier is sufficiently thin for tunnelling to occur [2]. Here the current characteristics are given by
\[ J = J_s \exp \left( \frac{eV}{E_0} \right) \]  \hspace{1cm} (3.51)

where \( E_0 \) is obtained from \( E_{00} \) using

\[ E_0 = E_{00} \coth \left( \frac{E_{00}}{kT} \right) \]  \hspace{1cm} (3.52)

Detailed discussions of the FE and the TFE mechanisms can be obtained from [19, 20].
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CHAPTER 4

Ion Implantation and radiation damage

4.1 Introduction

Ion implantation is an essential part of this work as alpha particle, electron and proton irradiations were carried out on the studied SiC samples. It is therefore important to have a background understanding of the interactions that take place between ions and semiconductors. This chapter discusses the energy loss processes (nuclear and electronic) as an ion interacts with the lattice, section 4.2. Section 4.3 gives the ion range distributions and section 4.4 discusses the ion induced damage and recovery due to annealing treatments.

4.2 Energy - loss processes

Two major types of interactions are responsible for stopping an ion beam interacting with matter and these are electronic interactions/collisions and nuclear interactions [1-3]. These two processes are both responsible for the stopping although each is dominant under different ion beam conditions such as ion mass, ion velocity and ion energy [4]. Taking \( \frac{dE}{dx} \) as the rate of energy loss due to nuclear interactions and \( \frac{dE}{dx} \) as the rate of energy loss due to electronic interactions, then the total energy loss rate is given as [2]

\[
\frac{dE}{dx} = \left( \frac{dE}{dx} \right)_n + \left( \frac{dE}{dx} \right)_e
\]

where \( x \) is the beam penetration depth. It will be mentioned at this point that energy loss due to nuclear collisions is dominant at low ion velocities or low ion energies while at high ion energies, it is electronic energy loss that dominates as illustrated graphically in Figure 4.1. The rate of energy loss \( dE/dx \) can be converted into a stopping cross section \( S \) by use of the equation: \( S = N^{-1}(dE/dx) \) where \( N \) is the target electron density. The total stopping cross section is then given as:

\[
S = \frac{1}{N} \left[ \left( \frac{dE}{dx} \right)_n + \left( \frac{dE}{dx} \right)_e \right] = \frac{1}{N} (S_n + S_e)
\]

where \( S_n \) and \( S_e \) are the nuclear and electronic cross sections respectively.
4.2.1 Nuclear stopping

Also known as elastic (from energy conservation) stopping, nuclear stopping results from the interaction of ions with the nuclei of target atoms [6]. The nuclear stopping component is dominant when ion particles are of high mass and low energy [1]. Since nuclear stopping is dominant at low energies, it therefore takes place at the end of the ion trajectories (deeper in the material), hence this is the region where ion induced damage occur [4].

In nuclear stopping, an ion may lose a lot of energy from a single collision and change its direction considerably. The energy transferred, $T$ to a stationary target atom due to a collision is given by [7]

$$T = \frac{4M_1M_2E}{(M_1 + M_2)^2} \sin^2 \frac{\theta_c}{2} \quad 4.3$$

where $M_1$ and $M_2$ are the ion and target masses respectively, and $\theta_c$ is the scattering angle in the centre of mass frame of reference. This expression for transferred energy is integrated over a differential cross section, $d\sigma$ to give the stopping power $S_n(E)$ as

$$S_n(E) = \int_0^{T_{\text{max}}} Td\sigma \quad 4.4$$
Equation 4.4 is simplified to give for practical calculations, the universal stopping power as

\[
S_n(E) = \frac{8.462 \times 10^{-15} Z_1 Z_2 M_1 S_n(\varepsilon)}{(M_1 + M_2)(Z_1^{23} + Z_2^{23})} eV/(\text{atom/cm}^2)
\]

where \( \varepsilon \) is the reduced energy. More detailed derivations and explanations of the nuclear stopping power can be found in Ziegler et al. [8] or from Rimini et al. [7].

4.2.2 Electronic stopping

Electronic/inelastic stopping result from the coulomb interaction of the ion with the electron cloud of the target atoms [7]. The stopping is referred to as inelastic since energy may be lost due to excitation of bound electrons from the target material atoms or excitation of electron cloud of the ion [4, 7-9]. The inelastic energy loss for moderately relativistic particles can be represented by the Bethe-Bloch equation [10]

\[
S_e(E) = K Z_1^2 Z_2^2 \frac{1}{A} \frac{1}{\beta^2} \left[ \frac{12 m_e c^2 \beta^2 \gamma^2 T_{\text{max}}}{I^2} - \beta^2 - \frac{\delta(\beta \gamma)}{2} \right]
\]

where \( T_{\text{max}} \) is the maximum amount of energy that can be transferred to an electron after a single collision, \( m_e \) is mass of an electron, \( c \) is the speed of light, \( Z_1 \) is the atomic number of incident particle, \( Z_2 \) is the atomic number of target material, \( I \) is the mean excitation energy and \( \delta(\beta \gamma) \) is defined as the density effect correction to ionization energy loss. \( K/A = 4\pi N_A r_e^2 m_e c^2 / A \) with \( N_A \) being Avogadro’s number, \( A \) is the atomic mass of target atom and \( r_e \) being a classical electron radius. It is important to note the direct dependency of the electronic stopping power on \( Z_1 \) and \( Z_2 \).

For amorphous solids, deceleration of an ion beam is purely statistical.

4.3 Ion range distributions

The range \( R \) is a beam’s total track length before coming to rest [5, 11]. An ion propagating in the incident lattice will be involved in a series of collisions with host atoms leading to a non-linear propagation. The total distance, \( R \) travelled by ions of the same energy and angle of incidence is therefore not always the same due to different interactions with the host material. The range is therefore of less practical significance and a parameter of more practical significance is the projected range, \( R_p \) which gives beam’s mean penetration depth.
with respect to the surface [5, 11]. The difference between these two parameters is shown in Figure 4.2.

Knowing the nuclear and electronic stopping cross sections, the range is obtained from the expression [5, 12, 13]

\[ R = \int_{E_0}^{0} \frac{1}{dE/dx} dE \]  

For heavier ions where \( M_1 \geq M_2 \), \( R_p \) is obtained by scaling \( R \) with the projection factor, approximately equal to \((1 + M_2/3M_1)^{-1}\) [5]. A more complex treatment is needed for crystalline semiconductors as channelling effects may occur. The angle of incidence has an influence on the projected range. For near normal incidence, \( R_p \approx R \) and the depth distribution, \( N(x) \) can be modelled by Gaussian distribution as [2, 3]

\[ N(x) = \frac{\phi}{(2\pi)^{1/2} \Delta R_p} \exp \left[ -\frac{1}{2} \left( \frac{x - R_p}{\Delta R_p} \right)^2 \right] \]

where \( \phi \) is the total implantation ion fluence and \( \Delta R_p \) is the projected range straggling (standard deviation of the distribution). With all implanted ions being retained, the relation between the ion depth distributions and the total fluence is given by [3]

\[ \phi = \int_{-\infty}^{\infty} N(x) \, dx \]
The projected range and other implantation profiles can be simulated using Monte-Carlo based techniques. Figure 4.3 shows alpha particle depth projections obtained from Monte-Carlo simulations. The simulation shows the effect of alpha particle particle collisions with SiC lattice atoms as well as wide range of projected ranges that may result from the implantation.

![Monte-Carlo simulation of 5.4 MeV alpha particles onto a Ni/4H-SiC Schottky diode.](image)

**4.4 Radiation damage**

Due to nuclear interactions, the ion gives off some of its energy, \( E \) to a target atom. If the ion energy is high enough (\( E_d < E < 2E_d \)), atomic displacements and interstitials can occur. Vacancies and interstitials are formed for higher ion energies where the condition \( E > 2E_d \) is fulfilled [5]. \( E_d \) is the displacement energy, which is the minimum energy required to displace an atom from its lattice position. If \( E \) is however less than \( E_d \), then the transferred energy can only cause the target atom to oscillate with a large amplitude about its lattice position without the creation of a vacancy [3].

A cascade of collisions can be created if the displaced atom has enough energy to displace other atoms and there is a continuation of the process. This process creates vacancies, interstitials, amorphous regions and a possibility of extended defects [3, 11]. A cascade of collisions that can result from such collisions is illustrated in Figure 4.4.
Figure 4.4 Schematic of a cascade of collisions. Diagram redrawn from ref. [3].
References

CHAPTER 5

Defects in semiconductors

5.1 Introduction
All semiconductors contain defects [1]. Defects can be defined as any form of deviation from a perfect crystal lattice. One type of imperfection that semiconductors have in common is thermal atomic vibrations at any temperature above 0 K [2]. Another common type of defects contained in semiconductors is impurities. These are introduced intentionally to modify the conductivity of the semiconductors.

Defects can be broadly classified into either intrinsic defects or extrinsic defects. Intrinsic defects refer to irregularities in the crystal arrangements of atoms in the lattice and these can be further classified according to dimensionality. On the other hand, extrinsic defects involve the incorporation of impurities which are then the defects, and the incorporation can be intentional or unintentional. Impurity defects lead to another dimensionality in defect classification where an impurity can introduce either a shallow defect or a deep level defect.

This chapter looks at the different types of defects that are found in semiconductors, classifying them according to intrinsic and extrinsic defects, sections 5.2 through to 5.4. Section 5.5 discusses donor and acceptor levels that are found specifically in SiC. Deep levels are discussed in section 5.7 with a mathematical description being presented. The main measurement technique used in this study is DLTS. The theoretical basis of this technique is provided in section 5.8.

5.2 Intrinsic defects
As mentioned earlier, intrinsic defects result from a “mistake” in the atomic arrangements of atoms within the lattice. Classifying them according to dimension, intrinsic defects are point defects (zero dimension), line defects / dislocations (one dimensional), plane defects (two dimensional) and volume defects (three dimensional). A brief simple discussion of these types of defects follows according to the dimensional hierarchy.


5.2.1 Point defects

Point defects, being zero dimensional are the simplest types of defects to visualise. Point defects are predominantly vacancies, interstitials and antisites.

Vacancies refer to a missing atom from a lattice position. In silicon carbide, there can be a silicon vacancy, $V_{\text{Si}}$, where a silicon atom is missing from a lattice position or a carbon vacancy $V_{\text{C}}$, where a carbon atom is missing from a lattice position. In the formation of a vacancy, four bonds are broken. In addition to simple vacancies, there can be a divacancy where two adjacent atoms are missing from the lattice positions and here only six bonds are broken [3]. It is important to note that the mobility of monovacancies is very low in silicon carbide due to its stronger chemical bonding thus these defects are very stable at room temperature to temperatures below 1400 °C [2, 4]. During the formation of a vacancy, the atom may leave its lattice position and migrate to the surface. If the atom does not migrate to the surface, it may occupy an interstitial position to become an interstitial defect. In SiC there can be either a silicon interstitial $I_{\text{Si}}$ or a carbon interstitial $I_{\text{C}}$. If the interstitial defect is close to the vacancy defect, the vacancy-interstitial arrangement is known as a Frenkel pair.

In compound semiconductors, it is also common to find a point defect in the form of an antisite. This is a defect where a lattice position is occupied by a different atom thereby disrupting the pattern of the semiconductor atomic arrangement. In SiC for example, a lattice position that should be occupied by a silicon atom may be occupied by a carbon atom and this would be a carbon antisite denoted as $C_{\text{Si}}$, while a silicon antisite is denoted $\text{Si}_{\text{C}}$. Because of the nature of antisites, these are not possible in elemental semiconductors. In SiC, antisite defects may be the most common point defects since silicon and carbon belong to the same lattice column of the periodic table [5]. Figure 5.1 schematically illustrates some of the point defects in a SiC lattice.
5.2.2 Line defects

A line defect is also known as a dislocation and can be in two forms: an edge dislocation or a screw dislocation. Dislocations can be explained as discontinuities in the lattice [6]. Dislocations are best defined in terms of a Burgers circuit. A Burgers circuit in a dislocation containing crystal is an atom to atom path which contains a closed loop [7]. A Burgers vector is required to complete the one to one Burgers circuit. The direction of a Burgers vector depends on whether the dislocation is line or screw in nature.

5.2.2.1 Edge dislocation

The distortion of a crystal due to an edge dislocation can be considered to be due to an insertion of an extra plane of atoms part way into a crystal [8]. Figure 5.2 illustrates an edge dislocation. The distortion due to an edge dislocation is concentrated close to the dislocation line (core of the dislocation) while the lattice is nearly perfect a few atoms distance away from the dislocation centre. A region far from the core of the dislocation is only slightly strained and is referred to as the elastic region [8]. In a line dislocation, the Burgers vector is normal to the line of the dislocation.
5.2.2.2 Screw dislocation

A screw dislocation is one where the direction of the Burgers vector is parallel to the line of dislocation [7]. A screw dislocation can be explained by imagining a sharp cut being made part way through a crystal and lifting the material on one side of the cut by one atomic spacing. If the rows of atoms are then placed back into contact, then the resulting crystal is said to have a screw dislocation and is schematically represented in Figure 5.3.
5.3 Planar defects

A change/disruption in the stacking sequence of a material is a plane defect. If the sequence disruption extends over a few atomic distances then the defect is a stacking fault and if the disruption is over several atomic distances, then the defect becomes a twin boundary. A plane defect can also be in the form of a grain boundary which exists where a crystal is not a single crystal but mostly in polycrystalline materials.

A stacking sequence such as ABCABC…. can be disrupted such that an A layer occupies either a B or a C position as this is geometrically allowed. The sequence disruption can either be due to a removal of one layer or due to an addition of an extra layer, Figure 5.4. The removal of a layer or part thereof can be explained as leading to an intrinsic stacking fault while a stacking fault that results from the addition of an extra layer is generally referred to as an extrinsic stacking fault as the added layer does not belong to the continuing patterns of layers [7]. Stacking faults in SiC devices are said to cause degradation of electrical characteristics and a reduction in the carrier lifetime [11, 12].
5.4 Volume defects

Volume defects, also known as bulk defects are types of defects that extend in three dimensions. Voids which are a cluster of vacancies are one example of volume defects. Impurities can also accumulate in a region to form precipitates which are another form of volume defects.

5.5 Extrinsic point defects

So far, only intrinsic point defects have been discussed, section 5.2.1. In addition, there are also extrinsic point defects which are impurities found within the semiconductor. These may be intentionally introduced in controlled concentrations during growth by diffusion or after growth by means of ion implantation to modify the conductivity of the material. Impurities can also be incorporated into a semiconductor unintentionally during growth, and this can be regarded as contamination. After being introduced into the semiconductor, impurities can either occupy an interstitial position or they can displace a native atom from a lattice position to become either a donor or an acceptor depending on whether it has more or less valence electrons compared to the displaced atom.

Nitrogen is the standard dopant for \(n\)-type SiC, although oxygen and phosphorous can also be used to enhance \(n\)-type conductivity [13]. Other common \(n\)-type dopants for SiC are indium and arsenic[14]. In general, substitutional impurities that have more than four valence electrons can be used for \(n\)-type conductivity in SiC. After substituting native atoms from the lattice positions, group V and group VI atoms donate extra valence electrons to the conduction band which then participate in \(n\)-type conductivity, hence they are called donors.
SiC can also be doped with group III atoms if $p$-type conductivity is desired. Aluminium and boron are the most commonly used dopants for $p$-type SiC. Since group III elements have one-less valence electron as compared to either silicon or carbon, after occupying a lattice position they need one more electron to complete the bonds and are thus called acceptors.

5.5.1 Donors in SiC

Nitrogen atoms are assumed to substitute carbon atoms in the SiC lattice [15] and are therefore the main forms of impurity point defects in $n$-type SiC. Nitrogen donors in SiC will be discussed in section 5.6.1. Other than nitrogen, other group V elements such as phosphorus and arsenic can be used in the doping of SiC. It therefore follows that these elements can be found in SiC as donors if they are used for doping and can then be regarded as point defects.

Phosphorous for instance has been found to introduce a shallow donor with an ionisation energy of $53.93\, meV$ [14]. Other researchers reported two phosphorous related levels in $4H$-SiC after phosphorous implantation. These were observed at $53\, meV$ and at $93\, meV$ below the conduction band and were assigned to hexagonal and cubic positions respectively [16].

Because oxygen has two more electrons in the outer-most shell compared to either silicon or carbon, oxygen is a double donor if it displaces carbon from the lattice position, which would also be the case was it to displacing silicon. After oxygen implantation, Dalibor et al found two shallow donor-like centres in $4H$-SiC with ionisation energies of $(2.99–3.03)\, eV$ and at $(2.84–2.88)\, eV$ above the valence band [17, 18]. These authors also show that oxygen introduces shallow donor-like centres in $6H$-SiC with ionization energies of $(2.85–2.87)\, eV$ and $(2.80–2.82)\, eV$ above the valence band [13].

5.5.2 Acceptors in SiC

Aluminium is the preferred $p$-type dopant for SiC and it substitutes silicon in the lattice [19]. The ionisation energy of aluminium impurities in $4H$-SiC were found to be $168\, meV + E_x$, where $E_x$ is the exciton binding energy [5]. Other group III elements such as boron and gallium have also been observed to introduce shallow acceptor levels in $4H$-SiC with ionisation energies of $628\, meV + E_x$ [20] and $290\, meV$ respectively [21].
In addition to group III elements, oxygen also introduces deep acceptor-like levels in SiC. In $4H$-SiC, if oxygen substitutes a silicon atom from the lattice position, the resultant point defect is a double donor hole trap with energies of 1.0 eV and 1.1 eV above the valence band [18].

5.5.3 Transition metals in SiC

SiC unavoidably contains transition metal impurities, mostly titanium, vanadium and chromium especially if it is Lely-process grown [22]. These transition metals introduce both deep acceptor states and deep donor states in SiC. Several authors have done implantation studies to study transition metal defects in SiC, mostly the $6H$-polytype. Dalibor et al [23] did extensive transition metal implantation studies on the introduced deep level states in SiC.

In $4H$-SiC, vanadium was shown to introduce an acceptor-like defect at $E_C - (880$ to $970) \text{ meV}$ from DLTS [24]. Achtziger et al.[25] performed DLTS on $4H$-SiC after recoil implantation with radioactive metals and obtained a vanadium related level at $E_C - 970 \text{ meV}$ which is in agreement with the results presented by Dalibor et al.

Titanium introduces deep acceptor states in $4H$-SiC at $E_C - 130 \text{ meV}$ and at $E_C - 170 \text{ meV}$ [25]. Dalibor et al [24] also produced the same results to within experimental error and from DDLTS proved these to be acceptor-like. The levels are further assumed to be a single defect occupying the “k” site and the “h” site respectively [23].

Chromium is one other transition metal that has been shown to introduce deep level defects in SiC. Band gap states in $4H$-SiC of chromium have been reported at $150 \text{ meV}$, $180 \text{ meV}$ and at $740 \text{ meV}$ [25].

5.6 Shallow and deep levels

Defects can be broadly classified into two categories: shallow defect levels and deep centres. Shallow defects refers to impurities whose electronic energies can be calculated by means of the effective mass approximation while deep centres refers to defects whose electronic properties cannot be calculated be means of the effective mass approximation [26]. Though beyond the scope of this thesis, it will be mentioned that electronic properties of deep centres can be calculated by means of the Green function [26].
5.6.1 Shallow defects and nitrogen

Shallow defects can be loosely defined as those impurities that introduce energy levels (in semiconductors) that are very close, a few tens of milli-electron volts to either the conduction band or the valence band compared to the size of the semiconductor bandgap [27]. Usually the energy levels for shallow defects are within 100 meV of the conduction band or the valence band [28]. Those impurities that introduce energy levels in close proximity of the conduction band are shallow donors while shallow acceptors introduce electronic levels very close to the valence band.

In the discussion of shallow level defects in silicon carbide, nitrogen will be used as an example. Substituting a carbon atom in the 4H-SiC lattice, a nitrogen atom can either occupy a cubic position or a hexagonal position, otherwise referred to as the “k” sites and “h” sites respectively [11, 29, 30]. Compared to a carbon atom, a nitrogen atom has one too many valence electrons. After satisfying the tetrahedral bonds in the SiC lattice, the nitrogen atom will have one more loosely bound electron. The nitrogen-core and extra electron arrangement is analogous to the hydrogen atom save that the mass of the nitrogen can be regarded as infinite when compared to that of a proton. However, the mass of the electron is renormalized by the periodic potential to a value smaller than that of the free electron (effective mass \( m_e^* \)) and the coulomb attraction is screened by the semiconductor dielectric constant, \( \varepsilon_r \) [26, 31]. Bohr’s theory for the hydrogen atom when applied to the shallow donor would thus be modified to give the electron binding energy, \( E_D^b \) as [31]

\[
E_D^b = \frac{m_e^*}{m_0} \frac{1}{\varepsilon_r^2} \frac{m_0 e^4}{2(4\pi\varepsilon_0\hbar)^2} \tag{5.1}
\]

where \( m_0 \) is a free electron mass, \( \hbar = h/2\pi \), \( h \) being Planck’s constant and \( \varepsilon_0 \) is the permittivity of free space. \( E_D^b \) is also known as the ionisation energy and is relative to the energy continuum given by the conduction band [31].

The wave function of the bound electron in real space can be obtained by considering the donor Bohr radius, \( a_D \) which is a modification of the Bohr’s radius (\( a_B \)) in the hydrogen atom [26]. The semiconductor dielectric constant and the effective mass are used in the modification giving [31]
\[ a_D = \frac{m_0}{m_e} \epsilon_r a_B \]

\( a_D \) is a measure of the average distance that a donor 1s electron moves in the lattice and thus shows how localized the electron is. Typically \( a_D \) is several lattice spacings for shallow donors giving a less localized wave function.

Due to different possible positions for a nitrogen donor in 4H-SiC (hexagonal position or cubic position), two different binding energies exist and are \( 59 \, meV \) and \( 109 \, meV \) for the hexagonal and cubic positions respectively [32]. According to the effective mass approximation, the binding energy for a nitrogen donor would be \( 6.07 \, meV \); hence there is a discrepancy of about \( 53 \, meV \) (considering the hexagonal position). This discrepancy is taken up by the core and is known as the central cell correction. Defects with large central cell corrections have localized wave functions and have a larger probability of interacting with the core [11].

### 5.6.2 Deep level defects

While impurities mainly introduce shallow levels in semiconductors, other impurities may lead to electronic levels deeper into the bandgap and these are known as deep levels [33, 34]. Some deep levels defecst however have electronic levels closer to either the conduction band or the valence band. It is therefore not correct to classify all defects that have electronic levels closer to the bands as shallow level defects.

Defects that have localised wave functions (delocalized in “k” space) with binding energies that cannot be calculated by use of the effective mass approximation are deep levels / centres irrespective of their position in the bandgap [26, 31, 35, 36]. As such, deep centres were initially defined simply as those defects which are not shallow defects. The Green’s function is widely used for approximation of deep centres electronic structures though there are other methods as well, which can be found from refs. [26, 31, 35].

Deep centres can significantly affect the electrical characteristics of semiconductors even when present in small concentrations [33]. In some cases however, deep centres can usefully act as recombination centres increasing switching frequencies of devices as gold would do in silicon [33].
5.7 Description of deep levels

A defect level can be described as an electron trap or a generation-recombination centre depending on the nature of electron and hole interactions that take place between the level and the bands. Figure 5.5 is an illustration of the possible interactions that can take place between the bands and the defect level through the emission and / or capture of electrons and holes. Process (a) shows that a defect can capture an electron from the conduction band with capture rate, \( c_n \), after which two possible interactions with the bands are possible. The defect can either emit the electron back to the conduction band, process (b), with emission rate, \( e_n \), or it can capture a hole from the valence band, process (c), with capture rate, \( c_p \). These processes leave the defect occupied by a hole, (d) and again with two possible interactions: either emitting a hole to the valence band with rate \( e_p \) or capturing an electron, process (d). It should be mentioned at this point that a defect that captures an electron and keeps it for some time before re-emitting it back to the conduction band is known as an electron trap and the converse is true for a hole trap. For electron trapping to occur, the condition \( c_n \gg c_p \) must be fulfilled [37]. If however \( c_n \approx c_p \), then the defect level is a recombination centre [1].

Following Figure 5.5, a recombination event would be process (a) followed by process (c) while process (c) followed by process (d) would represent a generation event [1].

![Figure 5.5 Different interactions that can take place between a defect level and the energy bands. Redrawn from ref. [1].](image)

A more detailed mathematical description of the kinetics governing the interactions of defect levels and the bands can be obtained from refs [1, 38]. Here a simplified mathematical...
representation of the capture cross section and the emissions rates leading to the defect activation enthalpy, \( \Delta H \) and the defect capture cross section, \( \sigma_n \) shall be given. The parameters \( \Delta H \) and \( \sigma_n \) are referred to as the defect ‘signatures’.

The electron capture rate can be obtained from the relation [37]

\[
c_n = \sigma_n \langle v_{th} \rangle n
\]  \hspace{1cm} 5.3

where \( \langle v_{th} \rangle \) is the average thermal velocity of electrons and \( n \) is the electron concentration in the conduction band. The expression for hole capture rate is analogous to that for electron capture and for a valence band with a hole concentration given by \( p \), it is written as

\[
c_p = \sigma_p \langle v_{th} \rangle p
\]  \hspace{1cm} 5.4

The physical meaning of the capture cross section can be understood better by freezing the charge carries and allowing the defect level to move with velocity \( v_{th} \) sweeping / capturing with a high probability charge carriers that are within the volume \( \sigma_n \langle v_{th} \rangle \). The capture cross section vary depending on whether the defect is neutral, repulsive or attractive to the charge carriers [1]. A donor level is considered neutral if it is occupied by an electron and positive if empty while an acceptor is neutral if empty and negative when occupied by an electron.

The thermal velocity at a temperature \( T \) is given by the relation

\[
v_{th} = \sqrt{\frac{3k_BT}{m_e^*}}
\]  \hspace{1cm} 5.5

where \( k_B \) is the Boltzmann constant and \( m_e^* \) is the effective electron mass. \( n \) from Equation 5.3 is obtained from [31]

\[
n = N_c \exp \left( -\frac{E_C - E_T}{k_TH} \right)
\]  \hspace{1cm} 5.6

where \( E_T \) is the defect energy level, \( N_C \) is the effective density of states in the conduction band, \( E_C \) and is given by

\[
N_c = 2M_C \left( \frac{2\pi m_e^*k_BT}{h^2} \right)^{\frac{3}{2}}
\]  \hspace{1cm} 5.7

\( M_C \) is the number of equivalent conduction band minima (= 3 for 4H–SiC).
The electron emission rate towards the conduction band is a function of temperature, \(e_n(T)\) and is given by [37, 39, 40]

\[
e_n(T) = \frac{g_0}{g_1} \sigma_n \langle v_{th} \rangle N_C \exp \left(- \frac{E_C - E_T}{k_B T} \right)
\]

5.8

\(g_0/g_1\) is the degeneracy between empty and filled energy levels. Both \(\langle v_{th} \rangle\) and \(N_C\) are functions of temperature. Combining Equations 5.5, 5.7 and 5.8, and introducing a constant

\[X = 2\sqrt{3} (2\pi / h^2)^{3/2} m_e^* k_B^2 M_C\]

\(e_n(T)\) can be re-written as

\[
e_n(T) = \frac{g_0}{g_1} \sigma_n T^2 X \exp \left( - \frac{E_C - E_T}{k_B T} \right)
\]

5.9

If \(\sigma_n\) is considered to be temperature independent, then Arrhenius plots of \(\log(e_n(T)/T^2)\) vs. \(1/T\) can be plotted and \(E_C - E_T\) is obtained from the gradient of the curve. The intercept of the \(1/T\) axis is used to calculate \(\sigma_n\).

The energy that is required to excite an electron from the trap level to the conduction band is the Gibbs free energy (\(\Delta G\)) given by the formula [1]

\[
\Delta E_n = \Delta G_n = \Delta H_n - T \Delta S_n
\]

5.10

where \(H\) is the enthalpy, \(S\) is the entropy and \(T\) is the temperature. The equation for the determination of the emission rate (Equation 5.7) then becomes

\[
e_n(T) = \frac{g_0}{g_1} \sigma_n T^2 X \exp \left( \frac{\Delta S}{k} \right) \exp \left( - \frac{\Delta H_n}{k_B T} \right)
\]

5.11

The parameter obtained from thermally activated excitation of carriers from the trap level to the conduction band is therefore the activation enthalpy, while the free energy requires optical measurements to be determined [37].

The capture cross section for many deep level defects is however thermally activated as a result of multiphonon emission via lattice relaxation, and other reasons [41]. If the capture cross section varies with temperature, it usually increases with increasing temperature. In some cases, it may decrease with increasing temperature especially for shallow donors and acceptors at low temperatures [41]. Where the capture cross section has a dependence on temperature, it will be given by the expression [1, 37, 41]
\[ \sigma_n = \sigma_\infty \left[ -\frac{\Delta E_\sigma}{kT} \right] \]  

where \( \Delta E_\sigma \) is the cross section activation energy and \( \sigma_\infty \) is the capture cross section as \( T \to \infty \). Equation 5.11 is then modified to

\[ e_n(T) = \frac{g_0}{g_1} \sigma_n T^2 X \exp \left( -\frac{\Delta H_n + \Delta E_\sigma}{k_B T} \right) \]  

One technique that can be used to determine the “signatures” of a defect from thermal activation of charge carriers is Deep Level Transient Spectroscopy (DLTS).

### 5.8 Deep level transient spectroscopy (DLTS)

DLTS is a technique that was developed by Lang in 1974 to investigate deep level defects in semiconductor space charge structures, that is, \( p-n \) junctions or Schottky diode [41]. DLTS has several advantages which include rapid scanning of a wide range of majority and minority traps, simple data interpretation and the technique has high sensitivity [40, 41]. The DLTS technique utilises a capacitance or current transient produced by a thermal emission of charge carriers from traps that are within the space charge region which is constantly reverse biased [39]. In this study, the capacitance based system was used. As such, it is important to recall first from section 3.3.1 how the capacitance of a space charge region varies and the effect of deep traps on the capacitance before the principle of DLTS, rate window concept, is discussed.

#### 5.8.1 Width and capacitance of the depletion region

Following the discussion presented in section 3.3.1, if a diode is under a reverse voltage \( V_{ext} \), then the depletion width \( w(V_{ext}) \) is given, by [31, 42]

\[ w(V_{ext}) = \sqrt{\frac{2\varepsilon_0 \varepsilon_r (V_{bi} - V_{ext})}{e N_D}} \]  

where \( \varepsilon_0 \) is the permittivity of a vacuum, \( \varepsilon_r \) the semiconductor permittivity, \( e \) is the elementary charge, \( N_D \) is the density of ionised impurities and other defects in the depletion region and \( V_{bi} \) is built in potential of the junction. The capacitance has an inverse relationship to the depletion width and is obtained from Equation 5.14 as
\[ C = \frac{\varepsilon_0 \varepsilon_r A}{w(V_{\text{ext}})} = A \sqrt{\frac{e\varepsilon_0 \varepsilon_r N_D}{2(V_{\text{bi}} - V_{\text{ext}})}} \]  

where \( A \) is the cross-sectional area of the junction. DLTS is based on the monitoring of a change in capacitance which results from a change (due to emission) of the concentration of charges.

### 5.8.2 The DLTS method

In the DLTS method, the Schottky diode is maintained at a reverse bias voltage and a less negative voltage pulse is periodically applied thereby modifying the band bending. The pulse brings about the capacitance transient that is used to produce a DLTS signal. Figure 5.6 (a) represents the space charge width for a diode that is under a reverse bias. Due to reverse biasing, the space charge width is extended (compared to that of an unbiased diode) and part of the trap will be above the Fermi level, hence empty. If a forward (or a less negative) pulse is applied for a short period of time compared to the pulse period, the band bending is reduced and part of the trap will be below the Fermi level, Figure 5.6 (b). This enables the trap to capture charge carriers consequently resulting in an increased capacitance.

![Diagram](image)

Figure 5.6 Variation of the depletion width and trap concentration in response to voltage biasing conditions for an electron trap in an \( n \)-type semiconductor. (a) diode reverse biased, (b) during a filling pulse, (c) directly after pulse removal and (d) a time \( t \) after pulse removal. The capacitance transient during the cycle is shown at the centre of the figure. Diagram from ref. [37].
Electron capture by an initially empty trap is given by [37]

\[ N(t) = N_T [1 - \exp(-c_n t)] \] 5.16

where \( N_T \) is the trap density. Figure 5.6 (c) shows the state of the space charge layer soon after the pulse is removed and returning to the reverse bias. The removal of the voltage pulse causes the depletion width to be larger again and the capacitance falls sharply as a consequence. The part of the trap level that is once again above the Fermi level begins to emit the trapped electrons to the conduction band with emission rate \( e_n \) that can be obtained from [37]

\[ N(t) = N_T \exp(-e_n t) \] 5.17

\( N(t) \) is the density of occupied traps at a time \( t \) after removing the voltage pulse. Due to the high electric field present in the space charge layer, the emitted charges are swiftly swept out of the depletion width eliminating any chances of recapture by the trap [1]. Depending on the emission rates of the trap levels present in the depletion layer, a capacitance transient is observed that exponentially relaxes to the equilibrium capacitance, \( C_\infty \). The variation of capacitance, \( C(t) \) with time after removing the voltage pulse, considering that \( N_T \ll N_D \) is obtained from [37]

\[ C(t) = C_0 - \Delta C_0 \exp(-e_n t) \] 5.18

where \( C_0 \) is the capacitance at quiescent reverse bias voltage and \( \Delta C_0 \) is the capacitance immediately after removing the voltage pulse. Figure 5.7 is a typical capacitance transient that is observed when a filling pulse is removed. Such a transient would be difficult to obtain for very low trap concentrations [41]. To solve the problem, Lang [41] used the method of repetitively applying filling pulses to enable averaging, and this was done in conjunction with the use of the rate window concept, section 5.8.3, to successfully observe the DLTS spectrum [43].
5.8.3 The rate window concept

If $e_n$ can be extracted over a wide range of temperatures, then Equation 5.11 can be used to obtain the defect “signatures”. Several techniques are used in the processing of a capacitance transient to obtain the emission rates [41], including the Boxcar averagers.

In producing a DLTS spectrum by use of the Box car technique, the transient is observed by sampling within a given time window called the “rate window” [43]. The emission process from a particular defect level is very slow for lower temperatures. If the capacitance is monitored over an observation time window, $t_1 - t_2$, then the difference in capacitance at $t_1$, $C(t_1)$ and at $t_2$, $C(t_2)$ is a constant. For higher temperatures, the emission process is very fast and again the difference $C(t_1) - C(t_2)$ is a constant. For intermediate temperatures, the emission rate perfectly fits a certain rate window and the maximum capacitance transient is measured. These processes are schematically represented in Figure 5.8 (a) illustrating the change in the emission rates with increasing temperature. Amplitudes of the capacitance transients are determined at times $t_1$ and $t_2$, and the difference in capacitance at these two times is plotted, Figure 5.8 (b) to give the DLTS spectrum.
The DLTS spectrum has the units of capacitance, (usually pF) since it is just a difference in capacitance measured at two different times. By scanning over a temperature range, different rate windows would produce different DLTS peaks at different temperatures as shown in Figure 5.9. The graph shown in Figure 5.9 has however been normalized by the capacitance, but this does not change the peak temperature-positions. Also, an increasing $\Delta C/C$ amplitude shows that the voltage pulse width is not long enough for a defect to be completely filled at lower temperatures.
5.8.4 Defect depth profiling

The peak height of a defect is directly proportional to the concentration of the defect if the peak is obtained from a saturation pulse width. Taking $\Delta C_0 = C(\infty) - C(0)$ to be the capacitance change just after removal of the voltage pulse, $C$ as the junction capacitance measured under the quiescent reverse bias voltage and $N_D$ being the shallow impurity concentration, then the concentration of deep levels, $N_T$ is given by [41]

$$N_T = \frac{2\Delta C(0)}{C} N_D$$

Equation 5.19

The defect concentration obtained from Equation 5.19 is usually lower than the actual defect concentration. This is because the method assumes that the whole part of the defect in the depletion width is empty under the quiescent reverse bias and thus the whole part takes place in the capture and emission of defects during the periodical pulse application. Figure 5.10 shows that there is a region, $\lambda$ called the free carrier tail in the depletion width where the trap does not participate in the capture and emission of charge carriers as it is always filled, this leading to an underestimation of the concentration [45]. The region $\lambda$ is given by [45]

$$\lambda = \sqrt{\frac{2\varepsilon(E_F - E_T)}{eN_D}}$$

Equation 5.20
where $\varepsilon$ is the semiconductor dielectric constant, $e$ is the electronic charge, $E_F$ is the Fermi level and $E_T$ is the trap level. To take this region into consideration, a method is used where a quiescent reverse is maintained while the voltage filling pulses are varied. Concentrations values, $N_T(x)$ would then obtained at different depths, $x$ in the depletion region. This produces an incremental change in capacitance, $\delta(\Delta C)$ for corresponding incremental voltage pulses, $\delta V_p$ given by

$$
\delta \left( \frac{\Delta C}{C} \right) = \left( \frac{\varepsilon}{ew^2N_D} \right) \frac{N_T(x)}{N_D(x)} \delta V_p
$$

where $w$ is the depletion width due to the quiescent reverse voltage and $N_D$ is the ionised shallow impurity concentration. $N_D(x)$ is a function of depth and is obtained from C-V depth profiling methods. After taking the $\lambda$-correction into account, the concentration can then be obtained from [45]

$$
N_T = \frac{2\Delta C(0)N_D(x)}{C} \left[ \left( \frac{x - \lambda}{x} \right)^2 - \left( \frac{x_p - \lambda_P}{x} \right)^2 \right]^{-1}
$$

where $x - \lambda$ is the depletion width before applying the voltage filling pulse, $x_p - \lambda_P$ is the depletion width after applying the filling pulse and $\lambda_P$ is the distance from the depletion region edge to the point where the trap crosses the Fermi level during the pulse width application.
Figure 5.10. Filling (a) and emptying, (b) of a defect level in response to applying and removing a voltage pulse respectively. An increase in the depletion width ($\Delta w$) is observed after removing the pulse. Also shown is the fact that the defect is filled to a depth ($\lambda$) due to band bending. Diagram redrawn from refs. [46, 47].

It is worth mentioning that if the quiescent reverse bias is large enough, the distance $\lambda$ becomes negligible as compared to the distance $x$. In such cases Equation 5.22 reduces to Equation 5.19.

4.9 Laplace-DLTS

Although the standard DLTS (which is an analogue signal processing technique) method has high sensitivity, it has a poor time constant resolution for the study of fine structure in emission processes partly due to the way the DLTS spectrum is obtained [48]. Variations in the time constants results in the broadening of the DLTS spectra and makes it difficult to separate different defects that have very close emission rates. The main challenge is therefore to separate the time constants. This can be done through digital signal processing techniques.

A common approach to quantitatively describe the non-exponential nature of the capacitance transients is to assume that they are characterized by a spectrum of emission rates that can be described by an integral [1, 48]

$$f(t) = \int_{0}^{\infty} F(s) e^{-st} ds$$

where $f(t)$ is the recorded transient and $F(s)$ is the spectral density function. Equation 5.23 gives a mathematical Laplace transform of the true spectra of the emission rates. To obtain
the real spectra of the emission rates, there is need therefore to use an algorithm that performs an inverse Laplace transform of the function $f(t)$. This should give rise to a spectrum of delta-like peaks with multi-, mono-exponential transients and broad spectrum with no fine structure over continuous distribution [1].

In the experimental manifestation of Laplace-DLTS, three different software procedures are used for numerical calculations. The three regularization procedures are the CONTIN [49], FITREG [50] and the FLOG. The three are based on the Tikhonov regularization procedure but differ in the procedure of finding the regularization parameters. The three software packages are used together to increase the level of confidence in the obtained spectra.
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CHAPTER 6

Experimental Techniques

6.1 Introduction
The experimental techniques used are explained in this chapter. Firstly, sample cleaning will be described followed by a description of the metal deposition procedure in Sections 6.2 and 6.3 respectively. Sample annealing for both ohmic formation and annealing after irradiation is described in Section 6.4. I-V and C-V measurement techniques are described in Section 6.5 while the DLTS and Laplace DLTS (L-DLTS) measurements are described in Section 6.6. Lastly, the different particle irradiations done are described in Section 6.7.

6.2 Sample description and cleaning
The 4H-SiC used in this study was supplied by Cree Research Inc., and has a doping density of \((3.5 - 4.0) \times 10^{14}\) cm\(^{-3}\) as determined by C-V measurements. The sample has a Si terminating face with 8.05° orientation and an overall thickness of 357 μm of which 19.2 μm is the thickness of the epilayer. The back surface has a doping density of the order of \(10^{18}\) cm\(^{-3}\) for ohmic fabrication.

Sample cleaning was done by solution degreasing and etching. Degreasing was achieved through boiling in trichloroethylene (TCE), acetone and methanol for 5-minutes in each solution respectively. This was followed by rinsing in de-ionised water before a 30-second dip in hydrofluoric acid (HF) to remove the native oxide layer. This was followed by rinsing in de-ionised water and a blow-dry using N\(_2\) gas.

6.3 Metal deposition
Both ohmic and Schottky contacts were resistively made. A schematic representation of the resistive deposition system is shown in Figure 6.1. Nickel was used as both the ohmic and Schottky contact metal. Ohmic contacts were fabricated first on the back side of the sample, \(1 \times 10^{18}\) cm\(^{-3}\) doped side.

In resistive deposition, a crucible containing the metal to be deposited is mounted in a glass jar and connected to a power source. The semiconductor sample is mounted onto a sample
holder inside the glass jar and a vacuum is established. Once the desired vacuum is reached, preferably \( \leq 10^{-5} \) mbar, current is passed through the metal crucible. Due to high resistance, the metal starts to melt and evaporate towards the sample as shown in the diagram. It is therefore necessary that only metal with a low melting point are resistively deposited. The sample is first shielded from the evaporating metal. This is important so as to establish a constant and preferably low deposition rate before the sample is subjected to the evaporating metal.

**Figure 6.1 Schematic diagram of the resistive evaporation system.**

The deposition rate is displayed on an Inficon thickness monitor that is connected to the quartz crystal that is also exposed to the evaporating metal. Once the required deposition rate is reached, the sample shield is removed and the contact deposition on the sample starts.

The whole backside of the sample is exposed to the evaporating metal when making ohmic contacts. During the fabrication of Schottky contacts, the low doped side is mounted on a shadow metal sample holder that only allows circular metal spots – Schottky diodes, to be deposited onto the sample. Schottky diodes with a diameter of \( 6 \times 10^{-4} \) m were fabricated in this study. A schematic presentation of typical Schottky diodes is shown in Figure 6.2.
After the fabrication of an ohmic contact, the sample was annealed at 950 °C in argon ambient. The sample was then cleaned following the procedure described in Section 6.2 except that instead of boiling, the samples were rinsed in an ultrasonic bath for three minutes in each solution. The annealing procedure is given in Section 6.4.

6.4 Sample annealing

Sample annealing was done at 950 °C in argon for 15 minutes after ohmic metal deposition. The annealing apparatus is shown by use of a picture in Figure 6.3. A furnace that is capable of annealing at temperatures from 200 °C to 1200 °C is used. The sample is placed on a sample holder which is inside the glass tube and can be moved to different positions of the furnace, to properly position the sample so as to achieve a required temperature. A thermocouple is attached to sample holder for accurate temperature determination.
Also shown in the picture is the gas supply which is linked to the glass tube to ensure the required ambient is obtained during annealing.

Annealing was also performed in steps of 100 °C after irradiation of the diodes. This was done from 100 °C to 700 °C. Although the furnace is designed for annealing from 200 °C, positioning the sample closer to the edge of the furnace enables lower temperature annealing to be achieved.

6.5 I-V and C-V measurements

I-V measurements were done using a Hewlett Packard pA meter / DC Voltage source 4140B instrument. The instrument allows current measurement from $10^{-15}$A with an accuracy of 0.5%. Measurements were carried out in a closed station to ensure there was no illumination from the light. Values of ideality factor, forward and reverse leakage currents, series resistance, saturation current and Schottky barrier height were obtained from I-V measurements.

C-V measurements were also carried out in the same closed station using a 4192A LF Impedance Analyzer capable of measuring in the 5 Hz to 13 MHz frequency range. The measurements were performed at a constant frequency of 1 MHz. C-V measurements were used to determine the values of the free carrier concentration and Schottky barrier height.

Both I-V and C-V measurements were recorded by an automated Labview programme.

6.6 DLTS measurements

DLTS and L-DLTS measurements were done by use of the following instrumentation: Laplace card, Boonton 7200 Capacitance Meter, capacitance offset bridge, Lakeshore 332 Temperature Controller, 33120 A Waveform Generator, cryostat, heater, Oscilloscope and a computer. The capacitance meter, temperature controller, pulse generator and the Laplace card were connected to the computer by use of GPIB (IEEE 488-Bus). The connection arrangement of the used instruments is shown in Figure 6.4.
The Schottky diode is mounted on top of a heater inside a cryostat kept under very low pressure to avoid condensation. An indium foil is used to separate the sample from the heater. The heater is capable of heating the sample up to temperature of 350 K. A closed cycle...
helium cryostat was used for sample cooling so measurements could be done from 30 K to 350 K.

The capacitance meter is connected to the sample by use of two probes, one on the diode and another on the ohmic side (on top of an indium foil). A capacitance offset bridge can be used when necessary to keep the capacitance within a required range. A pulse generator is used to keep the diode under a constant reverse bias and to supply voltage pulses to the diode. The supply voltage pulses have a pulse height and a pulse width that is set as required. The voltage pulse can be viewed on the CRO.

As the temperature is varied and monitored on the temperature controller, voltage pulses are repeatedly supplied to the sample. This leads to successive thermal induced emission of charges by traps if present. A capacitance transient is produced by the DLTS software and displayed on the computer as the temperature is varied. Also displayed on the computer is the DLTS spectrum as the measurements are taken. If a defect is observed from the spectrum, it is necessary to determine accurately the defect signatures by L-DLTS measurements.

L-DLTS measurements are done by stabilising the temperature at a fixed value. The defect emission rate at a particular temperature can then be found. In L-DLTS numerical solutions are obtained by use of three different software procedures [1]. The three different software procedures are based on the same regularization method but differ on the criteria for finding the regularization parameters [1]. The temperature is stabilised at different temperatures and the emission rate at each temperature is obtained leading to the determination of the defect signatures.

### 6.7 Particle irradiation

After *I-V*, *C-V* and DLTS measurements on the fabricated diodes, the samples were irradiated. Three different forms of particle irradiation were performed: electron, alpha particle and proton irradiation.

#### 6.7.1 Electron and alpha particle irradiation

Electron and alpha particle irradiation were done by use of radioactive foils. In both cases, the radioactive foil was placed on top of the sample in a way that the emitted electrons / alpha particles were directed onto the diodes. A schematic cross section of the irradiation of the diodes is shown in Figure 6.5.
Alpha particle irradiation was done by use of a 5.4 MeV Am-241 radioactive source. The sample used has a fluence rate of $7.1 \times 10^6$ cm$^{-2}$ s$^{-1}$. Irradiation was done first for 15 minutes, which is equivalent of fluence of $6.4 \times 10^9$ cm$^{-2}$. $I-V$, $C-V$ and DLTS measurements were done after each irradiation. The diodes were then irradiated for another 15 minutes and 30 minutes until a total fluence of $2.6 \times 10^{10}$ cm$^{-2}$ was achieved, i.e. after 60 minutes of irradiation while the same measurements were repeated after each irradiation.

Electron irradiation was achieved by use of a 546 keV strontium radioactive source with a fluence rate of $6.8 \times 10^9$ cm$^{-2}$ s$^{-1}$. The samples were irradiated in steps of 2 hours ($= 4.9 \times 10^{13}$ cm$^{-2}$) until a total cumulative time of 22 hours ($= 5.4 \times 10^{14}$ cm$^{-2}$) was reached. $I-V$, $C-V$ and DLTS measurements were done after each irradiation.

### 6.7.2 Proton irradiation

Proton irradiation was done using an AN-2000 van der Graaff accelerator. Protons were accelerated onto the diodes with energy of 1.6 MeV. Irradiation was only achieved with fluence of $1.0 \times 10^{12}$ cm$^{-2}$ before and after $I-V$, $C-V$ and DLTS measurements.
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CHAPTER 7

Results and discussion

7.1 Introduction

This chapter gives the $I$-$V$, $C$-$V$ and DLTS results obtained before and after electron, alpha particle and proton irradiations. Isochronal annealing was done on the particle irradiated diodes to study the effect of annealing irradiated samples on diode characteristics as well as to study the annealing dynamics of the irradiation induced defects.

To be able to attribute changes that result from annealing irradiated diodes to irradiation only, unirradiated diodes were annealed and $I$-$V$, $C$-$V$ and DLTS measurements were done. It was observed that annealing in the temperature range $100 \, ^\circ\mathrm{C} \leq T \leq 700 \, ^\circ\mathrm{C}$ does not lead to noteworthy changes in the diode ideality factor, SBH or in the reverse leakage current. The free carrier concentration as determined from $C$-$V$ measurements was also observed to remain relatively constant as well in the same temperature range. After annealing the samples at $700 \, ^\circ\mathrm{C}$, the diodes were observed to become highly resistive.

DLTS measurements were also carried out with annealing up to $600 \, ^\circ\mathrm{C}$. There were no changes on the DLTS spectra after annealing. Any changes of the $I$-$V$, $C$-$V$ and DLTS characteristics after particle irradiation and annealing will therefore be as a result of effects of irradiation.
7.2 Electron irradiation results

7.2.1 Introduction

4H-SiC samples were irradiated with electrons at different fluence from $4.9 \times 10^{13}$ cm$^{-2}$ up to $5.4 \times 10^{14}$ cm$^{-2}$. $I-V$, $C-V$ and DLTS measurements were carried out after each irradiation. The effect of irradiation on the diodes was evaluated from $I-V$ measurements results: ideality factor, SBH, reverse leakage current and series resistance. Changes in the free carrier concentration were determined from $C-V$ measurements. The SBH was also determined from $C-V$ measurements carried out at 1 MHz. DLTS measurements were done in the temperature range $30K \leq T \leq 350K$. Measurements were done before irradiation, after irradiation and after annealing.

7.2.2 Current-voltage results and discussion

The thermionic emission model was assumed in the analysis of $I-V$ measurements to obtain the ideality factor, Schottky barrier height, reverse leakage current and the series resistance. The model given by Equation 3.43 gives the current density which is converted into current by multiplying current density by the diode area. Equation 3.43 is then modified to

$$I = AA^*T^2 \exp \left( -\Phi_{Bn}/k_BT \right) \left[ \exp(\beta V) - 1 \right],$$

$A$ being the diode area.

7.2.2.1 The ideality factor

By assuming that thermionic emission was the dominant current transport mechanism across the Schottky barrier, ideality factors were obtained using Equation 3.47 and performing a linear fit on the forward semi-logarithmic $I-V$ curves, Figure 7.1. Before irradiation, the ideality factor was obtained as 1.046. This value is close to unity and therefore confirms that thermionic emission is indeed the dominant charge transport mechanism. Electron irradiation was done starting from fluence of $4.9 \times 10^{13}$ cm$^{-2}$. As the electron irradiation fluence was increased from $4.9 \times 10^{13}$ cm$^{-2}$ to $5.4 \times 10^{14}$ cm$^{-2}$, there was no marked increase in the ideality factor. Usually if there are electrically active defects that are introduced by irradiation, there could be generation recombination effects and the ideality factor would increase. A closer look at the $I-V$ curves shows that there is an increase in the current at lower voltages after irradiation. This possibly results from a contribution of generation recombination current transport mechanism. The possibility of defects being introduced cannot be ruled out on the basis of a non-increasing ideality factor. Introduced defects if any may not have a noticeable
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effect on current transport. The obtained ideality factor values with increasing irradiation fluence are shown in Table 7.1

Figure 7.1 Semi-logarithmic I-V curves as a function of electron irradiation fluence up to a fluence of $5.4 \times 10^{14}$ cm$^{-2}$. All steps were measured although only certain measurements are shown in this plot.

7.2.2.2 Schottky barrier height (SBH)

According to the Schottky-Mott theory, Equation 3.1, an ideal Schottky barrier height, $\Phi_{BN}$ is given by $e\Phi_{BN} = e(\Phi_m - \chi_{sc})$, where $\Phi_m$ is the metal work function and $\chi_{sc}$ is the semiconductor electron affinity. The experimental work function of nickel is 5.35 eV [1] while the electron affinity of 4H-SiC is 3.1 eV [2]. The ideal Schottky barrier height for Ni/4H-SiC is therefore 2.25 eV. The value obtained from $I$-$V$ measurements before irradiation is 1.620 eV which is lower than that predicted by the classical Schottky-Mott theory. It therefore follows that there are other factors, mostly likely the presence of interface states that lead to a non-ideal SBH. To see if a metal/semiconductor contact can be described by the Schottky-Mott / Bardeen theory, that is the Fermi-level pinning described in Section 3.2.2, several metals can be used to obtain the interface index ($S = \frac{\partial \Phi_{BN}}{\partial \Phi_m}$) [2-4]. Rocaforte et al [2] determined the interface index for 4H-SiC to be 0.41, a value which shows the presence of partial Fermi-level pinning. $S = 1$ shows perfect Schottky-Mott behaviour while $S = 0$ means there is complete Fermi level pinning [2].
Another reason why the ideal Schottky barrier height is not realised is the inhomogeneity of the metal-semiconductor interface [5, 6]. Because of the inhomogeneity, the SBH values obtained have a Gaussian distribution about a mean value.

The SBH remained relatively the same with irradiation without showing a general pattern, increase or decrease, in response to the increasing irradiation fluence. The obtained values are given in Table 7.1.

7.2.2.3 Reverse leakage current

The reverse leakage current density can be obtained from equation 3.43 given in section 3.5.1 by replacing the voltage, \( V \) with a negative voltage value \( V_R \) [7]. Equation 3.43 would then reduce to the expression for saturation current, \( J_s = A^*T^2 \exp(-\Phi_0/k_B T) \). This equation shows that the reverse leakage current is a strong function of temperature and the SBH.

The reverse current was measured from 0 V to -50 V. Very low values of reverse leakage current were obtained with that before irradiation being \( 1.2 \times 10^{-14} \) A at -5 V. This value increased to \( 1.0 \times 10^{-10} \) A at -50 V. The low leakage current values obtained are a result of the high SiC SBH. The leakage current only shows an increase with irradiation at low voltages of up to -10 V. The increase in the reverse leakage current with increasing irradiation fluence is possibly due to the creation of generation-recombination centres as a result of atomic displacements.

At higher voltages the reverse current does not vary with fluence up to a fluence of \( 5.4 \times 10^{14} \) cm\(^{-2}\). Semi-logarithmic curves of reverse leakage current at different irradiation fluences are presented in Figure 7.2.
The leakage current values obtained increase with increasing voltages. This is due to the Schottky barrier lowering discussed in Section 3.2.3. As the reverse voltage increases, the electric field increases leading to Schottky barrier lowering since the barrier lowering directly depends on the electric field, equation 3.18. The dependence of the electric field, $\mathcal{E}$ on the voltage is given by the relation $[8] \mathcal{E} = \frac{\Phi}{\varepsilon_r \varepsilon_0 \mu (n k_B T)} (V_R + V_{bi})$.

### 7.2.2.4 Series resistance

In Schottky diodes, the series resistance is obtained by modifying Equation 3.43 to $J_{S-M} = A^* T^2 \exp(-\Phi_B n / k_B T)[\exp(e(V - I_R n k_B T)) - 1]$. The series resistance measured in Schottky diodes is a sum of two contributions, $R_{epi}$ and $R_{sub}$ where $R_{epi}$ is a component of the epilayer while $R_{sub}$ is a component of the substrate [9, 10]. The substrate resistance is usually negligible and the epilayer resistance is obtained from $R_{epi} = T h_{epi} / (e N_D \mu (N_D) A)$, where $T h_{epi}$ is the epitaxial layer thickness, $N_D$ is the epilayer active dopant and $\mu$ is the electron mobility [9].

Before irradiation the series resistance, $R_s$ was obtained as 47 $\Omega$, which is a low value showing desirable Schottky diodes. After irradiation at lower fluences of $9.8 \times 10^{13}$ cm$^{-2}$, the resistance decreased to 20 $\Omega$ before increasing to 63 $\Omega$ at fluence $4.9 \times 10^{14}$ cm$^{-2}$. The cause

![Figure 7.2 Semi-Logarithmic curves of the reverse leakage current measured up to -50V as function of electron irradiation up to a fluence of $4.9 \times 10^{14}$ cm$^{-2}$. All steps were measured although only certain measurements are shown in this plot.](image)
for the initial decrease in resistance still has to be investigated further. Change in resistance with irradiation fluence is shown in Figure 7.3.

![Graph showing change in resistance with irradiation fluence](image.png)

**Figure 7.3** The variation of series resistance with electron irradiation to fluence of $5.4 \times 10^{14}$ cm$^{-2}$.

The increase in resistance with irradiation is due to a decrease in the active carrier concentration that results from irradiation. The decrease in resistance that is observed at lower irradiation fluences is in agreement with an initial increase in the free carrier concentration that is observed for the same fluences, Figure 7.5.

### 7.2.2.5 I-V results conclusion

The close to unity ideality factor values obtained show that the thermionic emission process is the dominant current transport mechanism in the investigated Schottky diodes. These close to unity values also means the fabricated Schottky diodes are of high quality. Lower leakage current values were also obtained, and these are a function of large SBH that are a characteristic of SiC. Irradiation did not significantly change these parameters, a sign that the degradation due to electron bombardment was not severe. Only a small increase was observed in series resistance after irradiation, changing from 47 Ω before irradiation to 63 Ω after irradiation. The ideality factors, SBHs, reverse leakage current values and resistance values obtained before and after electron irradiation are summarised in Table 7.1.
Table 7.1 *I*-*V* parameters obtained from room temperature measurements for as deposited diodes and with irradiation to a fluence of 5.4 × 10^{14} cm^{-2}. Not all values are presented in this table.

<table>
<thead>
<tr>
<th>Fluence (cm^{-2})</th>
<th>Ideality factor ±0.02</th>
<th>SBH (eV) ±0.03</th>
<th>Reverse Current (A) at -5V</th>
<th>Resistance (Ω)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1.05</td>
<td>1.62</td>
<td>1.2 × 10^{-14}</td>
<td>47</td>
</tr>
<tr>
<td>4.9 × 10^{13}</td>
<td>1.05</td>
<td>1.61</td>
<td>2.1 × 10^{-14}</td>
<td>33</td>
</tr>
<tr>
<td>9.8 × 10^{13}</td>
<td>1.04</td>
<td>1.59</td>
<td>4.2 × 10^{-14}</td>
<td>25</td>
</tr>
<tr>
<td>2.0 × 10^{14}</td>
<td>1.05</td>
<td>1.61</td>
<td>1.1 × 10^{-13}</td>
<td>34</td>
</tr>
<tr>
<td>2.9 × 10^{14}</td>
<td>1.04</td>
<td>1.60</td>
<td>1.1 × 10^{-13}</td>
<td>36</td>
</tr>
<tr>
<td>3.9 × 10^{14}</td>
<td>1.04</td>
<td>1.60</td>
<td>3.2 × 10^{-13}</td>
<td>41</td>
</tr>
<tr>
<td>4.9 × 10^{14}</td>
<td>1.04</td>
<td>1.60</td>
<td>4.1 × 10^{-13}</td>
<td>63</td>
</tr>
<tr>
<td>5.4 × 10^{14}</td>
<td>1.04</td>
<td>1.60</td>
<td>5.2 × 10^{-13}</td>
<td>74</td>
</tr>
</tbody>
</table>

7.2.3 Capacitance-voltage (C-V) results and discussion

The effects of electron irradiation on the free carrier concentration were evaluated using C-V measurements. The free carrier concentration, \(N_D\) and the SBH, \(\phi\), were determined from the slope and the intercept of the graph of \(1/C^2\) against \(V\) respectively. The free carrier removal rate was obtained from the slope of \(\Delta(N_D - N_A)/\phi\), \(\phi\) being the fluence and \(\Delta N_D\) being the change in the free carrier concentration. SRIM simulations were also carried out in order to correlate the amount of vacancies created by irradiation with the compensation observed from C-V measurements.

7.2.3.1 The SBH

Following Equation 3.28, the SBH can be obtained from the voltage intercept of the graph of \(1/C^2\) against external voltage, \(V_{ext}\) taking into account the built in voltage, \(V_{bi}\) and \(\beta^{-1} = (k_BT)/e\). The \(1/C^2\) curves obtained before and after irradiations are shown in Figure 7.4. Before irradiation the SBH was obtained as 2.13 eV. This value is larger than the one obtained from I-V measurements and is much closer to the Schottky-Mott predicted value of 2.25 eV. This is because the effect of an inhomogeneous interface does not affect the SBH produced from C-V measurements.
After irradiation the Schottky barrier height only had a slight increase reaching 2.19 eV after irradiation with a fluence of $2.9 \times 10^{14}$ cm$^{-2}$. It can also be seen from Figure 7.4 that there is a small but progressive upward shift of the curves with irradiation leading to higher voltage intercepts. The SBH however then decreases to 2.14 eV after irradiation at fluence of up to $4.9 \times 10^{14}$ cm$^{-2}$. Overall, there is a slight increase in the SBH showing only limited degradation of the Schottky diodes due to electron irradiation.

7.2.3.2 Free carrier concentration

The free carrier concentration is obtained from the slope of the $1/C^2$ curves shown in Figure 7.4. Before irradiation this value was obtained as $4.6 \times 10^{14}$ cm$^{-3}$. After irradiation at fluence of $9.8 \times 10^{13}$ cm$^{-2}$, the free carrier concentration increased to $\sim 4.9 \times 10^{14}$ cm$^{-3}$ before a gradual decrease to $\sim 3.0 \times 10^{14}$ cm$^{-3}$ at a fluence of $5.4 \times 10^{14}$ cm$^{-2}$. A graph of the change in free carrier concentrations as a function of the irradiation fluence is shown in Figure 7.5.
Figure 7.5 The change in the free carrier concentration as a function of the electron irradiation fluence up to a fluence of $5.4 \times 10^{14} \text{ cm}^{-2}$. The $N_D$ values were obtained at a depth of 3.5 μm below the M-S interface.

The reduction in the free carrier concentration with irradiation is an indicator that vacancies were created by irradiation and these have an effect of compensating the free carriers. SRIM simulations were carried out and predict a vacancy concentration of $\sim 2 \times 10^{11} \text{ cm}^{-1}$ at 3.5 μm.

7.2.3.3 Free carrier removal

Carrier removal by irradiation can be as a result of the introduction of compensating acceptors or due to deactivation of donor impurities by interacting with mobile intrinsic defects such as vacancies and interstitials [11]. The free carrier removal rate, $\eta$ is obtained from the relation $\eta = \Delta (N_D - N_A) / \phi$, where $\phi$ is the fluence and $N_D - N_A$ is the free carrier concentration [12]. It follows that the slope of the graph of $\Delta (N_D - N_A)$ against $\phi$, Figure 7.6 gives the free carrier removal rate. The free carrier rate was obtained as $0.37 \text{ cm}^{-1}$ for 546 keV electrons.
The free carrier removal rate obtained here is a very low value which shows that SiC is indeed a radiation hard material. Previous studies [13] produced equally low removal rates of \( \leq 0.1 \, \text{cm}^{-1} \) from electron irradiation of 1 MeV energy.

### 7.2.3.4 C-V results conclusions

The C-V results obtained show very little changes in the diode characteristics. The Schottky barrier height remained relatively unchanged after electron irradiation with fluences of up to \( 5.4 \times 10^{14} \, \text{cm}^{-2} \). The free carrier concentration decreased from \( 4.6 \times 10^{14} \, \text{cm}^{-3} \) before irradiation to \( 3.0 \times 10^{14} \, \text{cm}^{-3} \) leading to a low carrier removal rate of \( 0.37 \, \text{cm}^{-1} \).

### 7.2.4 DLTS results and discussion

DLTS was carried out on the as-prepared samples in the 30 – 350 K temperature range. A reverse bias of 5 Volts was maintained while filling voltage pulses of \( -1 \, \text{V} \) were applied with a pulse width of 1 ms. Capacitance-temperature measurements were also carried out in the same temperature range as DLTS measurements to enable normalization of the obtained spectra. The obtained DLTS spectra for the as-prepared samples, Figure 7.7 show the presence of four defect levels labelled \( E_{0.10}, E_{0.12}, E_{0.18} \) and \( E_{0.69} \) defect levels. These have activation energies 0.10 eV, 0.12 eV, 0.18 eV and 0.69 eV, calculated from the Arrhenius
plots of Figure 10. Arrhenius plots are obtained according to the explanation given in section 5.7.

![Arrhenius plots](image)

Figure 7.7 DLTS spectra for the as deposited sample. Spectra taken at -5V, and rate window of 2.5 s\(^{-1}\).

The E\(_{0.10}\) defect has been attributed to nitrogen dopants occupying cubic sites [14, 15]. When occupying a hexagonal site in 4\(H\)-SiC, this defect level is expected to have an activation energy of approximately 0.050 eV [16, 17]. This level is the nitrogen donor responsible for the \(n\)-type doping in SiC.

The E\(_{0.12}\) and E\(_{0.18}\) levels are related to a transition metal titanium [18, 19]. To within experimental error, Achtziger et al [18] observe and attribute the E\(_{0.12}\) defect level to titanium impurity. A defect level with energy 0.18 eV has also been reported and associated with a titanium impurity [19]. The E\(_{0.12}\) and E\(_{0.18}\) levels could both be a single defect occupying different geometrical positions in the material, where it is seen as E\(_{0.12}\) when occupying a hexagonal site while it is seen as E\(_{0.18}\) when occupying a cubic lattice site [18].

The E\(_{0.69}\) defect level is largely agreed to be of intrinsic nature although there is no agreement on the exact structure of the defect. The possible structure of the defect has been attributed to a carbon vacancy, \(V_\text{C}\) [20], a silicon vacancy, \(V_\text{Si}\) [21], a nitrogen impurity next to a carbon interstitial, \(I_\text{C} + N\) [22], a silicon antisite-silicon vacancy complex, \(C_\text{Si} - V_\text{Si}\) [23] or a silicon carbon antisite pair, \(C_\text{Si} - Si_\text{C}\) [23]. Several studies with low energy electron irradiation however eliminate the role of silicon for a possible explanation of the structure of this defect.
Hemmingsson et al [24] did measurements on electron irradiated SiC and show the defect concentration to increase with irradiation. This rules out the possible silicon participation since the displacement energy for silicon is much higher than that supplied by low energy electrons. Carbon vacancies and / or interstitials are therefore possibly linked to the structure of this defect since carbon is lighter and hence can be displaced by low energy electrons as compared to silicon. Nitrogen and phosphorous doped SiC has been studied by Bergman et al [25] to establish the possible inclusion of nitrogen in the structure of the defect. It was realized that the concentration of the defect actually increases after electron irradiation in samples that are phosphorous doped when compared to those that are nitrogen doped. This means that nitrogen cannot be related to the structure of the defect. While the exact structure of the defect is uncertain, recent experiments have however eliminated silicon participation leaving carbon vacancies, interstitials and carbon related complexes as the most probable candidates for the defect.

7.2.4.1 Irradiation results

The samples were then irradiated with electrons from a fluence of $4.9 \times 10^{13} \text{cm}^{-2}$, equivalent of 2 hours irradiation at a dose rate of $6.8 \times 10^9 \text{cm}^{-2}\text{s}^{-1}$, to a fluence of $5.4 \times 10^{14} \text{cm}^{-2}$ (= 22 hours irradiation), in steps of two hours. DLTS measurements were carried out after each irradiation and the normalized spectra are presented in Figure 7.8. For a clearer presentation, only the spectra obtained after irradiation at $9.8 \times 10^{13} \text{cm}^{-2}$, $2.0 \times 10^{14} \text{cm}^{-2}$, $2.9 \times 10^{14} \text{cm}^{-2}$, $3.9 \times 10^{14} \text{cm}^{-2}$, $4.9 \times 10^{14} \text{cm}^{-2}$ and $5.4 \times 10^{14} \text{cm}^{-2}$ are presented together with the as-prepared spectra for comparison.

It is seen from the spectra obtained with irradiation that new defects are introduced by electron irradiation. The introduced defects are labelled $E_{0.42}$, $E_{0.62}$ and $E_{0.76}$, as usual the subscripts representing the activation energies of the respective defect levels. Irradiations done at cumulative fluences enabled a closer analysis of the evolution of the defects.
Figure 7.8 Spectra produced at different electron fluence irradiations. (a) as prepared, (b) $9.8 \times 10^{13} \text{ cm}^{-2}$, (c) $2.0 \times 10^{14} \text{ cm}^{-2}$, (d) $2.9 \times 10^{14} \text{ cm}^{-2}$, (e) $3.9 \times 10^{14} \text{ cm}^{-2}$, (f) $4.9 \times 10^{14} \text{ cm}^{-2}$ (g) $5.4 \times 10^{14} \text{ cm}^{-2}$.

The signatures of defect level $E_{0.62}$ were determined using Laplace-DLTS and the obtained spectra are shown in Figure 7.9. Arrhenius plots plotted using equation 5.13, Figure 7.10, were used to calculate the activation energies and apparent capture cross sections of the defects both before and after electron irradiation.

Figure 7.9 Laplace-DLTS spectra showing emission rates of levels $E_{0.62}$, $E_{0.69}$ and $E_{0.76}$. 
7.2.4.1.1 $E_{0.42}$

A similar defect level has been reported [26] after electron irradiation and room temperature annealing for nine months. The defect was reported to show acceptor-like behaviour. The decrease in the free carrier concentration shown in Figure 7.5 indicates an increase in compensation with increasing fluence suggesting the acceptor-like behaviour of introduced deep levels as well. Nava et al [27] attributes a similar defect level to be a silicon vacancy. In contrast, Storasta et al suggests a similar defect level with an activation energy of 0.41 eV could be more related to a carbon vacancy, split interstitial or antisites after low energy electron irradiation [21]. The $E_{0.42}$ defect is observed after irradiation to fluence of only $1.5 \times 10^{14} cm^{-2}$ with a concentration of $3.8 \times 10^{12} cm^{-2}$. After the fluence was increased to $4.9 \times 10^{14} cm^{-2}$, the concentration of this defect level was observed to increase to $6.2 \times 10^{13} cm^{-2}$. An exponential increase in the concentration of the $E_{0.42}$ defect level is shown in Figure 7.11. This is an indication that defect $E_{0.42}$ is not as simple defect.
7.2.4.1.2 \( E_{0.62} \) and \( E_{0.69} \)

The \( E_{0.62} \) defect is clearly observed after a fluence of up to \( 2.9 \times 10^{14} \, \text{cm}^{-2} \). This defect level has a high capture cross section of \( 2 \times 10^{-14} \, \text{cm}^2 \), as compared to that of the \( E_{0.69} \) level, \( 8 \times 10^{-15} \, \text{cm}^2 \). A closer look shows a loss in symmetry of the DLTS peak due to a superimposition of the \( E_{0.62} \) level but in very low concentrations.

\( E_{0.69} \) increased in concentration with increasing electron fluence. Commonly known as the \( Z_1/Z_2 \) defect, the \( E_{0.69} \) defect is of intrinsic nature [24, 28, 29]. It is mostly linked to a carbon vacancy, carbon interstitials and/or complexes of carbon vacancies and interstitials [24, 26, 29]. Carbon requires less displacement energy compared to silicon. The increase in the concentration of this defect is therefore easier to comprehend as irradiation is expected to create carbon vacancies and interstitials.

7.2.4.1.3 \( E_{0.76} \)

In addition to \( E_{0.42} \) and \( E_{0.62} \), another deep level is introduced by electron irradiation at \( E_c - 0.76 \, \text{eV} \), with a capture cross section of \( 1.0 \times 10^{-14} \, \text{cm}^2 \). This defect appears as a shoulder of \( E_{0.69} \) on the high temperature side. The structure of this defect has not been reported in literature despite its presence having been reported after electron and proton irradiation [26, 30]. However, since this defect is introduced by irradiation, it could be related.

Figure 7.11 Increase in concentration of the \( E_{0.42} \) defect with increasing electron fluence.
to carbon vacancies, silicon vacancies, carbon or silicon interstitials, carbon or silicon antisites or complexes of the above mentioned possibilities.

### 7.2.4.1.4 $E_{0.10}$, $E_{0.12}$ and $E_{0.18}$

There was no noticeable effect of electron irradiation on defect levels $E_{0.12}$ and $E_{0.18}$. Level $E_{0.10}$ on the other hand was completely suppressed by electron irradiation after a fluence of $2.9 \times 10^{14} \text{ cm}^{-2}$. This level is believed to be nitrogen related defect occupying a cubic site thus the suppression can be directly linked to the reduction in free carrier concentration that is observed from $C-V$ measurements. The defect activation energies, apparent capture cross sections and the defect concentrations are presented in Table 7.2.

Table 7.2. Activation energy $E_T$, apparent capture cross section $\sigma_{\text{app}}$ and concentration $N_T$ of the observed defects.

<table>
<thead>
<tr>
<th>Defect label</th>
<th>$E_T$ (eV)</th>
<th>$\sigma_{\text{app}}$ (cm$^2$)</th>
<th>$N_T$ (cm$^{-3}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_{0.10}$</td>
<td>$0.10 \pm 0.01$</td>
<td>$1 \times 10^{-13}$</td>
<td>$9.1 \times 10^{13}$</td>
</tr>
<tr>
<td>$E_{0.12}$</td>
<td>$0.12 \pm 0.01$</td>
<td>$7 \times 10^{-15}$</td>
<td>$2.2 \times 10^{11}$</td>
</tr>
<tr>
<td>$E_{0.18}$</td>
<td>$0.18 \pm 0.01$</td>
<td>$6 \times 10^{-15}$</td>
<td>$5.4 \times 10^{11}$</td>
</tr>
<tr>
<td>$E_{0.42}$</td>
<td>$0.42 \pm 0.03$</td>
<td>$8 \times 10^{-15}$</td>
<td>*$6.2 \times 10^{13}$</td>
</tr>
<tr>
<td>$E_{0.62}$</td>
<td>$0.62 \pm 0.02$</td>
<td>$2 \times 10^{-14}$</td>
<td>-</td>
</tr>
<tr>
<td>$E_{0.69}$</td>
<td>$0.69 \pm 0.02$</td>
<td>$8 \times 10^{-15}$</td>
<td>*$9.3 \times 10^{13}$</td>
</tr>
<tr>
<td>$E_{0.76}$</td>
<td>$0.76 \pm 0.03$</td>
<td>$1 \times 10^{-14}$</td>
<td>*$4.9 \times 10^{13}$</td>
</tr>
</tbody>
</table>

* Concentration value obtained after irradiation at fluence of $4.9 \times 10^{14} \text{ cm}^{-2}$

### 7.2.4.2 Annealing of irradiated diodes

After irradiation to a total fluence of $5.4 \times 10^{14} \text{ cm}^{-2}$, the diodes were then isochronally annealed in steps of 100 °C in flowing argon to a maximum temperature of 600 °C. The annealing was done at each temperature for 15 minutes and the same DLTS measurements were repeated after each anneal. The normalized DLTS spectra obtained are shown in Figure 7.12.
Figure 7.12 DLTS spectra obtained after different annealing steps. The spectra obtained before and after irradiation at $5.4 \times 10^{14}$ cm$^{-2}$ are also shown for comparison. (a) after irradiation, (b) 100 °C, (c) 200 °C, (d) 300 °C, (e) 400 °C, (f) 500 °C and (g) as prepared. The 500 °C and 600 °C spectra were similar hence the 600 °C spectrum is not shown.

The first change resulting from the heat treatment is observed on the E$_{0.62}$ level. The concentration of the defect is lowered greatly after annealing at 200 °C for only 15 minutes. After 200 °C, the level annealed out. It can be seen from this that the E$_{0.62}$ level is very unstable. While the E$_{0.69}$ level concentration reduces with annealing, after annealing at 500 °C, the level still has more concentration compared to the as-deposited values.

The E$_{0.42}$ and E$_{0.76}$ defect levels show a decrease in concentration with annealing but were only annealed out completely after a 500 °C anneal. It is interesting that these defects have the same annealing behaviour. It is possible that the two act as annealing sinks to the same type of mobile defects or they require the same annealing sink hence the same annealing temperature [21].

The effect of annealing on levels E$_{0.12}$ and E$_{0.18}$ was not noticeable due to the low concentration of the defects. Level E$_{0.10}$ which had been completely suppressed by irradiation shows recovery after annealing at 500 °C. The reason why irradiation suppresses this level with a reversal from annealing remains to be investigated.

7.2.4.3 DLTS results conclusion

Electron irradiation up to fluence of $5.4 \times 10^{14}$ cm$^{-2}$ introduced three defect levels E$_{0.42}$, E$_{0.62}$ and E$_{0.76}$. The level E$_{0.62}$ was annealed out at a low temperature of 200 °C. Levels E$_{0.42}$ and
E_{0.76} were relatively stable up to annealing temperatures of 400 °C although the concentrations were reduced progressively. After annealing at 500 °C, these levels were completely annealed out. Level E_{0.10} which is a nitrogen impurity was completely suppressed by irradiation but was recovered after annealing at 500 °C.

7.3 Alpha-particle irradiation results

7.3.1 Introduction

Alpha particle irradiation using a radioactive Am-241 source was done on the samples to fluence of 2.6×10^{10} cm^{-2} (this fluence corresponds to 60 minute irradiation). I-V, C-V and DLTS measurements were carried out both before and after irradiation. Results are also presented for measurements done with annealing of the irradiated diodes up to 600 °C from 100 °C. The free carrier removal rate was determined from C-V measurements.

7.3.2 Current-voltage results

I-V characteristics of the nickel Schottky contacts before and after alpha particle irradiation are shown in Figure 7.13. A linear forward I-V curve for the as deposited diodes is obtained. This shows that the thermionic emission model can be successfully used in explaining the current transport mechanism across the metal-semiconductor interface. The ideality factor before irradiation was obtained as 1.05. Such an ideality factor that is close to unity shows that any other transport mechanism that may be present is negligible.
The forward $I-V$ curve obtained after irradiation deviates from linearity at lower voltages. This is possibly due to the fact that irradiation produced defects may lead to generation recombination current hence the non-linearity at low voltages. The ideality factor was obtained as 1.35 after irradiation. This value is fairly large and shows that indeed there could be a contribution of generation recombination current.

Measured at -50 V, the reverse leakage current increased from $9.1 \times 10^{-12}$ A before irradiation to $1.2 \times 10^{-11}$ A after irradiation with fluence of $2.6 \times 10^{10}$ cm$^{-2}$. At lower voltages, up to -20 V, the reverse leakage remains relatively constant comparing the as-deposited and the irradiated data. The increase in the reverse leakage current can be directly attributed to defect creation where introduced generation recombination centres are responsible for the increase in the leakage current.

The diode maintained good rectification even after irradiation indicating the high resistance of SiC to radiation damage. The ideality factor values, close to unity even after irradiation, indicate charge transport mechanism across the Schottky barrier dominated by the thermionic emission.

### 7.3.3 Capacitance-voltage results

$C-V$ measurements were performed to obtain the change in free carrier concentration with irradiation and annealing of irradiated diodes. The free carrier removal rate was estimated...
from the change in free carrier concentration during irradiation. The SBH was also
determined from $C-V$ measurements.

7.3.3.1 SBH and free carrier concentration

The SBH before and after irradiation were obtained from the voltage intercept of the $1/C^2$ vs. $V$ curves. Due to the non-linear nature of the curves, the $-2 \leq V \leq 0$ part of the curve was considered in determining the SBH. The SBH before irradiation was obtained as 1.86 eV and increased to 2.02 eV after irradiation at fluence of $2.6 \times 10^{10}$ cm$^{-2}$. The increase in the SBH can be seen from Figure 7.14 where the voltage intercept of the $1/C^2$ vs. $V$ curve increases after irradiation. There were no major change in the curves at intermediate irradiation fluences.

![Graph of 1 / C^2 against Voltage before and after irradiation with 5.4 MeV alpha particles.](image)

The free carrier concentration was observed to change from $4.9 \times 10^{14}$ cm$^{-3}$ before irradiation to $2.9 \times 10^{14}$ cm$^{-3}$ after irradiation at fluence of $2.6 \times 10^{10}$ cm$^{-3}$. Non-linear curves of $1/C^2$ against voltage, Figure 7.14 shows that the free carrier concentration is not constant below the metal-semiconductor junction. This is also shown by the depth profiles, Figure 7.16, discussed later.
7.3.3.2 Free carrier removal rate

The free carrier removal rate was determined for 5.4 MeV alpha-particles after irradiation at three different fluences up to $2.6 \times 10^{10} \text{ cm}^{-2}$ as 15 101 cm$^{-1}$. Previous studies with 8 MeV protons on 4H-SiC lead to a free carrier removal rate of 116 cm$^{-1}$ [13]. This value is lower since protons are less massive compared to alpha particles. It is substantially larger than the value obtained after electron irradiation in this study, Section 7.2.3.3. The graph used for the calculation of carrier removal rate due to alpha particle irradiation is shown in Figure 7.15.

![Free carrier removal rate graph for 5.4 MeV alpha-particles.](image)

Figure 7.15 Free carrier removal rate graph for 5.4 MeV alpha-particles.

Equation 4.3 can be used to explain the large carrier removal rate produced by alpha-particle irradiation compared to the obtained values for electron irradiation. Alpha particles have a larger mass compared to electrons and more energy (in this study) hence the transferred energy is expected to be higher. More damage is also expected from the alpha-particle irradiations due to cascade collisions that are expected as a result of a larger transferred energy.

7.3.3.3 Free carrier concentration with annealing

The free carrier concentration was analysed as the irradiated diodes were annealed in argon in steps of 100 °C in the temperature range 100 °C ≤ T ≤ 600 °C. The depth profiles obtained
before irradiation, after irradiation at fluence of $2.6 \times 10^{10}$ cm$^{-2}$ and at different annealing temperatures are shown in Figure 7.16.

Figure 7.16 The free carrier concentration determined by $C-V$ measurements before irradiation, after irradiation at $2.6 \times 10^{10}$ cm$^{-2}$, and with annealing up to 600 °C.

The free carrier concentration increased after annealing at 200 °C from a depleted profile obtained after irradiation. Further annealing up to 600 °C does not lead to increased recovery in the region probed by $C-V$ measurements.

### 7.3.4 Conclusions on $I-V$ and $C-V$ results

Alpha particle irradiation to fluence of $2.6 \times 10^{10}$ cm$^{-2}$ lead to minimum degradation of diode characteristics. The SBH from both $I-V$ and $C-V$ measurements increased to some extent after irradiation while the ideality factor remained close to unity. There was a reduction in the free carrier concentration due to irradiation and some recovery was realised after annealing at 200 °C. No further recovery at higher annealing temperatures of up to 600 °C was realised. A large carrier removal rate was calculated compared to the value obtained from electron irradiation, this is expected. Table 7.3 summarises the $I-V$ and $C-V$ parameters obtained with alpha-particle irradiation.

<table>
<thead>
<tr>
<th></th>
<th>$n$</th>
<th>$\Phi_V$ (eV)</th>
<th>$\Phi_C$ (eV)</th>
<th>$I_R$ [A] at -50 V</th>
<th>Free carrier density (cm$^{-3}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Before irradiation</td>
<td>1.05</td>
<td>1.21</td>
<td>1.86</td>
<td>$9.0 \times 10^{12}$</td>
<td>$4.9 \times 10^{14}$</td>
</tr>
<tr>
<td>After irradiation</td>
<td>1.35</td>
<td>1.28</td>
<td>2.09</td>
<td>$1.2 \times 10^{11}$</td>
<td>$2.9 \times 10^{14}$</td>
</tr>
</tbody>
</table>
The degradation of the diodes that has been reported from $I-V$ and $C-V$ results is most probably due to the creation of defects as a result of irradiation. DLTS results are presented in section 7.3.5.

### 7.3.5 DLTS results and discussion

The DLTS spectra obtained from the as deposited diodes is exactly the same as those presented for electron irradiation, Figure 7.7, showing the presence of four energy levels, $E_{0.10}$, $E_{0.12}$, $E_{0.18}$ and $E_{0.69}$. The nature of these defects has been discussed in section 7.2.4.

After irradiation with 5.4 MeV alpha particles, DLTS measurements were carried out in the temperature range $30K \leq T \leq 350K$. The diodes were then annealed in steps of 100 °C up to 600 °C, the normalized spectra obtained is shown in Figure 7.17

![DLTS spectra showing change in concentration of $E_{0.10}$, insert and $E_{0.69}$ after irradiation.](image)

**Figure 7.17** DLTS spectra showing change in concentration of $E_{0.10}$, insert and $E_{0.69}$ after irradiation.

#### 7.3.5.1 $E_{0.69}$

As can be seen from Figure 7.17, there is a marked increase in the concentration of level $E_{0.69}$ after irradiation. It is also seen from the spectra obtained after irradiation that level $E_{0.69}$ does not only increase in concentration but also becomes broader. This is an indication that another level with almost similar activation energy might be superimposed on $E_{0.69}$. Electron, proton and alpha particle irradiations performed on SiC has been shown to introduce similar defects but of different concentrations [31]. It is therefore possible that this defect, although
not characterized can be linked to the \( E_{0.62} \) level that was observed after electron irradiation, section 7.2.4. Hemmingsson et al [32] reported that the defect is composed of two closely spaced levels that have negative \( U \) behaviour. Asghar et al [33] shows that the defect, generally referred to as the \( Z_1 \) defect is present as a single defect, but is transformed into \( Z_1/Z_2 \) after 5.48 MeV alpha particle irradiation. This is due to the superimposition of a new defect which is attributed to a silicon vacancy, the \( Z_2 \) defect [33]. The increase in the concentration of defect \( E_{0.69} \) observed in this study can support the possibility that there is a new defect that is superimposed on level \( E_{0.69} \). The high energy of used alpha particles also enables the creation of silicon vacancies. The broadening of level \( E_{0.69} \) reduces progressively with annealing from 200 °C to 600 °C. The concentration of the peak is also observed to reduce but remains higher after annealing at 600 °C compared to that before irradiation.

L-DLTS measurements were done varying the voltage pulse height to obtain the concentrations of \( E_{0.69} \) and \( E_{0.76} \) at different depths using Equations 5.21 and 5.22, which takes into consideration the \( \lambda \) effect. The depth profiles are given in Figure 7.18 together with the profile obtained before irradiation for \( E_{0.69} \), for comparison. It is seen from the graph that the concentration of both defects is constant in the investigated depth range. This is in agreement with the prediction of SRIM simulations where the vacancy concentration is constant to a depth of \( \sim 18 \mu m \).

![Figure 7.18 Depth profiles for levels \( E_{0.69} \) and \( E_{0.76} \). The concentration of \( E_{0.69} \) is presented before and after alpha-particle irradiation to fluence of \( 2.6 \times 10^{10} \) cm\(^{-2} \) and that of \( E_{0.76} \) is obtained after irradiation.](image)
7.3.5.2 $E_{0.76}$ and $E_{0.42}$

In addition to the broadening of level $E_{0.69}$, another peak appearing as a shoulder on the higher temperature side of $E_{0.69}$ was observed. The diodes were then annealed and no relevant change in the spectra was observed after annealing at 100 °C. After annealing at 200 °C, the shoulder could be seen more clearly and was characterised. Another defect, $E_{0.42}$ level was observed at temperatures ~ 175 K (using a 2.5 s$^{-1}$ rate window). Arrhenius plots obtained from L-DLTS for both the as-deposited and irradiation induced defects are shown in Figure 7.19.

![Arrhenius plots obtained using L-DLTS. Plots with empty circles represent defects present before irradiation.](image)

The defect appearing as a shoulder of $E_{0.69}$ was found to have activation energy of $E_C - 0.76$ eV. This is the same activation energy for level $E_{0.76}$ that was observed after electron irradiation, section 7.2.4. It is however difficult to compare the concentrations of the two since the diodes had to be annealed first after alpha particle irradiation, thus the concentration would be expected to decrease. Consequently the concentration after annealing at 200 °C was obtained as $\sim 4.0 \times 10^{13}$ cm$^{-3}$ compared to $5 \times 10^{13}$ cm$^{-3}$ obtained after electron fluence of $5.4 \times 10^{14}$ cm$^{-2}$ without annealing. The apparent capture cross section area obtained after both the irradiations are comparable.

Level $E_{0.42}$ was observed after annealing the irradiated samples at 200 °C. The level has activation energy of $E_C - 0.42$ eV, the same as $E_{0.42}$ observed after electron irradiation. The only difference is that after alpha particle irradiation the samples had to be annealed first.
before the defect could be observed. The concentration was obtained as $2.8 \times 10^{13}$ cm$^{-3}$ which is lower than that obtained after electron irradiation, but this is possibly a result of annealing.

After annealing at 400 °C, both $E_{0.42}$ and $E_{0.76}$ were annealed out. The two defect levels were annealed out at the same temperature, the same scenario that was observed after electron irradiation. The theories that the two defects either act as annealing sinks for the same type of mobile defects or they require the same type of annealing sink are supported by the results of alpha particle irradiation.

7.3.5.3 $E_{0.10}$

A rather unexpected result was observed on level $E_{0.10}$. After alpha particle irradiation at fluence of $2.6 \times 10^{10}$ cm$^{-2}$, the concentration remained unchanged but an increase to nearly four times the original value was observed after annealing at 200 °C. The concentration then remained unchanged after annealing at 600 °C. The diodes became highly resistive after annealing at 700 °C. While the $E_{0.10}$ level is a nitrogen impurity, it is not clear what the cause of the increase in concentration after irradiation is. This finding is also in contrast to the result obtained after electron irradiation where the concentration reduces with irradiation to below detectable limits before some recovery with annealing.

7.3.5.4 DLTS results conclusion

A strong correlation was found between the defects produced by alpha particle irradiation and those produced by electron irradiation. Levels $E_{0.42}$ and $E_{0.76}$ were clearly observed after annealing irradiated diodes at 200 °C and were both annealed out at 400°C. Level $E_{0.10}$ increases in concentration after irradiation and annealing at 200 °C. The parameters obtained from DLTS measurements are summarised in Table 7.4.
7.4 Proton irradiation results

7.4.1 Introduction

Proton irradiation was done to fluence of $1.0 \times 10^{12}$ cm$^{-2}$ with 1.6 MeV accelerated protons. The diodes became highly resistive immediately after irradiation and hence had to be annealed before further measurements could be done. Annealing was performed in steps of 100 °C from 125 °C to 725 °C. *I-V*, *C-V* and DLTS results obtained before irradiation and after irradiation and annealing are presented. The free carrier removal rate and the defect introduction rates were not determined since only single proton fluence was used in the irradiation.

7.4.2 Current-voltage results

*I-V* measurements obtained before proton irradiation show good rectification of the fabricated diodes with an ideality factor of 1.15. A low resistance value of 32 Ω was obtained and the SBH was obtained as 1.42 eV. Forward and reverse semi-logarithmic *I-V* curves obtained before irradiation and after proton irradiation and subsequent annealing are shown in Figure 7.20. It can be seen from the as deposited curve that the current changes by about twelve orders of magnitude between -2V and +2V, a sign of good rectifying diodes.

<table>
<thead>
<tr>
<th>Trap level</th>
<th>$E_c - E_t$ (eV)</th>
<th>$\sigma_{app}$ (cm$^2$)</th>
<th>$N_T$ before irradiation (cm$^{-3}$)</th>
<th>$N_T$ after irradiation (cm$^{-3}$)</th>
<th>Attribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>E$_{0.10}$</td>
<td>0.10 ±0.01</td>
<td>7×10$^{-14}$</td>
<td>9.4×10$^{13}$</td>
<td>2.0 × 10$^{14}$</td>
<td>N impurity - [15]</td>
</tr>
<tr>
<td>E$_{0.12}$</td>
<td>0.12±0.01</td>
<td>1×10$^{-14}$</td>
<td>2.2×10$^{11}$</td>
<td>2.1 × 10$^{11}$</td>
<td>Ti impurity- [29]</td>
</tr>
<tr>
<td>E$_{0.18}$</td>
<td>0.18±0.01</td>
<td>1×10$^{-14}$</td>
<td>5.4×10$^{11}$</td>
<td>5.4×10$^{11}$</td>
<td>Ti impurity- [18, 19]</td>
</tr>
<tr>
<td>E$_{0.42}$</td>
<td>0.42±0.03</td>
<td>1×10$^{-13}$</td>
<td>-</td>
<td>2.8×10$^{13}$</td>
<td>V$_{Si}$ - [34]</td>
</tr>
<tr>
<td>E$_{0.69}$</td>
<td>0.69±0.02</td>
<td>2×10$^{-14}$</td>
<td>1.2×10$^{13}$</td>
<td>9.4×10$^{13}$</td>
<td>Z$_1$/Z$_2$ - [22]</td>
</tr>
<tr>
<td>E$_{0.76}$</td>
<td>0.76±0.03</td>
<td>5×10$^{-14}$</td>
<td>-</td>
<td>*1.0 × 10$^{13}$</td>
<td>-</td>
</tr>
</tbody>
</table>

* Value obtained after irradiation and annealing at 200 °C
After irradiation there was severe degradation of the diode properties and the diodes had to be annealed before measurements. This was mainly due to an increase in series resistance. After annealing at 125 °C, the $I-V$ curve obtained shows that the rectification was still reduced, with the current measured at 1.7 V being only $7.8 \times 10^{-9}$ A compared to $1.1 \times 10^{-2}$ A obtained before irradiation at the same voltage. The forward current increased with annealing temperature to $6.4 \times 10^{-5}$ A at 1.7 V. Although this value is still lower than the as deposited value, considerable rectification was retained with increasing annealing temperature after irradiation. There is an increase in the forward current observed on proton irradiated diodes compared to the as deposited diodes at low voltages, < 1V. This is possibly due to the contribution of generation recombination current resulting from atomic displacements created by proton bombardment.

The increasing forward current was accompanied by a subsequent decrease in series resistance, Figure 7.21. The resistance decreases from $\sim 0.7$ MΩ after annealing at 225 °C to $\sim 600$ Ω after annealing at 625 °C. Consequently the forward current increased from $5.4 \times 10^{-9}$ A to $6.4 \times 10^{-5}$ A after respective annealing temperatures.
There was no significant change in the reverse leakage current after irradiation and after subsequent annealing, measured up to -2V. The reverse leakage current remained generally below the values obtained before irradiation. Several authors have reported decreases in reverse leakage current in 4H-SiC after proton irradiation [35-38]. While the introduction of generation recombination centres by particle irradiation is expected to be associated with an increase in reverse leakage current, it is also possible that proton irradiation anneals out some defects that were otherwise responsible for high leakage current before irradiation [39].

7.4.2 Capacitance-voltage results

The damage induced by proton irradiation was more visible from C-V measurements. The effect of compensation is shown in Figure 7.22 where the free carrier concentration was reduced to below detectable values immediately below the metal semiconductor junction. Limited recovery was attained by annealing up to 625 °C where the concentration was obtained as $2.8 \times 10^{14}$ cm$^{-3}$ around 4 μm below the junction. Annealing at 725 °C led to a reduction in the free carrier concentration.
7.4.2.1 Conclusions to I-V and C-V results

Effect of proton irradiation was clearly observable from both I-V and C-V measurement results. A reduction in the diode rectification was observed and series resistance increased to MΩ ranges after irradiation. An appreciable degree of rectification was achieved through annealing up to 625 °C. The free carrier concentration was reduced and only a small degree of recovery was retained after annealing at 625 °C and annealing at 725 °C lead to a further reduction in the concentration.

7.4.3 DLTS results and discussion

DLTS measurements were obtained after $1 \times 10^{12}$ cm$^{-2}$ proton irradiation and after annealing the irradiated diodes. Shown in Figure 7.23 is the as deposited spectra together with the spectra obtained after annealing the irradiated diodes at 325 °C, 425 °C and at 625 °C. Levels $E_{0.76}$ and $E_{0.42}$ were observed after annealing the irradiated diodes at 225 °C and were still present after a 325 °C anneal.
Changes in the spectra were observed after annealing the diodes at 425 °C where level $E_{0.42}$ was annealed out and two new defect levels were observed at 0.31 eV and 0.62 eV. Level $E_{0.62}$ has been observed after electron irradiation and was speculated to be present in the alpha particle irradiated samples due to broadening of level $E_{0.69}$. This defect level has however been observed immediately after irradiation and annealed out at lower temperatures in these irradiations.

Level $E_{0.31}$ on the other hand was not observed after electron and alpha particle irradiations. This level has a low apparent capture cross section of $2 \times 10^{-15}$ cm$^2$. This level is stable and is observed to be still present even after annealing the irradiated diodes at 625 °C. A defect level with almost similar activation energy, 0.32 eV has been observed after electron irradiation and attributed to a carbon interstitial [19, 26]. Arrhenius plots used in the calculation of the defect signatures are given in Figure 7.24.
7.4.3.1 Conclusions to DLTS results

In addition to levels $E_{0.42}$, $E_{0.62}$ and $E_{0.76}$ that have been observed after electron and alpha particle irradiation, a new defect level with activation energy 0.31 eV was observed. This level is observed after annealing the irradiated diodes at 425 °C and was still present after annealing at 625 °C.
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CHAPTER 8

Conclusions and future work

8.1 Electron Irradiation Conclusions

Electron irradiation was performed using a 546 keV Strontium source with a fluence rate of $6.8 \times 10^9$ cm$^{-2}$s$^{-1}$ from fluence of $4.9 \times 10^{13}$ cm$^{-2}$. The irradiations were done in steps of 2 hours to a total of 22 hours, corresponding to fluence of $5.4 \times 10^{14}$ cm$^{-2}$. I-V results obtained during the electron irradiation process indicate that excellent SiC diode characteristics are retained. This is seen in the close to unity ideality factor values, unchanging SBH values, low reverse leakage current and low series resistance values, both before and after irradiation. Overall, the fabricated diodes had excellent current rectification of more than ten decades before irradiation, which was retained after electron irradiation. A low free carrier removal rate was obtained from C-V measurements. This was as a result of a small overall reduction of the free carrier concentration in the entire irradiation fluence range.

DLTS revealed the presence of four defect levels, $E_{0.10}$, $E_{0.12}$, $E_{0.18}$ and $E_{0.69}$ before the diodes were irradiated. After irradiation, three new energy levels were observed and these have been labelled as $E_{0.42}$, $E_{0.62}$ and $E_{0.76}$. All the irradiation induced defects were annealed out at temperatures below 500 °C. The concentration of level $E_{0.69}$ remained high after annealing at 600 °C compared to the values obtained before irradiation. Level $E_{0.10}$, a nitrogen impurity was completely suppressed by irradiation but was recovered after annealing at 500 °C. Levels $E_{0.12}$, and $E_{0.18}$ were not noticeably affected by electron irradiation.

8.2 Alpha particle irradiation conclusions

Alpha particle irradiation was done to fluence of $2.6 \times 10^{10}$ cm$^{-2}$ using 5.4 MeV alpha particles from an Am-241 radioactive source. Just as with electron irradiation, there was no marked degradation of the diodes as a result of irradiation. A reduction in the free carrier concentration was observed due to irradiation and some recovery was realised after annealing at 200 °C with no further recovery resulting from higher annealing temperatures of up to 600 °C. A large carrier removal rate, 15 819 cm$^{-1}$ was obtained.
Alpha particle irradiation induced deep levels $E_{0.42}$ and $E_{0.76}$, which were also reported after electron irradiation. These two defects were however only observed clearly after annealing the irradiated diodes at 200 °C, and were annealed out at 400 °C. Levels $E_{0.10}$ and $E_{0.69}$ increased in concentration after irradiation while levels $E_{0.12}$ and $E_{0.18}$ were not noticeably affected by irradiation.

8.3 Proton irradiation conclusions

Proton irradiation was achieved by use of 1.6 MeV accelerated protons to fluence of $1 \times 10^{12} \text{ cm}^{-2}$. A complete picture was not obtained from this study due to a high degree of compensation that resulted from the irradiation. As such, the diodes had to be annealed before taking measurements hence some vital information was lost through annealing. After annealing at 125 °C and higher temperatures, $I-V$, $C-V$ and DLTS measurements were taken. A reduction in the diode rectification and a very high series resistance was observed. Significant rectification was attained through annealing up to 625 °C. Significant recovery in free carrier concentration was achieved after annealing at 625 °C. DLTS revealed a new defect level with activation energy $E_C \approx 0.31 \text{ eV}$ after annealing the irradiated diodes at 425 °C. Levels $E_{0.42}$, $E_{0.62}$ and $E_{0.76}$ which were observed after electron and alpha particle irradiation were also present in proton irradiated diodes.

The defects resulting from electron, alpha particle and proton irradiation was found to be nearly the same, especially by comparing the defects induced by these irradiations. The radiation hardness of SiC was also seen in the low free carrier removal rates and low defect introduction rates, especially after electron irradiation. The SiC used in this study is of low doping concentration, $4 \times 10^{14} \text{ cm}^{-3}$. Greater radiation hardness is even accepted from samples of a higher doping concentration.
8.4 Future work

- Little information was obtained from proton irradiation. It is important that more proton irradiation studies be conducted using several fluences so that values of free carrier removal rate and defect introduction rates can be obtained. One problem why these values were not obtained in this study is because the SiC samples used in the study were of very low doping density. It is therefore necessary to use samples of higher doping densities in such studies.

- It is also important to carry out similar studies as those done in this study but using SiC samples of varying doping densities. Values of doping dependent free carrier removal can then be obtained.

- The origin of most defects observed in this study remains speculated. It is important to apply other defect study techniques in order to have more understanding of the origin of these defects. These techniques include electron-paramagnetic resonance, transmission cathodoluminescence, positron annihilation, etc.