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ABSTRACT strong three-dimensionality is present in the ftitaors zones
In this study, a round tube and fin geometry with connecting the louver to a flat tube. It is reasd@do assume
individually varying louver angles is analyzed. Tthi&kness of that the transition zones connecting the louvetht fin in a

the fin was neglected. Any interactions between dpémal round fin and tube heat exchanger will also exh#iibng
louver angles and the fin thickness are hence aptuced. A three-dimensional behaviour. Therefore the tramsitiones are
laminar and steady calculation was performed, wjtmmetric modelled in this work. An X-shaped configuration thwi
boundary conditions. For the Reynolds number orhtfaeaulic transition zones is assumed for the louvers. Thisva taking

diameter (Rg,) of 535 that was studied, a Von Karman vortex the three-dimensionality of the louver shape itseifl of the
street is present behind the last tube row of Beelhianger. The transition zones into account. Regrettably, thigjuhed
steady calculation is hence only an approximatidthe reality, neglecting the fin thickness effect for the flownain.

but is shown to give reasonable results. An orgdifarging In this paper, the optimal louver angle for a rdim and
response surface model was used to explore theaeenti louver configuration will be studied, while takirgl three-
parameter space. Updates to the model were matieedrasis dimensional effects of louver shape and transitiong

of improving the Pareto front, visualizing the teaff between account. The louver angles in front of the turnablouver are
heat transfer and pressure drop. It is shown thatuse of individually variable. The louver configuration $symmetrical
individually varying louver angles allows increaginthe around the turnaround louver.
Colburn j factor by 1.3% for the same friction faGtwith
respect to the optimal uniform louvered fin configpion. NOMENCLATURE
INTRODUCTION j [] Colburn j factor

f [ Friction coefficient as defined in Wang [6]

Louvered fin and tube heat exchangers are ofted use 8 PFI,VB]‘] Sre:g;l:?gsggp

HVAC systems. Many researchers have studied theeled Renn [ Reynolds number on frontal speed and hydraulic
fin, either with flat tubes [1-3] or with round teb [4-6]. Both diameter of the fin channel
experimental and numerical work has been done. dst rof Ren [ (F;_eyno'ds number on frontal speed and tube outer
these studies, a single Iogver angle is u_sed fdha_llouvers. p [ O"gg:fgd order of convergence of the numerical
Jang and Tsai [7] investigated the optimum unifdouaver scheme
angle for a flat tube and louver heat exchangeietHand Jang Subscripts

ref reference, all louver angles equal to 15°

[8] considered a variable louver angle, where thevér angle
successively increases or decreases. This reseashalso
done for a flat tube configuration. Leu et al. Edied the
influence of the louver angle on a louvered heaharger with
round or oval tubes, with constant louver anglesyrheglected
the fin-louver junction, modelling rectangular larvshapes
without transitions. As already indicated by Taftid Cui [9],
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Figure 1 Heat exchanger geometry

GEOMETRY AND BOUNDARY CONDITIONS

The geometry of the computational domain is shown i

Figure 1. The studied geometry consists of 3 tuesrin a
staggered layout, with louvered fins around eadie tuHalf of
a periodic unit cell is modeled, with the side gsrhaving
symmetric boundary conditions. This is allowed heseathe
Von Karman vortex street is not modeled in the cyestate
simulation. The top and bottom planes are periothe inlet of
the numerical domain is 2 tube diameters aheadchefhieat
exchanger and 20 tube diameters behind the hed&iaeger.
These regions are not shown in Figure 1. The odedition is
a uniform velocity profile at 2.69 m/s, the outteindition is a
uniform constant pressure condition. The inlet arid regions
allow taking the entrance and exit effects of teatrexchanger
into account. The tube walls are at a constant ¢ézatpre of
323.15 K, the inlet temperature is 293.15 K. The rfiaterial
has zero thickness for the flow domain, for theariat domain
the thickness is 0.12 mm. The conductivity is eqwaR02.4
W/mK, corresponding to an aluminum alloy. Ther@ti® inlet
louver, 2 regular louvers, a turnaround louver, theo two
regular louvers and the outlet louver. The inletvier, the two
regular louvers and the turnaround louver can alehdifferent
angles. The other louver angles are determined fthm
symmetry condition.

Other geometrical parameters are summarized ineTabl
Figure 2 shows the louver geometry itself and timedsions
of the X-shaped louver.

Table 1 Geometrical parameters

Fin pitch E, 1.71 mm
Transversal tube pitch P, 17.6 mm
Longitudinal tube pitch P, 13.6 mm
Fin thickness (for material) ¢, 0.12 mm
Louver angles 6 15° to 35°
Louver pitch Ly 1.5mm
Tube outer diameter D, 6.75mm
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Figure 2 Louver geometry

NUMERICAL METHOD

The numerical simulation was done with the comnaérci
software Fluent. In order to be able to mesh thevdofin
transition adequately, a zero fin thickness modelised. The
heat transfer in the fin material is modelled ugeglconduction
equations in a single layer of cells conformingtie geometry
of the fin. This allows taking fin efficiency effexinto account.
As was done in the study of Leu et al. [5], thenflis assumed
to be three dimensional, laminar and steady. Téis igreat
simplification of reality. For the frontal speednsidered in this
research (2.69 m/s), the Reynolds number on therdube
diameter (Rg,) is 1158. For this value, a Von Karman vortex
street would be present around a tube in free retreghis
vortex is suppressed due to the presence of tre ifinthe
interior of the heat exchanger. However, behind l&s¢ tube
row no further obstacles to the flow are presehte Tength of
the fin behind the tube is small compared to theeeted tube
wake. The flow behind this tube row is hence phajibic
unsteady. A single unsteady simulation was perfdrfoea flat
fin. Unsteadiness occurs behind the last tube, ingusmall
fluctuations in overall pressure drop and heatsfiemaround a
mean value. These fluctuations are only 0.1% of rirean



value for heat transfer and even less for the presdrop. In
the steady laminar simulation, there is no mixirfighe high
velocity fluid from contract area in the last tulmv with the
surrounding fluid. In an unsteady simulation, thesemixing
due to the unsteady eddies. Therefore, a viscpsdfile was
imposed behind the heat exchanger to simulate rttigng.
Without this mixing, the jet of fast fluid due tbe accelerated
flow between the tubes of the final tube row pessigp to the
exit boundary. The viscosity profile has negligibiduence on
the flow inside the heat exchanger and ensuresmigéd flow
at the outlet of the numerical domain. This is 138eey to
capture the pressure recovery at the heat exchaxgedue to
expansion of the flow when leaving the heat exckharmre.
With this measure, the difference between the gteamulation
and the average of the unsteady simulation wasthess0.2%
for heat transfer and pressure drop. This indictHias results
made by this approximation will be reasonable, etreugh
they do not correspond to a physical solution.

Accuracy of the numerical simulations

The discretization schemes are second order up¥and
pressure, momentum and energy. The grid convergesmse
checked with Roache’s grid convergence index [20T.aylor
expansion of a quantity of interest is made in fiomcof the
grid cell size, around the limiting case of zerd sie. In this
case, the heat transfer res used.
Qn— Qo =38 h¥ +0(h*1) @

ahlg

If all calculations are in the asymptotic rangeg thigher

order terms can be neglected. This results in aatean with 3

unknowns, Q0,3—§|0 andp. Three simulations for three

different grid sizes are entered into this equatidere it is
assumed that the same expansion is valid for akketh
equations. This is only valid for geometrically #am meshes.
This condition is not met for unstructured gridetiBthe mesh
shape and mesh size change between the differlentatans.
As such this equation is mathematically not fulffig, but it is
a good approximation as long as the errors dueidcssape are
similar for all meshes considered. The grid gizis derived
from the total number of cells, b = C.3/N with C an
arbitrary constant. It was chosen so that the giié matches
the average cell size on the coarsest grid.

The finest grid had an average cell size of 0.08. riime
average cell size on the coarsest grid is 0.13 mm.

With these three grids, the values t@g,% 0 andp are

determined. If the observed order of convergenogatches the
theoretical order of convergence of the discrattmascheme,
the calculations can be assumed to lie in the asytinpgange.
The difference between Q on a grid apgl gives an estimate
for the discretization error, which is 0.5% for theat transfer
and 2.3% for the pressure drop on the coarsest gite
observed order of convergence for the heat transf&r80, for
the pressure drop this is 3.06. The difference eetwthe
pressure drops on both grids is only 0.5%, theclagtimate for
the error is because the asymptotic rate of comverg is not

yet reached for all three grids. This means thatQh?*1)

430

term in the equation is not neglegible. AccordimgRoache
[10], a factor of safety of 3 is required to cotrése error
estimate if the observed order of convergence miffyy more
than 10%. The coarsest grid consists of aroundlldmcells.
The finest grid contains 26 million cells. In order have
reasonable computation times, the coarsest grid usaed for
the other calculations.

The resulting j and f values were also comparedh wwie
Wang correlation for louvered fin and tube heathexgers [6],
with the thickness equal to the virtual thicknessedi to
calculate the material domain. The error on thebQul j factor
is 5%, the error on the friction factor is 12.1%heTWang
correlation has a deviation 6f15% for 90.8% of all data used
to fit the correlation. These results are henceptedle.

It is however important to note that fin thickneftects are
not taken into account. This fin thickness decreatiee
minimum flow area and hence increases the locaicitéts and
thus the pressure drop and heat transfer. Thistaffehowever
similar for all geometries studied, and should ¢ffiere not
strongly influence the optimal louver geometry.

RESPONSE SURFACE MODEL

In total there are 4 parameters which dictate taps of the
louvers. There are 8 angles in total (inlet, outketregular
louvers, 2 parts of the turnaround louver). As syt with
respect to the turnaround louver is imposed, thame 4
remaining parameters. Each tube row has the sammerlo
geometry. As every calculation takes around 4 hoitrss
important to only calculate interesting designsisTiequires
predicting the value of the heat transfer and pressirop at
unknown designs. For that reason, a responsecsunfendel
(RSM) is fitted to the data. Specifically, an oraliyn kriging
response surface model is used. This is an intaipgl RSM
which gives a prediction and an estimate for thrergrl1]. In
every possible point, there is an estimate of thabability
distribution of the value which will be obtainedthe design
would be calculated. This error estimate allows imgkthe
trade-off between well explored areas and unexglareas, by
considering the expected improvement by actuallgutating
the design.

For the initial sampling of the data when therends prior
knowledge whatsoever, latin hypercube sampling (LHES
used. This is a sampling plan which has good sfibicgr
properties. The sampling plan is stratified in gveariable,
which means that the projection of the plan on ywaeidis will
not result in overlapping points. For the LHS usethis paper,
the projection results in equidistantly spaced {miA second
property of an optimal LHS is that the minimal diste
between all points in the sampling plan, is asdaag possible.
This is the minimax criterion. The LHS is generated
heuristically, so the minimax criterion is only appimated.

An initial 10 designs are sampled according to thS
sampling plan, and a kriging RSM s fitted to thatad Two
separate kriging models are used, one for the pressop and
one for the heat transfer. All data is normalizedhwthe
pressure drop and heat transfer of the referersigmenhich is
the uniform louver angle at 15°. At the locationbene the



error is largest according to the RSM, new desigms
calculated. At this point these error estimates sile highly
unaccurate. The RSM is updated until the errormeggs
become reasonably constant as further data is atiete
model.
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Figure 3 Q-P diagram after 40 calculations

The RSM is sampled fully factorial with 10 leve&sd all
values for the heat transfer and pressure dropskhogvn on
Figure 3. For any single heat transfer value, ttee many
possible designs, each with a different pressump.difhe
design with the minimal pressure drop is alwaysdvehan all
the other designs with that heat transfer value. G@mbination
of all designs which have the optimal trade-offvetn heat
transfer and pressure drop is the Pareto frontghvisi sketched
by the discontinuous line. This is an estimatehefRareto front
generated by the RSM. There is also the Paretd foomed by
the actually calculated points. For each predigtetht, the
probability that this point will improve the Parefimnt of the
calculated designs can be determined. This is diynesing
numerical integration of the probability densitynftion. This
probability is then weighted by the distance in @ plane to
the nearest already calculated point, to estinfeeamount the
Pareto front is improved.
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Figure 4 Data in the j-f plane, with indication of VG-1
criterion, 61 calculations

As more data is added to the RSM, based on theriorit
that the weighted probability of improvement of tRareto
front must be maximal, more actual calculations die the
predicted Pareto front. The data is reduced toGbturn j
factor and friction factor, and again all designs displayed on
Figure 4. To compare different designs on the Bafeint,
contours of constant VG-1 variable geometry PECWegbb
[12] are also displayed. Between the extremesViBel PEC
varies from 1.15 for the worst design, to 0.9 fur best design.
A value of one corresponds to the value of theregfee design,
the constant louver angle of 15°. The VG-1 PECdatiis the
reduction of total heat transfer area that can beaioed
compared to the reference fin, under the condsrah same
fan power, mass flow rate and heat transfer.
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Figure 5 j-f plane with indication of uniform louver angle
designs, final update of the RSM, 164 calculations



When more data is added, the shape of the predlictiove
does not change very much. This indicates thaR®#k! is now
able to predict the values quite well. On Figurett® final
iteration of the RSM is represented. There are |paaay
predictions that still outperform the Pareto frdetermined by
the calculations. It can also be seen that theotmify louvered
designs closely approach the Pareto front througtih@udesign
space. There is only a small region indicated lgy dlashed
lines, where the variable louver angles
performance over the uniformly louvered fin. Instiheégion the
Colburn j factor is improved by 1.3% for the sammigtion
factor as the constant louver angle fin. This isignificant
fraction of the total variation of 14% in Colburrfgctor over
the entire design space.
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Figure 6 Heat transfer in function of uniform louver angle

On Figure 6 the RSM is explored for designs withstant
louver angles. Both the prediction and the 95% idenice
interval are shown. There are a few points whegectinfidence
interval reaches zero width. This is because ofritepolating
condition of the RSM. When a calculation is knowrai point,
the error in that point is estimated to be zera. designs very
similar to a calculated point, the error will stiie small. How
quickly the estimated error rises with increasingfahce from
data points is determined by the correlation lengibiserved
from the data. This is done for each dimension rsdeky.

An interesting feature of the heat transfer ig thaxhibits
a local maximum and a local minimum. As the pressinop
increases monotonically with the louver angle Etwdwn), the
region where the heat transfer drops in functiotoofer angle
is not interesting. This can be seen on Figure 6bd®erving the
line representing the uniform designs. Startingnfrihe point
(1, 1) corresponding to the reference case of umifouver
angles of 15°, first the j and f factors increage until a certain
point. Then the j factor decreases for increasifagfors, until
the j factor starts to increase again and eventigllestored to
the value before it started to decrease. From the of the
decrease to the recovery is the uninteresting zdmre other
designs can deliver the same heat transfer forgwessure
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improve the

drop. This is the region where the uniform louviee Ideparts
from the Pareto front.

This region is also the region in Figure 6 whéhe
uncertainty is quite high, compared to the increggarts of
the function. The RSM detected that the probabdithaving a
design on the Pareto front occurring in this regewery low
and doesn’t expect any improvement to the Paraiot fby
calculating points in this region. Very few caldidas are
hence requested in this region. Because of thed&data, the
uncertainty is relatively high. In order to illuste the accuracy
of the error estimate, a calculation was requestadually in
the region of high uncertainty and low expectedronpment.
The actual result is a good match with the predlictind lies
well within the uncertainty bounds.

From Figure 5 it is clear that the individually yarg louver
angles can offer a slight improvement in the swfama. The
reason for this is that the Pareto front of theialde louver
angles shows an increase of j with louver anglegaupigher
louver angles. This is accompanied by an incredgetion
factor. The point with the greatest Colburn j fagtothe design
space is the constant maximal louver angle desiglividually
varying louver angles hence does not increase thrimal
Colburn j factor.
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Figure 7 Geometry of the designs and equivalent cetant
louver angle design

Figure 7 shows the geometry of the different desigm the
Pareto front. Every design is represented by 4,batsse
heights indicate the louver angle. They are sdotethcreasing
heat transfer. For each design, the prediction tfer heat
exchanger with uniform louver angles that gives shme heat
or pressure drop is also indicated.

For the range of low heat transfer rates, limitgdthe
leftmost dashed line, there is very little diffecerbetween the
two equivalent louver angles. This means that wdretihe
variable louver angle geometry or constant louvagle
geometry is used, the heat transfer and pressapeisimore or
less the same. This is followed by a region in glesspace
where there is a large difference between the loangles of
equivalent heat transfer and equivalent pressuwp.dfhis is



the region where the variable louver angle geomatakes
sense. The main feature of these designs is tkaintet and
outlet louvers are at a higher angle than the otbevers.

Finally, for even high heat transfer rates, theragain no more
difference between the uniform louver angle designd the
variable louver angle designs. The Pareto frontaumform

angles and of variable angles coincide again.

CONCLUSION

Combining an ordinary kriging response surface rhodth

CFD calculations allows focussing computationalogffon
interesting designs. Fin designs that are dominatedther
designs that are better in any case are not expldysing
variable louver angles does not offer a significadvantage
over a constant louver angle. The Colburn j faddncreased
by only 1.3% for the same friction factor as thealsconstant
louver angle fin. As the total variation of j ovélrte design
space is only 14%, this improvement is not neghggmall.
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