Seasonal rainfall predictability over the Lake Kariba catchment area
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ABSTRACT

The Lake Kariba catchment area in southern Africa has one of the most variable climates of any major river basin, with an extreme range of conditions across the catchment and through time. Marked seasonal and interannual fluctuations in rainfall are a significant aspect of the catchment. To determine the predictability of seasonal rainfall totals over the Lake Kariba catchment area, this study used the low-level atmospheric circulation (850 hPa geopotential height fields) of a coupled ocean-atmosphere general circulation model (CGCM) over southern Africa, statistically downscaled to gridded seasonal rainfall totals over the catchment. This downscaling configuration was used to retroactively forecast the 3-month rainfall seasons of September-October-November through February-March-April, over a 14-year independent test period extending from 1994. Retroactive forecasts are produced for lead times of up to 5 months and probabilistic forecast performances evaluated for extreme rainfall thresholds of the 25th and 75th percentile values of the climatological record. The verification of the retroactive forecasts shows that rainfall over the catchment is predictable at extended lead-times, but that predictability is primarily found for austral mid-summer rainfall. This season is also associated with the highest potential economic value that can be derived from seasonal forecasts. A forecast case study of a recent extreme rainfall season (2010/11) that lies outside of the verification period is presented as evidence of the statistical downscaling system’s operational capability.
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INTRODUCTION

Southern Africa is a region of significant rainfall variability at a range of temporal and spatial scales and is prone to serious drought and flood events (e.g. Tyson, 1986; Nicholson et al., 1987; Lindsey, 1998; Reason et al., 2000). The region is also sensitive to precipitation shifts and variability (IPCC, 2007; Reason et al., 2006). Despite the diverse climatic zones, rainfall in southern Africa is mainly observed during the austral summer between October and May. The future spatial and temporal rainfall distribution and variability is uncertain (Gordon et al., 2000; Hachingonta et al., 2007). The region’s summer climate is mainly driven by oscillations of the inter-tropical convergence zone (ITCZ) (Beilfuss, 2012). The temporal and spatial distribution of convection is associated with evaporative losses that strain food and water resources (Jury et al., 1999; Lyon B, 2009). The South Atlantic and Indian Oceans, being the major sources of moisture for southern Africa, play a major role in determining the spatio-temporal variations of rainfall in the region (Matarira and Jury, 1992; Levey and Jury, 1996; Jury et al., 1999). The aforementioned studies have provided ample evidence for regional forcing features of composite wet and dry spells caused by the atmospheric circulation. Harrison (1986), Harangozo, (1989) and Barclay et al. (1993) have found that the seasonal cycle of convective spells over southern Africa and the surrounding oceanic basins during the austral summer are characterised by equatorial extratropical temperature gradients. This is caused by differential solar heating between the equator and the mid-latitudes. A more recent study has determined how the external forcing of major wet spells over southern Africa varies through the summer (Fauchereau et al., 2009). The wet spells occur at intervals of approximately 20 to 35 d (Levey and Jury, 1996), and half of all of the wet spells appear quasi-stationary from November to March. Southern Africa is a predominantly semi-arid region with a high degree of interannual rainfall variability. Although much of the recent climate research has focused on the causes of drought events, the region has also experienced extremes of above-average rainfall (Washington and Preston, 2006), the most recent examples being the major flooding episodes that devastated Mozambique during 2010 and 2011 when many people were killed and nearly 200 000 people made homeless. There is increasing change in high rainfall events in some parts of the southern Africa region (Reason et al., 2014). The variability of such rainfall can have detrimental consequences for water resources, population and property. This variability can affect the sustainability of major dams and reservoirs due to flood risks to the population and properties on the floodplain. The region’s water resources, agriculture and rural communities are impacted considerably due to high rainfall variability (Cook et al., 2004). The remote influence of El-Niño–Southern Oscillation (ENSO) events has been seen to be contributing to major floods and drought events in southern Africa (Mason and Jury, 1997; Cook, 2000 Reason and Rouault, 2002). Southern African precipitation shows high variability at all timescales (Mason and Jury, 1997). The proximity of the Agulhas, Benguela, and Antarctic circumpolar currents leads
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to complex and highly variable climate patterns around southern Africa (Shannon et al., 1990). The 1984 floods (Rouault et al., 2003) along the Namibian coast were associated with warm sea-surface temperatures (SST) in the Angola/Benguela Front region, typical of the Benguela Niño, while the 2000 floods which hit Mozambique, eastern Zimbabwe and northeast South Africa could have been influenced by tropical-temperate troughs (TTTs) (Washington and Todd, 1999; Ratna et al., 2013; Tzoukla et al., 2013), which have previously been linked to high rainfall intensities. In addition, droughts in most of the southern part of southern Africa have been linked to SST variations in the tropical Indian Ocean and to ENSO (Manrique et al., 2011; Vidal et al., 2012).

Southern African rainfall has a clear annual cycle with most of the rainfall occurring during austral mid-summer and the region is susceptible to drought and floods. The identification of the seasons in which floods are most likely involves studying the characteristics of daily rainfall and streamflows within the seasons experienced across the region (Kampata et al., 2008). It is useful to characterise the spatial-temporal patterns of rainfall, its relationship with climatic variables, and linkages to streamflow variations. This is important in order to assist in formulation of adaptation measures through appropriate strategies of water resource management (Kampata et al., 2008). Such studies can assist in improving our understanding of hydrometeorological variability in the southern African region and result in better management of water resources (Kenabatho et al., 2009). Better understanding of the relationship between rainfall and climatic variables is expected to be useful in improving the predictive skills of the operational general circulation models (GCMs) (Nsibuga et al., 2011; Landman et al., 2012). In addition, it will be possible to predict rainfall given that climatic variables are successfully predicted well in advance. Consequently, the impacts of floods and droughts can be significantly reduced.

Operational seasonal climate prediction is an emerging practice with far-reaching societal applications. An ability to predict future climate fluctuations one or more seasons in advance would have measurable benefits for decision making in hydrology, agriculture, health, energy, and other sectors of society (Barstow et al., 2004). For example, it would allow for proactive and improved reservoir management (Cunha, 2003). More recently, and largely as a result of better quantification of the climate effects of the ENSO phenomenon, prediction of precipitation have been clearly demonstrated to have skill in particular seasons, regions, and circumstances (Lizevych, 1990; Kumar et al., 1996).

Many southern Africa populations depend largely on rainfed subsistence agriculture, especially in rural areas (Booth et al., 1994), and are vulnerable to climate variability and extreme events. The population is dynamic and has been growing rapidly in recent decades. Increased population size has led to changes in the water use patterns in the region (Glantz et al., 1997). Financial and environmental gains can be realised if forecasts of rainfall are made more than one season in advance (Jury et al., 1998).

This study focuses on the Lake Kariba catchment since rainfall over this area is directly responsible for the water levels in the lake. Prior to the drought of 1982/83, which caused widespread environmental impacts in southern Africa, a regular cycle of seasonal and interannual precipitation was taken for granted, e.g., Jury and Makarau (1996). Rainfall over the catchment is strongly seasonal. The Lake Kariba catchment area’s climate is controlled mainly by the movement of air masses associated with the Inter-Tropical Convergence Zone (ITCZ) (Beilfuss, 2012). Normally the rainy season extends from November to March. The entire catchment is highly susceptible to extreme droughts and floods that occur nearly every decade (Beilfuss, 2012), but these have become more frequent and more pronounced (Christensen et al., 2007), with associated economic losses. For example, during the severe 1991/92 drought, reduced hydropower generation resulted in an estimated 102 million USD reduction in GDP, 36 million USD reduction in export earnings, and the loss of 3 000 jobs (Beilfuss, 2012). Extreme floods have also resulted in considerable loss of life, social disruptions, and extensive economic damage. For example, one of the biggest floods recorded in the Zambezi basin was in 2010/11 during mid-summer. Both Kariba and Cahora Bassa reservoirs were almost at full capacity when intense and prolonged rainfall over large areas of the basin resulted in a massive flood into Kariba. Due to the lack of knowledge and absence of forecasting there was poor communication between Lake Kariba dam managers and officials for Lake Cahora Bassa. Therefore, when Kariba successively opened the spillway gates, Cahora Bassa did not react in time to prepare for the arrival of the flood discharge from Kariba. The reaction was to open, almost immediately, all of the spillway gates of Cahora Bassa that were still closed, thus creating an enormous flood wave which, adding to the floodwaters of the tributaries located downstream of the dam, completely flooded the Lower Zambezi leading to the aforementioned catastrophes.

Lake Kariba is one of the largest hydro-electric dams in southern Africa and is the only bulk power supplier to Zambia and Zimbabwe. The generating capacity of the plant constitutes nearly 60% of the hydropower outputs for the riparian countries of Zambia and Zimbabwe. The creation of Lake Kariba offered opportunities for an inland fisheries industry that had not previously existed in southern Africa. Lake Kariba offers recreational/tourism facilities attracting tourists from all over the world. Communities in the Lake Kariba catchment engage in some crop production. The catchment area is also dominated by wildlife national parks, effectively creating a natural resource–based tourism belt stretching from Mana Pools in the lower Middle Zambezi Valley to the facilities in Namibia/Botswana and beyond. The combination of wildlife-based tourism and watersports has made Kariba an important hub in the region’s tourist industry.

This paper first describes a seasonal rainfall prediction system, and then verifies retro-active rainfall forecasts produced with lead-times of several months. Forecast assessment is followed by a demonstration of the potential economic impact of using such forecasts. Lastly, the paper describes a rainfall forecast for the flood season of 2010/11, i.e., that which would have been produced if the described forecast system was used operationally in late 2010.

**METHODS**

**The archived data of the general circulation model and gridded rainfall data**

We investigated the predictability of 3-month seasonal rainfall totals over the Kariba catchment during the rainy season from September through April, by statistically downscaling the archived output of a state-of-the-art coupled ocean-atmosphere general circulation model (CCGM). The atmospheric model component is the ECHAM 4.5 (Roedner et al., 1996), and the ocean model, directly coupled (DeWitt, 2005), is version 3 of...
forecast data directly applicable over an area of interest, addition, the post-processing will also have as a result model performance (Landman et al., 2012; Ndiaye et al., 2011). In successfully employed in studies of AGCM versus coupled model statistical post-processing has already been tested and suc stages, subsequently reducing model errors. This notion of values from the CGCM in both the development and forecast rainfall over the catchment (Wilks, 2011). MOS uses predictor developed between the hindcast variable of the CGCM and the global model, model output statistics (MOS) equations are estimated by models, but it has been demonstrated that such biases can be minimised through statistical post-processing of the forecast data by applying corrections to the raw output of the model (e.g., Landman and Goddard, 2002; Robertson et al., 2012). In order to compensate for systematic errors in the global model, model output statistics (MOS) equations are developed between the hindcast variable of the CGCM and rainfall over the catchment (Wilks, 2011). MOS uses predictor values from the CGCM in both the development and forecast stages, subsequently reducing model errors. This notion of statistical post-processing has already been tested and successfully employed in studies of AGCM versus coupled model performance (Landman et al., 2012; Ndiaye et al., 2011). In addition, the post-processing will also have as a result model forecast data directly applicable over an area of interest, such as the 0.5° x 0.5° grid of the CRU data across the Lake Kariba catchment (e.g., Landman et al., 2012; Landman and Goddard, 2002; Shongwe et al., 2006). Such a forecast system could potentially be useful to a specific forecast user, such as a reservoir manager at Lake Kariba.

Since variables such as large-scale circulation are more accurately produced by global climate models than is rainfall, these variables should be considered instead in a MOS system for seasonal rainfall downscaling (Landman et al., 2012; Landman and Beraki, 2012; Landman and Goddard, 2002). Here, we use the 12-member ensemble mean geopotential height fields at the 850 hPa level as predictors in a canonical correlation analysis (CCA) model (e.g. Barnett and Preisendorfer, 1987), because atmospheric circulation at this level could be considered as low-level circulation since the area of interest is near the 850 hPa geopotential level. The software used for the statistical downscaling was the Climate Predictability Tool (CPT) of the IRI (2013). Before downscaling the CPT transforms the rainfall data into an approximate normal distribution. In order to capture the rain- or drought-producing synoptic systems of the model the domain from which the predictors are derived covers the sub-continent south of the equator and the adjacent oceans, specifically, from the Equator to 30°S, and from Greenwich to 50°E. Empirical orthogonal function (EOF) pre-filtering on both predictor and predictand fields is automatically done by the CPT software. Our objective was to test the MOS system using independent data, but also to make sure the CCA equations are reflecting a robust relationship between predictor and predictand fields (Landman and Goddard, 2002). Therefore, the MOS equations were first trained over 13 years from 1982–1994, followed by increasing the training period by 1 year for each season’s downscaling (Landman et al., 2012). This incremental increase of the training period mimics a true operational forecast setting, and has as a result a 14-year period (from 1995) to be verified in order to determine the seasonal-to-interannual rainfall predictability over the target area.

**Verification**

We define extreme season thresholds as represented by the 75th (wet category) and 25th (dry category) percentile values of the climatological record. Only verification results of the associated extreme rainfall categories are presented here. We have decided
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to use these particular thresholds because a reservoir manager at Lake Kariba may be more interested in the prediction of extreme seasons, since such seasons are more likely to affect the inflow and outflow of the reservoir than ‘normal’ rainfall seasons would (Sene, 2009). Moreover, the ‘normal’ category is also the least predictable (Van Loon and Toth, 1991). Such a category description has been used before and it has been shown that the prediction of such extreme rainfall seasons over southern Africa has skill (Landman et al., 2005; Landman et al., 2012).

The seasonal climate is inherently probabilistic, and so the downscaled retro-active forecasts are also judged probabilistically (Landman et al., 2001; Mason and Mimmack, 2002; Troccoli et al., 2008). Two of the main attributes of interest here for probabilistic forecasts are discrimination and reliability, because a reservoir manager may need to know whether or not a coming rainfall season is likely to be associated with extreme rainfall totals or with very low rainfall totals over the catchment, and may want to also know the reliability with which such probabilistic forecasts are made when they attempt to discriminate very wet seasons and very dry seasons from the rest of the seasons. The forecast verification measures presented here for testing these attributes of discrimination and reliability are, respectively, the relative operating characteristics (ROC); (Mason and Graham, 2002) and the reliability diagram (Hamill, 1997). These attributes have been tested extensively over parts of southern Africa before (Landman and Beraki, 2012; Landman et al., 2012), but not specifically focussing on the Kariba catchment, which is our area of study.

ROC applied to probabilistic forecasts indicates whether the forecast probability was higher when an event such as a flood season (defined by rainfall totals > the 75th percentile of the climatological record) or drought season (defined by rainfall totals < the 25th percentile of the climatological record) occurred compared with when it did not occur. The ROC curve is produced by plotting the forecast hit rates against the false alarm rates. The scores for the two extreme rainfall categories are represented by the respective areas beneath the ROC curve. For no-skill forecasts the area would be ≤0.5 and for perfect discrimination the ROC score is 1.0. When there is consistency between the predicted probabilities of the extreme rainfall categories and the observed relative frequencies of the observed rainfall being assigned to these categories, then the downscaled hindcasts are considered reliable (Yuan et al., 2014). We also performed some verification on deterministic downscaled hindcasts. For this purpose we use the Kendall ranked correlation coefficient or Kendall’s tau. An advantage of using Kendall’s tau is that it has close affinities with the area beneath the ROC curve (Jolliffe and Stephenson, 2012).

Retroactive forecast skill

Relative operating characteristics

The ROC scores for the 3-month seasons from September-October-November (SON) through February-March-April (FMA) obtained by retroactively predicting extreme (a) wet and (b) dry seasons over the retroactive years are shown in Fig. 2. Poor skill (ROC ≤ 0.5) is generally found over the catchment from SON through OND, but skill improves towards the main austral summer rainfall period from about November-December-January (NDJ) when most of the seasonal rainfall occurs. During this time, the reservoir starts to get most of its inflow from rivers within the catchment with a peak inflow by the austral autumn caused by mid-summer rainfall over the catchment. Moreover, Fig. 2 shows that during the seasons with high ROC scores these skill levels are found across all the lead-times presented, including lead-times of 4 months when high ROC scores are found for both the extreme below- and above-normal rainfall categories. These skill levels and lead-times provide the potential for reservoir managers to make informed decisions regarding the likelihood of high or low rain-fed inflows into the reservoir during austral summer, several months ahead of time.

Reliability

We have demonstrated the forecast system’s ability to discriminate extremely wet or dry seasons from the rest of the seasons. Now we will assess if the confidence with which the probabilistic forecasts of extremely wet or dry seasons are made is warranted. As stated above, only the three seasons associated with the highest ROC scores are considered from now on, and at the useful lead-time of 4 months. Figure 3 shows the reliability and frequency diagrams for NDJ (left panels), December-January-February (DJF) (middle panels) and JFM (right panels). For perfect reliability (the forecast probabilities match the observed frequencies of respectively wet and dry seasons), the weighted regression lines (thin solid and dashed lines) will be on the diagonal line. When the slope of the regression line is shallower (steeper) than the diagonal line, forecasts for the particular category tend to be over-(under-)confident. Close to perfect reliability is seen for the prediction of DJF wet seasons (thin solid line almost on top of diagonal), but respectively under- and over-confident forecasts are seen for NDJ and JFM. For dry season prediction, however, forecasts tend to constantly be over-confident. The histograms in the reliability diagram of Fig. 3 show the frequencies with which wet–dry forecasts occur in probability intervals of 10%, and reveals how strongly...
and frequently the issued forecast probabilities depart from the climatological probabilities. The histograms generally show intermediate confidence and a general lack of sharpness.

**Deterministic skill assessment**

The deterministic forecast performance over the retro-active period is determined next, by considering a verification parameter that has a close relationship with the area under the ROC curve, i.e., Kendall's tau correlation statistic (Jolliffe and Stephenson, 2012; Wilks, 2011). Kendall's tau is a robust and resistant alternative to the 'ordinary' or Pearson correlation. This statistic is calculated here between retro-forecasts and the observed seasonal rainfall anomalies at each CRU grid point. Figure 4 shows the Kendall's tau for the NDJ, DJF and JFM seasons, but only for a 1-month lead-time (there is a gradual decrease in skill for increasing lead-time). The dashed, stippled and solid lines on the figure respectively show the locations of the 90% (0.27), 95% (0.34) and 99% (0.47) levels for local significance testing. The significance levels are calculated with a re-randomisation or Monte Carlo test (Wilks, 2011). For all three seasons considered, skill was found for the upper Zambezi catchment. Large areas of positive correlation are also found, with the best performance of the forecast system for NDJ and DJF rainfall over an area west of Lake Kariba. Low skill is found for the larger part of the area for JFM rainfall, and generally over the northern part of the study area.

**Economic value of the probabilistic forecasts**

The 14 years of downscaled retroactive forecasts, e.g., Landman et al. (2001), are evaluated next in terms of their potential economic value for an end-user such as the reservoir manager at Lake Kariba. In the past, such users used other techniques of forecasting systems (e.g., Hagedorn et al., 2008), such as the Brier Skill Score (Hagedorn et al., 2008; Wilks, 2006). More recently, other techniques have been developed to illustrate the potential economic benefits of a forecast system (e.g. the costs/
loss approach of Richardson (2000) or the relative income of Roulston et al. (2003)). Such scoring metrics are used to focus not only on the general skill of the forecasts per se, but also to reflect various aspects of the potential economic value of a forecast system (Hagedorn et al., 2008). Even if such diagnostics are well understood in the scientific community they often provide little intuitive insight for a forecast user and may prove ineffective in demonstrating to users that incorporating forecasts such as those presented above in their decision-making systems is worth the costs involved. For example, the cumulative profit (CP) graphs depicted in Fig. 5 indicate how an initial financial investment in the forecast would change in value over the 14-year verification period presented if it were invested in the forecasts and was paid fair odds on the outcome over the three seasons of NDJ, DJF and JFM. CP graphs can be interpreted as follows: If the CP value is 0.4 for a particular year, for example, it means that an initial investment of USD100 would now be worth USD40 for that year. One would subsequently invest all USD140 on the next year’s forecast, and so forth.

CP values increase the most during DJF (Fig. 5). Figure 5 shows how seasonal rainfall predictions for that season can bring about substantive financial rewards for users of such forecasts. Lower increases in profits are seen for NDJ and JFM with the latter showing only marginal economic value over the 14 test years. Take note of the association between the skill levels presented above (Figs 2 and 3) for the three seasons and the corresponding cumulative profits (Fig. 5) – the higher the skill (ROC and reliability) the more profitable the use of the forecasts seems to become. This apparent association between skill and economic value should further motivate the use of forecast value assessment tools such as the CP presented above and the two-alternative forced choice test (Mason and Weigel, 2009). These tools will enable forecast producers to communicate the value of their probability forecasts to a wider user community. Reservoir managers, who are also decision makers, may not be experts on probabilistic forecast verification since they are more likely to be skilled in financial matters – they are largely interested in both profit making and value for money (Hagedorn et al., 2008), as well as optimised reservoir operations.

Predicting the ‘flooding across southern Africa’

According to media reports, in January 2011 southern Africa experienced flooding across the region, which saw Lake Kariba open its spillway gates on 22 January 2011 as a result of high water levels in the lake (Bulawayo News24, 2011). The high levels were a result of persistent summer rainfall in the Zambezi River Basin catchment area (Siavonga News, 2011). River authorities at Lake Kariba consider the maximum level for this time of the year to be 485 m, and the current water level in early 2011 was around 484.8 m. The Zambezi River Authority (ZRA) subsequently opened two spillway gates thereby increasing its discharge to around 3 000 m³/s. Opening of the spillway gates resulted in rising water levels and increased flooding further downstream. The relevant government authorities of Zimbabwe and Zambia issued flood warnings to districts adjacent to the lower Zambezi River, with district disaster managers alerting downstream communities and preparing for possible major flooding. These actions notwithstanding, the resulting flooding downstream resulted in loss of life and property.

The question we want to address next is, assuming the prediction technology introduced here had been developed and operationalised before the 2010/11 flooding of our study area, whether the prediction system would have been able to issue a warning months ahead of time for the likelihood of a particularly wet mid-summer (DJF) rainfall season to occur. The ECHAM4.5-MOM3-DC large-scale DJF 2010/11 forecasts produced at a 4-month lead-time (i.e. issued in August 2010) are subsequently downcaled to DJF rainfall at the CRU resolution over the study area. Figure 6 shows the probabilistic DJF rainfall forecast for the above-normal (>75th percentile of the climatological record) and below-normal (<25th percentile of the climatological record) rainfall categories that would have been predicted if the prediction system introduced here had been used. The larger area of the catchment is associated with increased probabilities of above-normal rainfall occurring during DJF. This forecast of a high likelihood of rainfall inundation is evidence that the skilful forecast system introduced here would have been able to predict with high confidence, 4 months ahead of time, an extremely wet mid-summer season in 2010/11. This forecast could have been useful to Lake Kariba managers who needed to plan months ahead of the rainy season, consequently leading to reduced losses suffered during the actual flooding season.

**DISCUSSION AND CONCLUSIONS**

Lake Kariba is the world’s largest artificial lake and reservoir by volume. The Lake Kariba catchment area has one of the most variable climates of any major river basin in Africa with an extreme range of conditions across the catchment and through time. The paper focuses on Lake Kariba due to its economic and social significance for the region. The importance of Lake Kariba motivated investigation of the predictability of seasonal rainfall totals over the catchment during the rainy season from September through April, by empirically downscaling the coarse-resolution output (~2.8°) of a state-of-the-art coupled ocean-atmosphere general circulation model (CGCM) to 0.5° resolution rainfall grids.

The seasonal rainfall forecast system produced retrospective forecasts for 14 years in a fashion that mimics a true operational setting, and the skill of the forecast system was subsequently determined over the independent period from 1995/96. The system has been found to be able to discriminate extremely

---

**Figure 5**

Cumulative profits over time if invested in the forecasts over the 14-year verification period. The years on the x-axis refer to the initialisation month of the forecasts.
interest and application without having to run expensive global models. This notion needs to be further developed, for example, for the actual streamflows into Lake Kariba.
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