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A quantum system is considered that can move in \( N \) two-body channels with the potentials that may include the Coulomb interaction. For this system, the Jost matrix is constructed in such a way that all its dependencies on the channel momenta and Sommerfeld parameters are factorized in the form of explicit analytic expressions. It is shown that the two remaining unknown matrices are single-valued analytic functions of the energy and therefore can be expanded in the Taylor series near an arbitrary point within the domain of their analyticity. It is derived a system of first-order differential equations whose solutions determine the expansion coefficients of these series. Alternatively, the unknown expansion coefficients can be used as fitting parameters for parametrizing experimental data similarly to the effective-range expansion. Such a parametrization has the advantage of preserving proper analytic structure of the Jost matrix and can be done not only near the threshold energies, but around any collision or even complex energy. As soon as the parameters are obtained, the Jost matrix (and therefore the \( S \)-matrix) is known analytically on all sheets of the Riemann surface, and thus enables one to locate possible resonances.

\( \textcopyright \) 2013 AIP Publishing LLC. [http://dx.doi.org/10.1063/1.4853855]

I. INTRODUCTION

The use of analytic functions is a common feature of the majority of physics theories. The knowledge of the general structure of these functions, such as the topology of the Riemann surface on which they are defined, the distribution of their singularities, etc., is of utmost importance for an adequate description of the observed phenomena. In the scattering theory, such knowledge enables one to deduce certain general properties of the physical system even without solving the dynamical equations.\textsuperscript{1}

The \( S \)-matrix of the scattering theory is not a single-valued function of the energy variable \( E \) even in the simplest case of a single-channel problem with a short-range potential. This is because it depends on the energy via the corresponding momentum \( k = \pm \sqrt{2\mu E/\hbar^2} \), which has two possible values (with \( \pm \)) for each point \( E \). As a result, the single-channel \( S(E) \) is a double-valued function and therefore is defined on a double-sheet Riemann surface with a square-root branching at the threshold energy \( E = 0 \). Furthermore, it is a meromorphic function of \( E \), i.e., it is analytic everywhere except for isolated poles corresponding to the spectral points (bound states and resonances). The bound and resonant state poles are on the physical and non-physical sheets of the Riemann surface, respectively.\textsuperscript{2}

For a single-channel problem with short-range forces, the “troublesome” dependence of the \( S \)-matrix on the momentum, that makes it double-valued, can be easily isolated. As it is shown, for example, in Ref. 3, in such a case the partial-wave \( S \)-matrix is

\[
S_{l}(E) = \frac{A_{l}(E) + ik^{2l+1}B_{l}(E)}{A_{l}(E) - ik^{2l+1}B_{l}(E)},
\]

(1)
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where \( A_\ell(E) \) and \( B_\ell(E) \) are single-valued analytic (i.e., entire) functions of \( E \), defined on a single complex plane. All the trouble with the branching stems from the factors \( k^{2\ell+1} \) that are odd powers of \( k \).

Knowing that \( A_\ell(E) \) and \( B_\ell(E) \) are smooth analytic functions, one can approximate them by a finite number of terms of the Taylor series. This is widely used, for example, in the form of the so-called effective-range expansion, where the ratio \( A_\ell(E)/B_\ell(E) = k^{2\ell+1} \cot \delta_\ell \) is expanded near the point \( E = 0 \) and the expansion coefficients serve as the free parameters to fit experimental data. Apparently, the expansions of \( A_\ell(E) \) and \( B_\ell(E) \) and a similar fitting procedure can be used not only near the threshold, but near any collision energy or even anywhere in the complex \( E \)-plane and, thanks to correct analytic structure of the \( S \)-matrix (1), its proper branching is always preserved.

For the \( N \)-channel problems, the topology of the Riemann surface becomes more and more complicated with the growth of the number of channels \( N \) (see Ref. 4). Indeed, the \( S \)-matrix depends on all the channel momenta

\[
k_n = \pm \sqrt{\frac{2\mu_n}{\hbar^2} (E - E_n)}, \quad n = 1, 2, \ldots, N,
\]

which are determined by the differences between the total energy \( E \) and the channel thresholds \( E_n \), as well as by the corresponding reduced masses \( \mu_n \). There are \( 2^N \) possible combinations of the signs in front of the \( N \) square roots (2). As a result, the \( S \)-matrix is defined on the Riemann surface consisting of \( 2^N \) sheets with a square-root branching at each threshold energy. The intricate topology of the (most simple) two-channel Riemann surface is schematically illustrated in Fig. 1.

In the past, much effort was spent to generalize the effective-range expansion as well as to derive something similar to Eq. (1) for the multi-channel problems. Most of the authors\(^5\)\(^{-10}\) tried to keep as much similarity with the traditional effective-range expansion as possible, i.e., to use the constructions involving \( \cot \delta \). As a result, their approaches are rather complicated and, strictly speaking, only applicable for real energies because the scattering phase shift \( \delta(E) \) has no meaning outside the real axis. An analog of the expression (1) for the two-channel problem was obtained in Ref. 11 and is known as the Dalitz-Tuan representation (see also Refs. 4 and 12). However, when \( N \geq 3 \), within the traditional approach based on the \( K \)-matrix, it becomes extremely difficult to obtain the \( S \)-matrix with correct branching at all the thresholds\(^4\),\(^13\).

As was emphasized in Ref. 14, the Jost matrix has a much more simpler analytic structure than the corresponding \( S \)-matrix. Indeed, in Eq. (1), for example, the numerator and denominator are the Jost functions taken with different signs of the momentum. In contrast to the \( S \)-matrix, they do not have poles (only zeros). If we expand the functions \( A_\ell(E) \) and \( B_\ell(E) \) in the Taylor series, the corresponding expansion for the \( S \)-matrix will be of the Padé type, which is known to have a wider range of validity. When constructing the generalized effective-range expansions, it is therefore much more convenient to deal with the Jost matrices rather than with the \( S \)-matrix or with something
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**FIG. 1.** Interconnections of the Riemann energy-sheets at the thresholds \( E_1 \) and \( E_2 \) for a two-channel \((N = 2)\) problem. The sheets \((\pm \pm)\) correspond to all possible combinations of the signs of \( \text{Im } k_n \). Each interconnection is shown for a full circle path around a threshold. On such a path the corresponding channel momentum changes its sign. The dots schematically show typical distribution of the spectral points.
that directly involves the phase-shifts. Earlier, similar ideas were suggested by Pupyshev\textsuperscript{15} who developed a perturbation theory based on the Maclaurin expansions of the functions closely related to the Jost functions.

Recently, within an alternative approach based on differential equations for the Jost matrix, a direct generalization was obtained of the representation (1) for an arbitrary number of channels with short-range interactions.\textsuperscript{16} The multi-channel $S$-matrix,

$$S(E) = f^{\text{out}}(E) \left[ f^{\text{in}}(E) \right]^{-1},$$

is the “ratio” of the Jost matrices whose matrix elements have the following structure ($m, n = 1, 2, \ldots, N$):

$$f_{mn}^{\text{in/out}}(E) = \frac{k_{m}^{\ell_{m}+1}}{k_{n}^{\ell_{n}+1}} A_{mn}(E) \mp ik_{m}^{\ell_{m}} k_{n}^{\ell_{n}+1} B_{mn}(E),$$

where $\ell_{m}$ are the channel angular-momenta and the energy dependent matrices $A(E)$ and $B(E)$ are the entire functions of $E$, i.e., all the trouble with the branching is isolated in the momentum-dependent coefficients. This representation was successfully used to fit two-channel scattering data at the energies far away from the thresholds and thus to recover the parameters of the nearby resonances.\textsuperscript{17}

In the present paper, we further generalize the representations (3) and (4) by considering the systems of charged particles, i.e., we assume that in addition to the short-range part, the potential may include a Coulomb tail. For the sake of clarity, we first modify the single-channel representation (1) by adding the Coulomb potential, and then do the same for an arbitrary number of channels.

\section{II. SINGLE-CHANNEL PROBLEM}

Consider a single channel problem for a particle of mass $\mu$ moving in a spherically symmetric potential that is a sum of a short-range and a Coulomb terms. In general, any potential with a Coulombic tail can be written as such a sum by adding and subtracting an appropriate pure Coulomb potential.

After standard separation of the angular dependence, the radial Schrödinger equation reads

$$\left[ \frac{\partial^{2}}{\partial r^{2}} + k^{2} - \frac{\ell(\ell + 1)}{r^{2}} - V(r) - \frac{2k\eta}{r} \right] u_{\ell}(E, r) = 0,$$

where $k = \sqrt{2\mu E/\hbar^{2}}$ is the momentum corresponding to the energy $E$, $\ell$ is the angular momentum, $V(r)$ is the short-range part of the potential, and

$$\eta = \frac{\mu e^{2} Z_{1} Z_{2}}{k \hbar^{2}}$$

is the Sommerfeld parameter corresponding to the electric force between two particles of the charges $eZ_{1}$ and $eZ_{2}$.

\subsection{A. Jost functions}

When $r \to \infty$, the potential $V(r)$ vanishes and the general solution of Eq. (5) becomes a linear combination of the regular and irregular Coulomb functions $F_{\ell}(\eta, kr)$ and $G_{\ell}(\eta, kr)$. Keeping this in mind, we look for $u_{\ell}(E, r)$ as their linear combination at all distances,

$$u_{\ell}(E, r) = F_{\ell}(\eta, kr) A_{\ell}(E, r) + G_{\ell}(\eta, kr) B_{\ell}(E, r),$$

where the unknown functions $A_{\ell}(E, r)$ and $B_{\ell}(E, r)$ become $r$-independent at large distances (beyond the range of the potential $V$). Actually, this way of solving differential equations is known in mathematics as the variation of parameters method.\textsuperscript{18} Substituting the ansatz (7) in Eq. (5), we obtain an equivalent system of first-order differential equations (the details can be found in Refs. 19 and 20) for the unknown functions $A_{\ell}(E, r)$ and $B_{\ell}(E, r)$,

$$\partial_{r} A_{\ell} = \frac{1}{k} G_{\ell} V (F_{\ell} A_{\ell} + G_{\ell} B_{\ell}),$$

$$\partial_{r} B_{\ell} = -\frac{1}{k} F_{\ell} V (F_{\ell} A_{\ell} + G_{\ell} B_{\ell}).$$
\[ \partial_r B_\ell = -\frac{1}{k} F_\ell V (F_\ell A_\ell + G_\ell B_\ell) , \]  
\[ \text{where we dropped the variable symbols (E, r) for the sake of clarity. The boundary conditions for these equations follow from the fact that } u_\ell(E, r) \text{ is the physical wave function and therefore must be regular at } r = 0. \text{ The simplest choice that guarantees its regularity is} \]
\[ A_\ell(E, 0) = 1 , \quad B_\ell(E, 0) = 0 . \]
In principle, for \( A_\ell(E, 0) \) we can use any \( E \)-dependent value. However, as it will be seen later, we need \( E \)-independent boundary conditions in order to use the Poincaré theorem.

Therefore, near the origin, our solution behaves exactly like the regular Coulomb function,
\[ u_\ell(E, r) \rightarrow F_\ell(\eta, kr) \rightarrow C_\ell(\eta)(kr)^{\ell+1} , \]
where
\[ C_\ell(\eta) = \frac{\ell!}{\Gamma(2\ell + 2)} |\Gamma(\ell + 1 \pm i\eta)| \]
is the Coulomb barrier factor. In order to define the Jost function, we need another solution known as the regular solution\(^2\) and behaving near the origin exactly like the Riccati-Bessel function \( j_\ell(kr) \),
\[ \phi_\ell(E, r) \rightarrow j_\ell(kr) \rightarrow (kr)^{\ell+1} , \]
Comparing (11) and (13), we see that \( u_\ell \) and \( \phi_\ell \) differ by an energy dependent factor,
\[ \phi_\ell(E, r) = \frac{1}{C_\ell(\eta)(2\ell + 1)!}|u_\ell(E, r)| . \]
The Jost functions \( f_\ell^{(\text{in})}(E) \) and \( f_\ell^{(\text{out})}(E) \) are the amplitudes of the incoming and outgoing spherical waves in the asymptotic behaviour of the regular solution (see, for example, Ref. 2),
\[ \phi_\ell(E, r) \rightarrow h_\ell^{(--)}(kr)e^{\eta\ln 2kr} f_\ell^{(\text{in})}(E) + h_\ell^{(+-)}(kr)e^{-\eta\ln 2kr} f_\ell^{(\text{out})}(E) , \]
where
\[ h_\ell^{(\pm)}(kr) = j_\ell(kr) \pm iy_\ell(kr) \rightarrow \mp i \exp \left\{ \pm i \left( kr - \frac{\ell\pi}{2} \right) \right\} \]
are the Riccati-Hankel functions, which are the zero-charge limits (\( \eta \to 0 \)) of the corresponding Coulomb functions
\[ H_\ell^{(\pm)}(\eta, kr) = F_\ell(\eta, kr) \mp i G_\ell(\eta, kr) \rightarrow \mp i \exp \left\{ \pm i \left( kr - \eta \ln(2kr) - \frac{\ell\pi}{2} + \sigma_\ell \right) \right\} , \]
where
\[ \sigma_\ell = \arg \Gamma(\ell + 1 + i\eta) \]
is the pure Coulomb phase-shift. Using these Coulomb spherical waves, we can rewrite Eq. (15) as
\[ \phi_\ell(E, r) \rightarrow H_\ell^{(--)}(\eta, kr)e^{i\sigma_\ell} f_\ell^{(\text{in})}(E) + H_\ell^{(+-)}(\eta, kr)e^{-i\sigma_\ell} f_\ell^{(\text{out})}(E) . \]
Introducing the linear combinations of the unknown functions \( A_\ell \) and \( B_\ell \),
\[ F_\ell^{(\text{in/out})}(E, r) = \frac{1}{2} \left[ A_\ell(E, r) \mp i B_\ell(E, r) \right] , \]
which become \( r \)-independent at large distances in the same way as the functions \( A_\ell \) and \( B_\ell \) do, we have
\[ u_\ell(E, r) = H_\ell^{(--)}(\eta, kr)F_\ell^{(\text{in})}(E, r) + H_\ell^{(+-)}(\eta, kr)F_\ell^{(\text{out})}(E, r) \]
\[ \rightarrow r \to \infty H_\ell^{(--)}(\eta, kr)F_\ell^{(\text{in})}(E, \infty) + H_\ell^{(+-)}(\eta, kr)F_\ell^{(\text{out})}(E, \infty) , \]
and therefore form Eqs. (14) and (19) it follows that
\[ f_{\ell}^{(\text{in/ out})}(E) = \lim_{r \to \infty} \frac{e^{\pm i\sigma_{\ell}}}{C_{\ell}(\eta)(2\ell + 1)!!} f_{\ell}^{(\text{in/ out})}(E, r) . \] (22)

The boundary conditions (10) and the definitions (20) give \( f_{\ell}^{(\text{in/ out})}(E, 0) = 1/2 \). In the pure Coulomb case (\( V \equiv 0 \)) the right-hand sides of Eqs. (8) and (9) are identical zeros and therefore the asymptotic values of \( f_{\ell}^{(\text{in/ out})} \) are the same as at the origin. This means that the pure Coulomb Jost functions and the \( S \)-matrix are
\[ f_{\ell}^{(\text{in/ out})}(E) = \frac{e^{\pm i\sigma_{\ell}}}{2C_{\ell}(\eta)(2\ell + 1)!!} = \frac{e^{\mp \eta/2(2\ell)!!}}{2\ell + 1\Gamma(\ell + 1 \pm i\eta)} , \] (23)
\[ S_{\ell}(E) = \frac{\Gamma(\ell + 1 + i\eta)}{\Gamma(\ell + 1 - i\eta)} = e^{2i\sigma_{\ell}} . \] (24)

B. Analytic structure

In Ref. 21, by Lambert, it was shown that the Coulomb functions can be factorized as follows:
\[ F_{\ell}(\eta, kr) = D_{\ell}(\eta, k) F_{\ell}(E, r) , \] (25)
\[ G_{\ell}(\eta, kr) = M(\eta) D_{\ell}(\eta, k) F_{\ell}(E, r) + \frac{k}{D_{\ell}(\eta, k)} G_{\ell}(E, r) , \] (26)
where \( \tilde{F}_{\ell}(E, r) \) and \( \tilde{G}_{\ell}(E, r) \) are entire (analytic and single-valued) functions of the energy variable \( E \), while the complicated \( k \)-dependence, that makes the Coulomb functions multi-valued, is explicitly isolated via the factors
\[ D_{\ell}(\eta, k) = C_{\ell}(\eta)k^{\ell+1} , \quad M(\eta) = \frac{2\eta h(\eta)}{C_{\ell}(\eta)} , \] (27)
with
\[ h(\eta) = \frac{1}{2} [\psi(i\eta) + \psi(-i\eta)] - \ln \hat{\eta} , \quad \psi(z) = \frac{\Gamma'(z)}{\Gamma(z)} , \quad \hat{\eta} = \frac{\mu e^2|Z_1 Z_2|}{kh^2} . \] (28)

Explicit expressions for the functions \( \tilde{F}_{\ell}(E, r) \) and \( \tilde{G}_{\ell}(E, r) \) are obtained in Ref. 22 and in a compact form are given in Appendix B of Ref. 23.

Using the Lambert representation, (25) and (26), we can re-write the radial wave function (7) as
\[ u_{\ell} = F_{\ell} A_{\ell} + G_{\ell} B_{\ell} = D_{\ell}(\tilde{F}_{\ell} \tilde{A}_{\ell} + \tilde{G}_{\ell} \tilde{B}_{\ell}) , \] (29)
where the “tilded” unknown functions \( \tilde{A}_{\ell} \) and \( \tilde{B}_{\ell} \) are defined by the following equations:
\[ \tilde{A}_{\ell}(E, r) = A_{\ell}(E, r) + M(\eta)B_{\ell}(E, r) , \] (30)
\[ \tilde{B}_{\ell}(E, r) = \frac{k}{D_{\ell}(\eta, k)} B_{\ell}(E, r) . \] (31)

With the help of Eqs. (25), (26), and (29) the differential equations (8) and (9) take the form
\[ \partial_{r} A_{\ell} = \left( \frac{MD_{\ell}^2}{k} \tilde{F}_{\ell} + \tilde{G}_{\ell} \right) V(\tilde{F}_{\ell} \tilde{A}_{\ell} + \tilde{G}_{\ell} \tilde{B}_{\ell}) , \] (32)
\[ \partial_{r} B_{\ell} = -\frac{D_{\ell}^2}{k} \tilde{F}_{\ell} V(\tilde{F}_{\ell} \tilde{A}_{\ell} + \tilde{G}_{\ell} \tilde{B}_{\ell}) . \] (33)

Multiplying Eq. (33) by \( M \) and adding the result with Eq. (32) and then multiplying Eq. (33) by \( k/D_{\ell}^2 \), we obtain
\[ \partial_{r} \tilde{A}_{\ell}(E, r) = \tilde{G}_{\ell}(E, r)V(r) [\tilde{F}_{\ell}(E, r)\tilde{A}_{\ell}(E, r) + \tilde{G}_{\ell}(E, r)\tilde{B}_{\ell}(E, r)] , \] (34)
The most important feature of these new differential equations is the fact that all their coefficients are entire functions of the parameter $E$ for any finite value of $r$. Moreover, the boundary conditions,

$$\tilde{A}(E, 0) = 1, \quad \tilde{B}(E, 0) = 0,$$

that immediately follow from (10) and (30), (31), do not depend on $E$. According to the Poincaré theorem (see also Ref. 25), the solutions of Eqs. (34) and (35), i.e., the functions $\tilde{A}(E, r)$ and $\tilde{B}(E, r)$, are analytic and single-valued functions of $E$.

What we actually need is the asymptotic values of $\tilde{A}(E, r)$ and $\tilde{B}(E, r)$ at large distances. Indeed, combining Eqs. (20), (22) and (30), (31), we see that the Jost functions (for a short-range plus a Coulomb potential) have the following structure:

$$f_{\ell}^{(in/out)}(E) = \frac{e^{\frac{\pi i \sigma}{2}}}{2C(2\ell + 1)!} \left\{ \tilde{A}(E, \infty) - \left[ \frac{2\eta \hbar(\eta)}{C_0^2(\eta)} \pm i \right] C_0^2(\eta) k^{2\ell + 1} \tilde{B}(E, \infty) \right\}. \quad (37)$$

Taking the limit $r \to \infty$ in Eqs. (34) and (35) is a delicate procedure. When $E$ is a real scattering energy, everything is simple: both the regular and irregular Coulomb functions on the right-hand sides of these equations are oscillating with finite amplitudes. Thanks to this, the short-range potential $V(r)$ causes the right-hand sides vanish very fast with growing $r$.

However, if $E$ is complex, the Coulomb functions (which can always be written as linear combinations of the functions (17)) become exponentially growing, which may cause the divergence. This difficulty and a way to go around it were discussed in Refs. 16 and 26, where differential equations similar to (34) and (35) were obtained. It was shown that the solutions of these equations at $r \to \infty$ remain holomorphic functions of $E$ within a domain $D$ along the positive real axis. The shape and width of $D$ are determined by the character of $V(r)$. In particular, for an exponentially falling potential $V(r)$, this domain is of a parabolic type, $\mathrm{Re}E \sim (\mathrm{Im}E)^2$. In any case, the functions $\tilde{A}(E, \infty)$ and $\tilde{B}(E, \infty)$ can always be analytically continued outside the domain $D$ by using complex rotation of the coordinate, $r \to re^{i\theta}$, which causes the $D$ to turn as is schematically shown in Fig. 2. We therefore can conclude that in the analytic structure (37), the functions $\tilde{A}(E, \infty)$ and $\tilde{B}(E, \infty)$ are holomorphic (at least) in a wide domain around the positive real axis, which means at all points of practical interest, where Eq. (37) could be used to describe scattering processes and resonances.

1. Short-range plus attractive Coulomb potential

In all the derivation throughout the paper, we assume that the charges $Z_1 e$ and $Z_2 e$ have arbitrary signs, i.e., the Coulomb potential can be either attractive or repulsive. A pure Coulomb potential with $Z_1 Z_2 < 0$ always generates the hydrogen-like spectrum of the bound state energies,

$$E_n^c = -\frac{|Z_1 Z_2|^2 \mu e^d}{2\hbar^2 n^2}, \quad (38)$$

![FIG. 2. Schematically shown domain $D$ (within the parabola) where the functions $\tilde{A}(E, \infty)$ and $\tilde{B}(E, \infty)$ are holomorphic, for an exponentially falling potential $V(r)$. The dashed curve shows what happens to $D$, when the coordinate is rotated, $r \to e^{i\theta} r$ with $\theta > 0.$]
where the principal quantum number, \( n = 1, 2, 3, \ldots \), is composed of the radial quantum number \( n_r = 0, 1, 2, \ldots \) and the orbital number \( \ell = 0, 1, 2, \ldots \),

\[
n = n_r + \ell + 1.
\]  

(39)

At all these energies, the Sommerfeld parameter is pure imaginary,

\[
\eta_n = in,
\]

which makes singular the denominator on the right-hand side of Eq. (23) for the Jost function \( f^{\text{c(in)}}_\ell(E) \),

\[
\Gamma(\ell + 1 + i\eta_n) = \Gamma(\ell + 1 - n) = \Gamma(-n_r) = \infty. \quad n_r = 0, 1, 2, \ldots
\]

Therefore, (as is expected) the spectral points (38) correspond to the zeros of \( f^{\text{c(in)}}_\ell(E) \) and to the poles of the corresponding S-matrix (24).

Apparently, if a short-range potential is added to an attractive Coulomb potential, the Coulombic bound-state spectrum is somehow modified. In this connection, the structure of the Jost function \( f^{\text{c(in)}}_\ell(E) \), given by Eq. (37), may cause confusion. Indeed, rewriting this equation as

\[
f^{\text{c(in)}}_\ell(E) = f^{\text{c(in)}}_\ell(E) \left\{ \tilde{A}_\ell(E, \infty) - \left[ \frac{2\eta \hbar(\eta)}{C_0(\eta)} + i \right] C_2(\eta) k^{2\ell+1} \tilde{B}_\ell(E, \infty) \right\},
\]

(40)

one may erroneously conclude that the Jost function \( f^{\text{c(in)}}_\ell(E) \) always has zeros at the hydrogen-like energies (38), independently of the choice of the short-range potential, because the pure Coulomb Jost function is a factor in (40). It is however not difficult to see that the other factor in Eq. (40), i.e., the expression in the curly brackets, is singular at the energies (38),

\[
f^{\text{c(in)}}_\ell(E_n^0) = 0 \times \left\{ \tilde{A}_\ell - \left[ \frac{\infty}{\infty} + i \right] \times \infty \times k_n^{2\ell+1} \tilde{B}_\ell \right\}.
\]

In the Appendix, it is shown that these singularities and the zero cancel each other in such a way that the Jost function (40) is finite and generally non-zero at the Coulomb energies (38),

\[
f^{\text{c(in)}}_\ell(E_n^0) = 0 \times \infty = \text{const} \left\{ \begin{array}{ll} \neq 0 \\ \neq \infty \end{array} \right\}.
\]

(41)

Of course some of the spectral points of the total potential may accidentally coincide with the pure Coulomb spectral points, and thus \( f^{\text{c(in)}}_\ell(E_n^0) = 0 \) at them. This, however, is only possible if \( \tilde{B}_\ell(E_n^0, \infty) = 0 \), which in general is not the case.

Therefore, the factorized representation (37) of the Jost functions is valid even when the Coulombic part of the total potential is attractive. However, when using it near the spectral points of the pure Coulomb potential, one should do it with care because the singularities cancel each other at these points. In formal derivations this fact does not pose any problem. But in numerical calculations the cancelation of singularities is always a source of errors. In such a case, it is needed to replace the Jost function with its approximate expression (A11), which is valid near a Coulombic spectral point \( E_n^0 \).

**C. Power-series expansions**

The fact that \( \tilde{A}_\ell(E, r) \) and \( \tilde{B}_\ell(E, r) \) are holomorphic functions of the energy means that they can be expanded in the Taylor series,

\[
\tilde{A}_\ell(E, r) = \sum_{n=0}^{\infty} \alpha_n(\ell, E_0, r)(E - E_0)^n,
\]

\[
\tilde{B}_\ell(E, r) = \sum_{n=0}^{\infty} \beta_n(\ell, E_0, r)(E - E_0)^n,
\]

(42)

(43)
around an arbitrary point \( E_0 \) within the domain \( D \) of the complex \( E \)-plane (for a finite \( r \), this domain is whole complex plane). In order to find the expansion coefficients, \( \alpha_n \) and \( \beta_n \), we do the expansions of the Coulomb functions,

\[
F_\ell(E, r) = \sum_{n=0}^{\infty} \phi_n(\ell, E_0, r)(E - E_0)^n, \tag{44}
\]

\[
G_\ell(E, r) = \sum_{n=0}^{\infty} \gamma_n(\ell, E_0, r)(E - E_0)^n, \tag{45}
\]

around the same point \( E_0 \), and substitute Eqs. (42)–(45) into the differential equations (34) and (35). Equalizing the coefficients of the same powers of \((E - E_0)\), we obtain

\[
\partial_r \alpha_n = \sum_{i+j+k=n} \gamma_i V(\psi_j \alpha_k + \gamma_j \beta_k), \tag{46}
\]

\[
\partial_r \beta_n = -\sum_{i+j+k=n} \psi_i V(\psi_j \alpha_k + \gamma_j \beta_k), \quad n = 0, 1, 2, \ldots, \tag{47}
\]

with simple boundary conditions,

\[
\alpha_n(\ell, E_0, 0) = \delta_{n0}, \quad \beta_n(\ell, E_0, 0) = 0, \quad \forall \ n, \ell, E_0. \tag{48}
\]

After finding several coefficients \( \alpha_n(\ell, E_0, \infty) \) and \( \beta_n(\ell, E_0, \infty) \), we obtain power-series expansions of the Jost functions (37) near a chosen point \( E_0 \), and through them the corresponding approximation of the \( S \)-matrix (3). Such an expansion can be considered as a generalized effective-range series.

The coefficients \( \alpha_n \) and \( \beta_n \) could be obtained either by solving differential equations (46) and (47), or alternatively by fitting some scattering data near \( E_0 \). In the latter case, these coefficients serve as the free parameters. In both approaches, the approximate \( S \)-matrix has proper analytic structure and is valid near \( E_0 \) on all sheets of the Riemann surface.

### D. Effective-range expansion

The standard effective-range series can be obtained by putting \( E_0 = 0 \) and considering real positive (collision) energies \( E \), for which it is meaningful to introduce the scattering phase-shift. In such a case, the functions \( \tilde{A}_\ell(E, \infty) \) and \( \tilde{B}_\ell(E, \infty) \) are real. This means that the numerator and denominator of the \( S \)-matrix,

\[
S_\ell(E) = \frac{\tilde{A}_\ell - \left( \frac{2\eta h}{C_0^2} - i \right) C_\ell^2 k^{2\ell+1} \tilde{B}_\ell}{\tilde{A}_\ell - \left( \frac{2\eta h}{C_0^2} + i \right) C_\ell^2 k^{2\ell+1} \tilde{B}_\ell} e^{2i\alpha_\ell}, \tag{49}
\]

are complex conjugates to each other, i.e., they have the same absolute value, but the opposite signs of the phase:

\[
\delta^\kappa_\ell = \arg \left[ \tilde{A}_\ell - \left( \frac{2\eta h}{C_0^2} - i \right) C_\ell^2 k^{2\ell+1} \tilde{B}_\ell \right]. \tag{50}
\]

This gives

\[
S_\ell = e^{2i\delta^\kappa_\ell} e^{2i\alpha_\ell}, \tag{51}
\]
and

$$\cot \delta^c_k = \frac{\text{Re} \left[ \tilde{A}_k - \frac{2\eta h}{C_0} - i \right] C_k^2 k^{2\ell+1} \tilde{B}_k}{\text{Im} \left[ \tilde{A}_k - \frac{2\eta h}{C_0} - i \right] C_k^2 k^{2\ell+1} \tilde{B}_k} = \frac{\tilde{A}_k - \frac{2\eta h}{C_0} C_k^2 k^{2\ell+1} \tilde{B}_k}{C_k^2 k^{2\ell+1} \tilde{B}_k}.$$  

Finally, we obtain the standard expansion,

$$\left( \cot \delta^c_k + \frac{2\eta h}{C_0} \right) C_k^2 k^{2\ell+1} = \frac{\alpha_0 + \alpha_1 E + \alpha_2 E^2 + \cdots}{\beta_0 + \beta_1 E + \beta_2 E^2 + \cdots},$$  

where the series on the right-hand side can be easily divided and the resulting coefficients related to the standard scattering length, effective radius, etc.

### III. MULTI-CHANNEL PROBLEM

For a physical system that can move in $N$ channels, we have a system of $N$ coupled radial Schrödinger equations (the details can be found in Refs. 2 and 4 as well as in Refs. 16, 27, and 28),

$$\left[\frac{d^2}{dr^2} + k_n^2 - \frac{\ell_n(\ell_n + 1)}{r^2} - \frac{2\eta \eta_n}{r} \right] u_n(E, r) = \sum_{n'=1}^{N} V_{nn'}(r) u_{n'}(E, r),$$

where the channel momenta $k_n$ ($n = 1, 2, \ldots, N$) are given by Eq. (2) and the potentials $V_{nn'}(r)$ are assumed to be of a short range. A solution of this system is a column $(u_1, u_2, \ldots, u_N)^T$, each entry of which describes the motion in an individual channel. There are $2N$ linearly independent solutions of this kind and only half of them are regular at $r = 0$. Combining the regular columns in a square matrix (where the second subscript labels different solutions),

$$U(E, r) = \begin{pmatrix} u_{11} & u_{12} & \ldots & u_{1N} \\ u_{21} & u_{22} & \ldots & u_{2N} \\ \vdots & \vdots & \ldots & \vdots \\ u_{N1} & u_{N2} & \ldots & u_{NN} \end{pmatrix},$$

we obtain the so called fundamental matrix of regular solutions (the basis). Any physical solution is a linear combination of its columns.

### A. Jost matrix

At large distances ($r \to \infty$), where the right-hand sides of Eq. (53) vanish, they decouple and become pure Coulomb equations. Formally, we can still consider these equations as a system, which has $2N$ linearly independent solutions. When $r \to \infty$, there is no requirement of regularity and therefore the full basis consists of all $2N$ linearly independent column-solutions of the system of Coulomb equations. Of course, the choice of them is not unique. For us, it is convenient to choose either the pair of the diagonal square matrices

$$F(E, r) = \text{diag} \left\{ F_{\ell_1}(\eta_1, k_1 r), F_{\ell_2}(\eta_2, k_2 r), \ldots, F_{\ell_N}(\eta_N, k_N r) \right\},$$

$$G(E, r) = \text{diag} \left\{ G_{\ell_1}(\eta_1, k_1 r), G_{\ell_2}(\eta_2, k_2 r), \ldots, G_{\ell_N}(\eta_N, k_N r) \right\},$$

or their linear combinations

$$H^{(\pm)}(E, r) = F(E, r) \mp i G(E, r),$$

which are diagonal matrices of the Coulomb spherical waves (17).
By analogy with Eq. (7), we look for the fundamental matrix (54) in the form
\[ U(E, r) = F(E, r)A(E, r) + G(E, r)B(E, r) \] (58)
and, substituting it into the Schrödinger equation (53), obtain the following differential equations for the unknown square matrices \( A \) and \( B \):
\[ \partial_r A = K^{-1}GV (FA + GB) , \] (59)
\[ \partial_r B = -K^{-1}FV (FA + GB) , \] (60)
where \( K \) is the diagonal matrix of the channel momenta,
\[ K = \text{diag} \{ k_1, k_2, \ldots, k_N \} , \] (61)
and \( V \) is the potential matrix that appears on the right-hand side of Eq. (53). Since \( U(E, r) \) is regular at \( r = 0 \), the boundary conditions can be chosen as follows:
\[ A(E, 0) = I , \quad B(E, 0) = 0 , \] (62)
which is a direct generalization of the single-channel conditions (10). With the conditions (62), the fundamental matrix behaves near the origin as
\[ U(E, r) \rightarrow F(E, r) \rightarrow C \text{ diag} \{ (k_1 r^{\ell+1}, (k_2 r)^{\ell+1}, \ldots, (k_N r)^{\ell+1} \} , \] (63)
where \( C \) is the diagonal matrix:
\[ C = \text{diag} \{ C_{\ell_1}(\eta_1), C_{\ell_2}(\eta_2), \ldots, C_{\ell_N}(\eta_N) \} . \] (64)
Similarly to the single-channel case, we consider another fundamental matrix of regular solutions, which differs from \( U \) by a constant factor,
\[ \Phi(E, r) = C^{-1}L^{-1}U(E, r) \rightarrow \text{ diag} \{ j_{\ell_1}(k_1 r), j_{\ell_2}(k_2 r), \ldots, j_{\ell_N}(k_N r) \} , \] (65)
where we introduced yet another diagonal matrix:
\[ L = \text{diag} \{ (2\ell_1 + 1)!!, (2\ell_2 + 1)!!, \ldots, (2\ell_N + 1)!! \} . \] (66)
Matrix \( \Phi \) is the one, which is used to define the Jost matrices. Each column of \( \Phi \) is a solution of the original system of differential equations (53). Therefore, at large distances it can be written as a linear combination of \( 2N \) columns of the basis, i.e., the columns of the matrices \( H^{(-)} \) and \( H^{(+)} \).

The combination coefficients can be combined in two square matrices, which gives
\[ \Phi(E, r) \rightarrow H^{(-)}(E, r)\sigma^{(+)} f^{(\text{in})}(E) + H^{(+)}(E, r)\sigma^{(-)} f^{(\text{out})}(E) , \] (67)
with
\[ \sigma^{(\pm)} = \text{diag} \{ e^{\pm i\sigma_{\ell_1}}, e^{\pm i\sigma_{\ell_2}}, \ldots, e^{\pm i\sigma_{\ell_N}} \} . \] (68)
Actually, the Jost matrices \( f^{(\text{in/out})}(E) \) consist of those combination coefficients. Each element of these matrices has two subscripts: one to show which column of \( \Phi \) is expanded, and the other to indicate which column of the basis is multiplied and added to the combination. On the other hand, the elements of the Jost matrices can be viewed as the amplitudes of the in-coming and out-going spherical waves for each column of \( \Phi \) in each channel.

By analogy with Eq. (20), we introduce the linear combinations of the unknown matrices \( A \) and \( B \),
\[ \mathcal{F}^{(\text{in/out})}(E, r) = \frac{1}{2} [ A(E, r) \mp i B(E, r) ] , \] (69)
which gives
\[ U(E, r) \rightarrow H^{(-)}(E, r)\mathcal{F}^{(\text{in})}(E, r) + H^{(+)}(E, r)\mathcal{F}^{(\text{out})}(E, r) \] (70)
\[ \rightarrow H^{(-)}(E, r)\mathcal{F}^{(\text{in})}(E, \infty) + H^{(+)}(E, r)\mathcal{F}^{(\text{out})}(E, \infty) , \]
and therefore
\[
\mathcal{F}^{(\text{in/out})}(E) = \lim_{r \to \infty} C^{-1} L^{-1} \sigma^{(\infty)} \mathcal{F}^{(\text{in/out})}(E, r).
\]  
(71)

**B. Analytic structure**

Using the Lambert representation, (25) and (26), we can factorize the diagonal Coulomb matrices (55) and (56) as follows:

\[ F = D \bar{F}, \]  
(72)

\[ G = M D \bar{F} + K D^{-1} \bar{G}, \]  
(73)

where

\[ D = \text{diag} \left\{ C_{\sigma_1}(\eta_1)k_1^{\ell_1+1}, C_{\sigma_2}(\eta_2)k_2^{\ell_2+1}, \ldots, C_{\sigma_N}(\eta_N)k_N^{\ell_N+1} \right\}, \]  
(74)

\[ M = \text{diag} \left\{ \frac{2\eta_1 h(\eta_1)}{C_0^2(\eta_1)}, \frac{2\eta_2 h(\eta_2)}{C_0^2(\eta_2)}, \ldots, \frac{2\eta_N h(\eta_N)}{C_0^2(\eta_N)} \right\}, \]  
(75)

and the diagonal matrices \( \bar{F}(E, r) \) and \( \bar{G}(E, r) \) are entire functions of \( E \).

It should be noted that most of the auxiliary matrices that we introduced are diagonal and therefore commute with each other. This fact is used in further derivations.

Let us transform the unknown matrices \( A \) and \( B \) as follows:

\[ \bar{A} = DAD^{-1} + MDDB^{-1}, \]  
(76)

\[ \bar{B} = KD^{-1}BD^{-1}, \]  
(77)

which generalizes the corresponding single-channel transformation (30) and (31). Using the inverse transformation,

\[ A = D^{-1} \bar{A}D - MK^{-1}DBD, \]  
(78)

\[ B = K^{-1}DBD, \]  
(79)

it is easy to see that

\[ U = FA + GB = (\bar{F} \bar{A} + \bar{G} \bar{B}) D, \]

and therefore Eqs. (59) and (60) take the form

\[ \partial_r A = K^{-1} GV(\bar{F} \bar{A} + \bar{G} \bar{B}) D, \]  
(80)

\[ \partial_r B = -K^{-1} FV(\bar{F} \bar{A} + \bar{G} \bar{B}) D. \]  
(81)

The transformation (76) and (77) shows us how to combine Eqs. (80) and (81) in order to have on the left-hand sides the derivatives \( \partial_r \bar{A} \) and \( \partial_r \bar{B} \). Multiplying these equations by appropriate operators, we get rid of all the “troublesome” factors (non-holomorphic or causing the branching), and obtain

\[ \partial_r \bar{A}(E, r) = \bar{G}(E, r)V(r) \left[ \bar{F}(E, r)\bar{A}(E, r) + \bar{G}(E, r)\bar{B}(E, r) \right], \]  
(82)

\[ \partial_r \bar{B}(E, r) = -\bar{F}(E, r)V(r) \left[ \bar{F}(E, r)\bar{A}(E, r) + \bar{G}(E, r)\bar{B}(E, r) \right], \]  
(83)

which is the matrix generalization of the single-channel equations (34) and (35). The boundary conditions,

\[ \bar{A}(E, 0) = I, \quad \bar{B}(E, 0) = 0, \]  
(84)
remain simple and energy-independent. Therefore, in the same way as we did it in the single-channel case, we can use the Poincaré theorem. Actually, everything what was said in Sec. II B about the single-channel functions \( \tilde{A}_j(E, \infty) \) and \( \tilde{B}_j(E, \infty) \) remains valid for the matrices \( \tilde{A}(E, \infty) \) and \( \tilde{B}(E, \infty) \). They are analytic single-valued functions of \( E \) within the domain \( D \) along the real positive axis.

Therefore, we have established that within the domain \( D \), the multi-channel Jost matrices, for a combination of the Coulomb and short-range interactions, have the following analytic structure:

\[
\tilde{f}^{(\text{in/out})} = \left( \frac{1}{2} C^{-1} L^{-1} \alpha^{(++)} \right) \left[ D^{-1} \tilde{A} D - (M \pm i) K^{-1} D \tilde{B} D \right]. \tag{85}
\]

In the explicit form for their matrix elements this reads (\( m, n = 1, 2, \ldots, N \)):

\[
f^{(\text{in/out})}_{mn}(E) = \frac{e^{-\eta_m/2} \ell_m!}{2 \Gamma(\ell_m + 1 + \pm i \eta_m)} \left[ \begin{array}{c}
\tilde{C}_{\ell_m}(\eta_m) k_{m}^{\ell_m+1} \\
\tilde{C}_{\ell_m}(\eta_m) k_{m}^{\ell_m+1}
\end{array} \right] \tilde{A}_{mn}(E, \infty) - \left[ \begin{array}{c}
\tilde{C}_{\ell_m}(\eta_m) k_{m}^{\ell_m+1} \\
\tilde{C}_{\ell_m}(\eta_m) k_{m}^{\ell_m+1}
\end{array} \right] \tilde{B}_{mn}(E, \infty). \tag{86}
\]

The \( S \)-matrix can be obtained by calculating the product (3). It is easy to check that for neutral particles (\( \eta \rightarrow 0 \)), we come back to the structure given by Eq. (4).

### 1. Attractive Coulomb forces

Consider the case when the multi-channel potential involves (at least in one channel) a combination of a short-range and an attractive Coulomb forces. In that particular channel (or channels) the pure Coulomb part of the potential generates the hydrogen-like spectrum of bound states (38). If there are several channels with attractive Coulomb forces, their pure Coulombic spectral points, generally speaking, do not coincide because the corresponding binding energies are counted from different thresholds and the charges as well as the reduced masses are usually different in different channels. An example, when the Coulomb attraction is present in the third and the fourth channels, is schematically shown in Fig. 3. Of course some coincidences may happen (when the channel thresholds are too close to each other), but they do not affect the reasoning given below.

If the complex variable \( E \) is not close to one of the pure Coulombic spectral points, the factorized representations (86) can be used as they are, without any difficulties. If, however, the energy approaches one of these spectral points, the representations (86) have the same \( 0 \times \infty \) uncertainty as is discussed in Sec. II B 1 and in the Appendix.

Suppose the energy \( E \) is close to a Coulombic spectral point in the channel \( j \). If the Coulombic spectral points in different channels do not coincide, then only one row (\( n = j \)) and one column (\( m = j \)) of the matrices (86) are affected. These row and column are always crossed at the diagonal (\( n = m = j \)).

The diagonal element of (86) has exactly the same structure as the single-channel Jost function (40), and thus the uncertainty \( 0 \times \infty \) for it is resolved in the same way. For the off-diagonal elements

![FIG. 3. Schematically shown pure Coulomb spectral points in the third and fourth channels (below the corresponding thresholds).](image)
of the row (when the singularities are associated with the left-hand side subscript), we have

\[ f_{mn}^{\text{(in/out)}}(E_n + \delta) \xrightarrow{\delta \to 0} \text{const} \frac{1}{\sqrt{\frac{1}{\delta}}} \frac{\text{const}}{\sqrt{1/\delta}} \xrightarrow{\delta \to 0} 0, \]

where \( \delta \) is an arbitrary complex number that shifts the energy from the spectral point, and the leading terms of various quantities involved in (86) are taken from Eqs. (A2), (A3), (A6), (A7), and (A13) of the Appendix.

For the off-diagonal elements of the column, the only troublesome quantity is the Coulomb penetration factor \( C_{\ell_n}(\eta_m) \), and therefore,

\[ f_{mn}^{\text{(in/out)}}(E_n + \delta) \xrightarrow{\delta \to 0} e^{\pi n_0^2/2} \frac{\text{const}}{\sqrt{\frac{1}{\delta}}} \frac{\text{const}}{\sqrt{1/\delta}} \xrightarrow{\delta \to 0} 0, \]

where \( \phi_E \) is arbitrary explicit expressions for the functions \( \tilde{\phi}_E \), we obtain the same system of differential equations (46) and (47) with the boundary conditions:

\[ \partial \phi_E \bigg|_{E_{\text{penetr}}(\eta_m)} = \frac{2\eta_m h(\eta_m)}{C_0^2(\eta_m)} \pm i C_{\ell_n}(\eta_m) C_{\ell_n}^* \frac{\text{const}}{\sqrt{\frac{1}{\delta}}} \xrightarrow{\delta \to 0} 0. \]

It looks like these elements diverge. However, since the Jost matrices are non-singular, we conclude that the expression in the curly brackets tends to zero as \( \sqrt{\delta} \) or faster, when \( \delta \to 0 \).

**C. Power-series expansions**

Since \( \tilde{A}(E, r) \) and \( \tilde{B}(E, r) \) are holomorphic (for \( r = \infty \), within the domain \( D \)), they can be expanded in the Taylor series

\[ \tilde{A}(E, r) = \sum_{n=0}^{\infty} \alpha_n(E_0, r)(E - E_0)^n, \quad (87) \]

\[ \tilde{B}(E, r) = \sum_{n=0}^{\infty} \beta_n(E_0, r)(E - E_0)^n, \quad (88) \]

near and arbitrary point \( E_0 \in D \). The expansion coefficients \( \alpha_n \) and \( \beta_n \) are \( (N \times N) \)-matrices.

Similarly to Eqs. (44) and (45), the holomorphic parts of the matrices \( F \) and \( G \) can also be expanded in the Taylor series around the same point \( E_0 \),

\[ \tilde{F}(E, r) = \sum_{n=0}^{\infty} \varphi_n(E_0, r)(E - E_0)^n, \quad (89) \]

\[ \tilde{G}(E, r) = \sum_{n=0}^{\infty} \gamma_n(E_0, r)(E - E_0)^n, \quad (90) \]

where \( \varphi_n \) and \( \gamma_n \) are also matrices. In exactly the same way as it was done in the single-channel case, we obtain the same system of differential equations (46) and (47) with the boundary conditions:

\[ \alpha_n(E_0, 0) = \delta_{n0} I, \quad \beta_n(E_0, 0) = 0, \quad \forall \ n, E_0. \quad (91) \]

Of course finding the expansion coefficients \( \alpha_n \) and \( \beta_n \) for an arbitrary central point \( E_0 \) is not an easy task. The main difficulty is that to solve Eqs. (46) and (47), we need the corresponding expansion coefficients \( \varphi_n \) and \( \gamma_n \) of the Coulomb functions. In principle, these coefficients can be found via the derivatives \( \partial^n / \partial E^n \) of the Coulomb functions at \( E = E_0 \). We are aware of at least one well-developed procedure for calculating these derivatives at \( E_0 = 0 \), namely, the technique used in Ref. 29. For an arbitrary \( E_0 \), an additional work is needed to develop such a technique, based, for example, on the explicit expressions for the functions \( \tilde{F}(E, r) \) and \( \tilde{G}(E, r) \) (see Refs. 22 and 23).

As we mentioned before, instead of finding \( \alpha_n \) and \( \beta_n \) by solving Eqs. (46) and (47), we can obtain them from experimental data as fitting parameters. Taking few terms in Eqs. (87) and (88) and substituting them in (86) and then in (3), we can fit any data (cross section, polarization, etc.) available near the energy \( E_0 \). After such a fit, the resulting \( S \)-matrix can be used for locating the nearby resonances or for calculating the observables for which no data are available.
When doing a fitting procedure it is important to keep the number of the varying parameters to a minimum. Although such a procedure does not involve solving Eqs. (46) and (47), the fact that $\alpha_n$ and $\beta_n$ obey these equations may help us to reduce the number of fitting parameters. Indeed, if $E_0$ is real then everything in these equations as well as the boundary conditions is real, which implies that $\alpha_n$ and $\beta_n$ are also real. If however $E_0$ is taken in the complex plane, then the number of fitting parameters is doubled because $\alpha_n$ and $\beta_n$ become complex.

IV. CONCLUSION

Our present work is based on the representation of the standard Coulomb functions suggested by Lambert,$^{21}$ who separated them in the holomorphic parts and non-holomorphic factors. Our main task was to find a similar factorization of the multi-channel Jost matrices for a quantum system whose inter-particle interaction involves both the short-range and Coulomb potentials.

In order to achieve this, we first transformed the multi-channel radial Schrödinger equation into an equivalent system of first-order differential equations for the matrix functions that asymptotically tend to the Jost matrices. Then we factorized these matrix functions in such a way that all the non-holomorphic factors in the equations canceled out. The remaining differential equations together with the energy-independent boundary conditions define holomorphic functions of the energy.

Our main result is the representation (86) of the Jost matrices, where $\tilde{A}$ and $\tilde{B}$ are holomorphic functions of $E$, while all the other factors are responsible for the branching of the Riemann surface. When $\tilde{A}$ and $\tilde{B}$ are found (either in exact or approximate way) the Jost matrices, and via them the $S$-matrix, become available on all the sheet of the Riemann surface. The proper topology of this surface is always guaranteed, no matter how accurate the matrices $\tilde{A}$ and $\tilde{B}$ are.

Being holomorphic, the matrices $\tilde{A}$ and $\tilde{B}$ can be expanded in the Taylor series near practically an arbitrary point $E_0$ where it could be interesting from the point of view of physical applications. This is a generalization of the effective-range expansion. However, in our case such an expansion is not restricted to the near-threshold energies.

We derived a set of differential equations, whose solutions give the expansion coefficients. Alternatively, instead of calculating them, these coefficients can be used as the free parameters to fit the scattering data available around a chosen energy $E_0$. After finding an optimal set of such parameters, the approximate matrices $\tilde{A}$ and $\tilde{B}$ substituted in (86) give the Jost matrices with proper analytic structure and valid within certain circle around $E_0$ on all the sheets of the Riemann surface. This would enable one to extract from experimental data the parameters of possible resonances as zeros of $det f^{(in)}(E)$ at complex energies. In Ref. 17, where we used the representation (4), it was demonstrated that such a procedure is efficient and accurate for the case of a short-range potential.
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APPENDIX: JOST FUNCTION NEAR THE COULOMB SPECTRAL POINTS

If the Coulombic part of the potential is attractive, the factorized representation (37) for the Jost function $f^{(in)}_{\ell}(E)$ needs special treatment when $E$ is close to any of the Coulombic spectral points $E_n^C$ given by Eq. (38). Indeed, in such a case the Sommerfeld parameter becomes pure imaginary, $\eta = i n, n = 1, 2, 3, \ldots$, which makes singular the $\Gamma$-function as well as $h(\eta)$ and $C_\ell(\eta)$ in the expression

$$f^{(in)}_{\ell}(E) = \frac{e^{\pi \eta/2}(2\ell)!!}{2^{\ell+1}\Gamma(\ell + 1 + i\eta)} \left\{ \tilde{A}_\ell - [2\eta h(\eta) + iC_\ell^2(\eta)] \frac{C_\ell^2(\eta)}{C_\ell(\eta)} k^{2\ell+1} \tilde{B}_\ell \right\}.$$  \hspace{1cm} (A1)

It should be noted that the functions $\tilde{A}_\ell(E, \infty)$ and $\tilde{B}_\ell(E, \infty)$ are finite and in general are non-zero at $E_n^C$. In order to find out if and how the singular quantities cancel each other, we need to obtain at
least the leading terms of their behaviour when the energy approaches \( E_n^c \), i.e., when
\[
E = E_n^c + \delta, \quad \delta \to 0,
\]
where \( \delta \) is an arbitrary complex number. This energy corresponds to
\[
k = \sqrt{\frac{2\mu(E_n^c + \delta)}{\hbar^2}} \approx k_n + \frac{k_n \delta}{2E_n^c}
\]
and
\[
\eta = \frac{\mu e^2 Z_1 Z_2}{\hbar^2 k_n (1 + \frac{\delta}{2E_n^c})} \approx \eta_n \left(1 - \frac{\delta}{2E_n^c}\right) = i(n + \epsilon), \quad \epsilon \to 0,
\]
where
\[
\epsilon = -\frac{n}{2E_n^c} \delta.
\]
For the \( \Gamma \)-function, this gives
\[
\Gamma(\ell + 1 + i\eta) = \Gamma(\ell + 1 - n_r - \ell - 1 - \epsilon) = \Gamma(-n_r - \epsilon).
\]
In order to get rid of the negative integer, \(-n_r\), in this \( \Gamma \)-function, the recurrence relation (Eq. (6.1.15) of Ref. 30)
\[
\Gamma(z) = \frac{1}{z} \Gamma(z + 1)
\]
is applied \( n_r \) times. This gives
\[
\Gamma(-n_r - \epsilon) = \frac{1}{-n_r - \epsilon} \Gamma(1 - n_r - \epsilon) = \frac{1}{(-n_r - \epsilon)(1 - n_r - \epsilon)} \Gamma(2 - n_r - \epsilon) = \cdots
\]
\[
= \frac{1}{(-n_r - \epsilon)(1 - n_r - \epsilon) \cdots (n_r - n_r - \epsilon)} \Gamma(n_r + 1 - n_r - \epsilon)
\]
\[
= \frac{(-1)^{n_r + 1}}{n_r!} \cdot \frac{1}{\epsilon}.
\]
Therefore, the pure Coulomb Jost function linearly vanishes with \( \epsilon \) at each point \( E_n^c \).

Consider the other singular quantity in Eq. (A1), namely, the product
\[
2\eta \hbar(\eta) = \eta [\psi(i\eta) + \psi(-i\eta)] - 2\eta \ln \hbar,
\]
where the Digamma function \( \psi(z) \) is singular when \( z \) is a non-positive integer (see Ref. 30). The only quantity in (A4) that becomes singular at a Coulomb spectral point is
\[
\psi(i\eta) = \psi(-n - \epsilon).
\]
To find out how fast it goes to infinity with \( \epsilon \to 0 \), we apply \((n + 1)\) times the recurrence relation (see Eq. (6.3.5) of Ref. 30)
\[
\psi(z) = \psi(z + 1) - \frac{1}{z}.
\]
As a result, we increment the argument of the function (A5) until it becomes positive:
\[
\psi(-n - \epsilon) = \psi(1 - n - \epsilon) - \frac{1}{-n - \epsilon} = \psi(2 - n - \epsilon) - \frac{1}{1 - n - \epsilon} - \frac{1}{-n - \epsilon} = \cdots
\]
\[
= \psi(1 - \epsilon) - \frac{1}{-\epsilon} - \frac{1}{-2} - \frac{1}{-n}.
\]
Since \( \psi(1) = -\gamma = -0.5772156649 \ldots \) (Euler’s constant), we obtain
\[
\psi(-n - \epsilon) = \frac{1}{\epsilon} - \gamma + \left(1 + \frac{1}{2} + \frac{1}{3} + \cdots + \frac{1}{n}\right),
\]
This equation shows that in general
\[ 2\eta h(\eta) \xrightarrow{\epsilon \to 0} \frac{in}{\epsilon}, \quad (A6) \]

Consider now the behaviour of
\[ C_0^2(\eta) = \frac{2\pi \eta}{e^{2\pi \eta} - 1} \]

near a Coulomb spectral point. With \( \eta = i(n + \epsilon) \), we have
\[ C_0^2(in + i\epsilon) = \frac{2\pi in}{e^{2\pi in}e^{2\pi i\epsilon} - 1} = \frac{2\pi in}{e^{2\pi in} - 1} = \frac{2\pi in}{1 + 2\pi i\epsilon + \frac{1}{2}(2\pi i\epsilon)^2 + \cdots - 1} \xrightarrow{\epsilon \to 0} \frac{n}{\epsilon}, \quad (A7) \]

and thus
\[ 2\eta h(\eta) + iC_0^2(\eta) \xrightarrow{\epsilon \to 0} \frac{2in}{\epsilon}. \quad (A8) \]

What remains now is to analyze the behaviour of the ratio \( \frac{C_0^2(\eta)}{C_0^2(\eta)} \) near the Coulomb spectral points. For this purpose, we can use the relations (14.1.9) and (14.1.11) of Ref. 30,
\[ \frac{C_0^2(\eta)}{C_0^2(\eta)} = \frac{(1 + \eta^2)(4 + \eta^2) \cdots (\ell^2 + \eta^2)^{2\ell}}{(2\ell + 1)^2 [(2\ell)!]^2}, \quad \ell \geq 1. \quad (A9) \]

Looking at
\[ \ell^2 + \eta^2 = \ell^2 - n^2 = \ell^2 - (n_r + \ell + 1)^2 = -[(n_r + 1)^2 + 2\ell(n_r + 1)] < 0, \]

we see that none of the factors in the numerator of Eq. (A9) can be zero. And apparently the ratio (A9) is finite:
\[ \frac{C_0^2(-in + i\epsilon)}{C_0^2(-in + i\epsilon)} \xrightarrow{\epsilon \to 0} \text{const} \left\{ \begin{array}{l} \neq 0 \\ \neq \infty \end{array} \right. \quad (A10) \]

Substituting (A3) and (A8) into Eq. (A1), we obtain
\[ f^{(\text{in})}_\ell \xrightarrow{\epsilon \to 0} \frac{i^n(2\ell)!n_r!}{2^{\ell+1}(-1)^{n_r+\ell}} \left( \epsilon \hat{A}_\ell - 2in \cdot \frac{C_0^2}{C_0^2} h_{n}2^{\ell+1}\hat{B}_\ell \right) \quad (A11) \]
\[ \xrightarrow{\epsilon \to 0} \frac{i^{n+1}(2\ell)!n_r!n}{2^{\ell-1}(-1)^{n_r+\ell}} \cdot \frac{C_0^2}{C_0^2} h_{n}2^{\ell+1}\hat{B}_\ell. \quad (A12) \]

This equation shows that in general
\[ f^{(\text{in})}_\ell(E_n^c) \neq 0, \]
\[ i.e., \text{as it should be} \]
\[ \text{the Coulomb spectral points are not the spectral points anymore when a short-range potential is added. Moreover, the singularities exactly cancel each other and the Jost function} \]
\[ f^{(\text{in})}_\ell \]
\[ \text{is regular at} \]
\[ E_n. \]
\[ \text{Of course it may happen that} \]
\[ \hat{B}_\ell(E_n^c, \infty) = 0 \]
\[ \text{and then the corresponding point} \]
\[ \text{is a spectral point of the total potential. This, however, would be just a coincidence. As far as} \]
\[ f^{(\text{out})}_\ell \]
\[ \text{is concerned, it is also regular at} \]
\[ E_n \]
\[ \text{because it involves the difference} \]
\[ 2\eta h(\eta) - iC_0^2(\eta), \]
\[ \text{where the singularities} \sim 1/\epsilon \]
\[ \text{exactly cancel each other as well.} \]

For doing a similar analysis of the multi-channel Jost matrices, it is useful to note that
\[ C_\ell(-in - i\epsilon) \xrightarrow{\epsilon \to 0} \frac{\text{const}}{\sqrt{\epsilon}}, \quad (A13) \]

which follows from Eqs. (A10) and (A7). The constant can be found using Eq. (A9).