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#### Abstract

We discuss the relationship between the recurrence coefficients of orthogonal polynomials with respect to a semiclassical Laguerre weight and classical solutions of the fourth Painlevé equation. We show that the coefficients in these recurrence relations can be expressed in terms of Wronskians of parabolic cylinder functions which arise in the description of special function solutions of the fourth Painlevé equation.
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## 1 Introduction

In this paper we are concerned with the coefficients in the three-term recurrence relations for orthogonal polynomials with respect to the semi-classical Laguerre weight

$$
\begin{equation*}
\omega(x ; t)=x^{\lambda} \exp \left(-x^{2}+t x\right), \quad x \in \mathbb{R}^{+}, \tag{1.1}
\end{equation*}
$$

with parameters $\lambda>-1$ and $t \in \mathbb{R}$, which has been recently studied by Boelen and van Assche [10] and Filipuk, van Assche and Zhang [28]. It is shown that these recurrence coefficients can be expressed in terms of Wronskians that arise in the description of special function solutions of the fourth Painleve equation ( $\mathrm{P}_{\mathrm{IV}}$ )

$$
\begin{equation*}
\frac{\mathrm{d}^{2} q}{\mathrm{~d} z^{2}}=\frac{1}{2 q}\left(\frac{\mathrm{~d} q}{\mathrm{~d} z}\right)^{2}+\frac{3}{2} q^{3}+4 z q^{2}+2\left(z^{2}-A\right) q+\frac{B}{q} \tag{1.2}
\end{equation*}
$$

where $A$ and $B$ are constants, which are expressed in terms of parabolic cylinder functions.
The relationship between semi-classical orthogonal polynomials and integrable equations dates back to the work of Shohat [67] and later Freud [39], as well as Bonan and Nevai [11]. However it was not until the work of Fokas, Its and Kitaev [31, 32] that these equations were identified as discrete Painlevé equations. The relationship between semi-classical orthogonal polynomials and the (continuous) Painlevé equations was demonstrated by Magnus [53, 54] who showed that the coefficients in the three-term recurrence relation for the Freud weight [11, 39, 73]

$$
\omega(x ; t)=\exp \left(-\frac{1}{4} x^{4}-t x^{2}\right), \quad x \in \mathbb{R}
$$

with $t \in \mathbb{R}$ a parameter, can be expressed in terms of solutions of $\mathrm{P}_{\mathrm{IV}}$ (1.2).

A motivation for this work is the fact that recurrence coefficients of semi-classical orthogonal polynomials can often be expressed in terms of solutions of the Painlevé equations. For example, recurrence coefficients are expressed in terms of solutions of $\mathrm{P}_{\text {II }}$ for semi-classical orthogonal polynomials with respect to the Airy weight

$$
\omega(x ; t)=\exp \left(\frac{1}{3} x^{3}+t x\right), \quad x^{3}<0
$$

with $t \in \mathbb{R}$ a parameter [53]; in terms of solutions of $\mathrm{P}_{\mathrm{III}}$ for the perturbed Laguerre weight

$$
\omega(x ; t)=x^{\alpha} \exp (-x-t / x), \quad x \in \mathbb{R}^{+}
$$

with $\alpha>0$ and $t \in \mathbb{R}^{+}$parameters [18]; in terms of solutions of $\mathrm{P}_{\mathrm{V}}$ for the weights

$$
\begin{array}{ll}
\omega(x ; t)=(1-x)^{\alpha}(1+x)^{\beta} \mathrm{e}^{-t x}, & x \in[-1,1], \\
\omega(x ; t)=x^{\alpha}(1-x)^{\beta} \mathrm{e}^{-t / x}, & x \in[0,1], \\
\omega(x ; t)=x^{\alpha}(x+t)^{\beta} \mathrm{e}^{-x}, & x \in \mathbb{R}^{+},
\end{array}
$$

with $\alpha, \beta>0$ and $t \in \mathbb{R}^{+}$parameters [3, 4, 15, 19, 38]; and in terms of solutions of $\mathrm{P}_{\mathrm{VI}}$ for the generalized Jacobi weight

$$
\omega(x ; t)=x^{\alpha}(1-x)^{\beta}(t-x)^{\gamma}, \quad x \in[0,1]
$$

with $\alpha, \beta, \gamma>0$ and $t \in \mathbb{R}^{+}$parameters [5, 19, 25, 53].
Recurrence coefficients for orthogonal polynomials with respect to discontinuous weights which involve the Heaviside function $\mathcal{H}(x)$ have also been expressed in terms of solutions of Painlevé equations [2, 20, 35, 37], while recurrence coefficients for orthogonal polynomials with respect to discrete weights have been expressed in terms of solutions of Painlevé equations [ $9,8,23,26,27]$.

This paper is organized as follows: in $\S 2$, we review some properties of orthogonal polynomials; in $\S 3$, we review some properties of the fourth Painlevé equation (1.2), including its Hamiltonian structure $\S 3.1$, Bäcklund and Schlesinger transformations $\S 3.2$ and special function solutions $\S 3.3$; in $\S 4$ we express the coefficients which arise in the three-term recurrence relation associated with orthogonal polynomials for the semi-classical Laguerre weight (1.1) in terms of Wronskians that arise in the description of special function solutions of $\mathrm{P}_{\text {IV }}$ (1.2); in $\S 5$ we derive asymptotic expansions for the recurrence coefficients; in $\S 6$ we discuss orthogonal polynomials with respect to the semi-classical Hermite weight

$$
\omega(x ; t)=|x|^{\lambda} \exp \left(-x^{2}+t x\right), \quad x, t \in \mathbb{R}, \quad \lambda>-1
$$

which is an extension of the semi-classical Laguerre weight (1.1) to the whole real line, and show that the recurrence coefficients are also expressed in terms of Wronskians that arise in the description of special function solutions of $\mathrm{P}_{\text {IV }}$ (1.2); and in $\S 7$ we discuss our results.

## 2 Orthogonal polynomials

Let $P_{n}(x), n \in \mathbb{N}$, be the monic orthogonal polynomial of degree $n$ in $x$ with respect to a positive weight $\omega(x)$ on $(a, b)$, a finite or infinite interval in $\mathbb{R}$, such that

$$
\int_{a}^{b} P_{m}(x) P_{n}(x) \omega(x) \mathrm{d} x=h_{n} \delta_{m, n}, \quad h_{n}>0
$$

where $\delta_{m, n}$ denotes the Kronekar delta. One of the most important properties of orthogonal polynomials is that they satisfy a three-term recurrence relationship of the form

$$
\begin{equation*}
x P_{n}(x)=P_{n+1}(x)+\alpha_{n} P_{n}(x)+\beta_{n} P_{n-1}(x), \tag{2.1}
\end{equation*}
$$

where the coefficients $\alpha_{n}$ and $\beta_{n}$ are given by the integrals

$$
\alpha_{n}=\frac{1}{h_{n}} \int_{a}^{b} x P_{n}^{2}(x) \omega(x) \mathrm{d} x, \quad \beta_{n}=\frac{1}{h_{n-1}} \int_{a}^{b} x P_{n-1}(x) P_{n}(x) \omega(x) \mathrm{d} x
$$

with $P_{-1}(x)=0$ and $P_{0}(x)=1$. These coefficients in the three-term recurrence relationship can also be expressed in terms of determinants whose entries are given in terms of the moments associated with the weight $\omega(x)$. Specifically, the coefficients $\alpha_{n}$ and $\beta_{n}$ in the recurrence relation (2.1) are given by

$$
\begin{equation*}
\alpha_{n}=\frac{\widetilde{\Delta}_{n+1}}{\Delta_{n+1}}-\frac{\widetilde{\Delta}_{n}}{\Delta_{n}}, \quad \beta_{n}=\frac{\Delta_{n+1} \Delta_{n-1}}{\Delta_{n}^{2}} \tag{2.2}
\end{equation*}
$$

where $\Delta_{n}$ is the Hankel determinant

$$
\Delta_{n}=\operatorname{det}\left[\mu_{j+k}\right]_{j, k=0}^{n-1}=\left|\begin{array}{cccc}
\mu_{0} & \mu_{1} & \cdots & \mu_{n-1}  \tag{2.3a}\\
\mu_{1} & \mu_{2} & \cdots & \mu_{n} \\
\vdots & \vdots & \ddots & \vdots \\
\mu_{n-1} & \mu_{n} & \cdots & \mu_{2 n-2}
\end{array}\right|, \quad n \geq 1
$$

with $\Delta_{0}=1, \Delta_{-1}=0$, and $\widetilde{\Delta}_{n}$ is the determinant

$$
\widetilde{\Delta}_{n}=\left|\begin{array}{ccccc}
\mu_{0} & \mu_{1} & \ldots & \mu_{n-2} & \mu_{n}  \tag{2.3b}\\
\mu_{1} & \mu_{2} & \ldots & \mu_{n-1} & \mu_{n+1} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
\mu_{n-1} & \mu_{n} & \cdots & \mu_{2 n-3} & \mu_{2 n-1}
\end{array}\right|, \quad n \geq 1
$$

with $\widetilde{\Delta}_{0}=0$ and $\mu_{k}$, the $k$ th moment, is given by the integral

$$
\begin{equation*}
\mu_{k}=\int_{a}^{b} x^{k} \omega(x) \mathrm{d} x \tag{2.4}
\end{equation*}
$$

We remark that the Hankel determinant $\Delta_{n}(2.3 \mathrm{a})$ also has the integral representation

$$
\begin{equation*}
\Delta_{n}=\frac{1}{n!} \int_{a}^{b} \ldots \int_{a}^{b} \prod_{\ell=1}^{n} \omega\left(x_{\ell}\right) \prod_{1 \leq j<k \leq n}\left(x_{j}-x_{k}\right)^{2} \mathrm{~d} x_{1} \ldots \mathrm{~d} x_{n}, \quad n \geq 1 \tag{2.5}
\end{equation*}
$$

The monic polynomial $P_{n}(x)$ can be uniquely expressed as the determinant

$$
P_{n}(x)=\frac{1}{\Delta_{n}}\left|\begin{array}{cccc}
\mu_{0} & \mu_{1} & \ldots & \mu_{n} \\
\mu_{1} & \mu_{2} & \ldots & \mu_{n+1} \\
\vdots & \vdots & \ddots & \vdots \\
\mu_{n-1} & \mu_{n} & \ldots & \mu_{2 n-1} \\
1 & x & \ldots & x^{n}
\end{array}\right|
$$

and the normalisation constants as

$$
\begin{equation*}
h_{n}=\frac{\Delta_{n+1}}{\Delta_{n}}, \quad h_{0}=\Delta_{1}=\mu_{0} . \tag{2.6}
\end{equation*}
$$

For further information about orthogonal polynomials see, for example [21, 47, 70].
Now suppose that the weight has the form

$$
\begin{equation*}
w(x ; t)=\omega_{0}(x) \exp (x t), \quad x \in[a, b] \tag{2.7}
\end{equation*}
$$

where $t$ is a parameter, with finite moments for all $t \in \mathbb{R}$, which is the case for the semi-classical Laguerre weight (1.1). If the weight has the form (2.7), which depends on the parameter $t$, then the orthogonal polynomials $P_{n}(x)$, the recurrence coefficients $\alpha_{n}, \beta_{n}$ given by (2.2), the determinants $\Delta_{n}, \widetilde{\Delta}_{n}$ given by (2.3) and the moments $\mu_{k}$ given by (2.4) are now functions of $t$. Specifically, in this case then

$$
\mu_{k}=\int_{a}^{b} x^{k} \omega_{0}(x) \exp (x t) \mathrm{d} x=\frac{\mathrm{d}^{k}}{\mathrm{~d} t^{k}}\left(\int_{a}^{b} \omega_{0}(x) \exp (x t) \mathrm{d} x\right)=\frac{\mathrm{d}^{k} \mu_{0}}{\mathrm{~d} t^{k}}
$$

Further, the recurrence relation has the form

$$
\begin{equation*}
x P_{n}(x ; t)=P_{n+1}(x ; t)+\alpha_{n}(t) P_{n}(x ; t)+\beta_{n}(t) P_{n-1}(x ; t), \tag{2.8}
\end{equation*}
$$

where we have explicitly indicated that the coefficients $\alpha_{n}(t)$ and $\beta_{n}(t)$ depend on $t$.
Theorem 2.1. If the weight has the form (2.7), then the determinants $\Delta_{n}(t)$ and $\widetilde{\Delta}_{n}(t)$ given by (2.3) can be written as

$$
\begin{equation*}
\Delta_{n}(t)=\mathcal{W}\left(\mu_{0}, \frac{\mathrm{~d} \mu_{0}}{\mathrm{~d} t}, \ldots, \frac{\mathrm{~d}^{n-1} \mu_{0}}{\mathrm{~d} t^{n-1}}\right), \quad \widetilde{\Delta}_{n}(t)=\frac{\mathrm{d} \Delta_{n}}{\mathrm{~d} t} \tag{2.9}
\end{equation*}
$$

where $\mathcal{W}\left(\varphi_{1}, \varphi_{2}, \ldots, \varphi_{n}\right)$ is the Wronskian given by

$$
\mathcal{W}\left(\varphi_{1}, \varphi_{2}, \ldots, \varphi_{n}\right)=\left|\begin{array}{cccc}
\varphi_{1} & \varphi_{2} & \ldots & \varphi_{n} \\
\varphi_{1}^{(1)} & \varphi_{2}^{(1)} & \ldots & \varphi_{n}^{(1)} \\
\vdots & \vdots & \ddots & \vdots \\
\varphi_{1}^{(n-1)} & \varphi_{2}^{(n-1)} & \ldots & \varphi_{n}^{(n-1)}
\end{array}\right|, \quad \varphi_{j}^{(k)}=\frac{\mathrm{d}^{k} \varphi_{j}}{\mathrm{~d} t^{k}}
$$

Proof. Since $\mu_{k}=\frac{\mathrm{d}^{k} \mu_{0}}{\mathrm{~d} t^{k}}$, the determinant $\Delta_{n}(t)$ can be written in the form

$$
\Delta_{n}(t)=\left|\begin{array}{cccc}
\mu_{0} & \mu_{1} & \ldots & \mu_{n-1} \\
\mu_{1} & \mu_{2} & \cdots & \mu_{n} \\
\vdots & \vdots & \ddots & \vdots \\
\mu_{n-1} & \mu_{n} & \cdots & \mu_{2 n-2}
\end{array}\right|=\mathcal{W}\left(\mu_{0}, \frac{\mathrm{~d} \mu_{0}}{\mathrm{~d} t}, \ldots, \frac{\mathrm{~d}^{n-1} \mu_{0}}{\mathrm{~d} t^{n-1}}\right)
$$

as required, and the determinant $\widetilde{\Delta}_{n}(t)$, can be written in the form

$$
\begin{aligned}
\widetilde{\Delta}_{n}(t) & =\left|\begin{array}{ccccc}
\mu_{0} & \mu_{1} & \ldots & \mu_{n-2} & \mu_{n} \\
\mu_{1} & \mu_{2} & \ldots & \mu_{n-1} & \mu_{n+1} \\
\vdots & \vdots & \ddots & \vdots & \vdots \\
\mu_{n-1} & \mu_{n} & \cdots & \mu_{2 n-3} & \mu_{2 n-1}
\end{array}\right|=\mathcal{W}\left(\mu_{0}, \frac{\mathrm{~d} \mu_{0}}{\mathrm{~d} t}, \ldots, \frac{\mathrm{~d}^{n-2} \mu_{0}}{\left.\mathrm{~d} t^{n-2}, \frac{\mathrm{~d}^{n} \mu_{0}}{\mathrm{~d} t^{n}}\right)}\right. \\
& =\frac{\mathrm{d}}{\mathrm{~d} t} \mathcal{W}\left(\mu_{0}, \frac{\mathrm{~d} \mu_{0}}{\mathrm{~d} t}, \ldots, \frac{\mathrm{~d}^{n-1} \mu_{0}}{\mathrm{~d} t^{n-1}}\right)=\frac{\mathrm{d} \Delta_{n}}{\mathrm{~d} t},
\end{aligned}
$$

as required.
The Hankel determinant $\Delta_{n}(t)$ satisfies the Toda equation, as shown in the following theorem.
Theorem 2.2. The Hankel determinant $\Delta_{n}(t)$ given by (2.9) satisfies the Toda equation

$$
\begin{equation*}
\frac{\mathrm{d}^{2}}{\mathrm{~d} t^{2}} \ln \Delta_{n}(t)=\frac{\Delta_{n-1}(t) \Delta_{n+1}(t)}{\Delta_{n}^{2}(t)} \tag{2.10}
\end{equation*}
$$

Proof. See, for example, Nakamira and Zhedanov [59, Proposition 1]; also [16, 65, 69].
Using Theorems 2.1 and 2.2 we can express the recurrence coefficients $\alpha_{n}(t)$ and $\beta_{n}(t)$ in terms of derivatives of the Hankel determinant $\Delta_{n}(t)$ and so obtain explicit expressions for these coefficients.

Theorem 2.3. The coefficients $\alpha_{n}(t)$ and $\beta_{n}(t)$ in the recurrence relation (2.8) associated with monic polynomials orthogonal with respect to a weight of the form (2.7) are given by

$$
\alpha_{n}(t)=\frac{\mathrm{d}}{\mathrm{~d} t} \ln \frac{\Delta_{n+1}(t)}{\Delta_{n}(t)}, \quad \beta_{n}(t)=\frac{\mathrm{d}^{2}}{\mathrm{~d} t^{2}} \ln \Delta_{n}(t)
$$

with $\Delta_{n}(t)$ is the Hankel determinant given by (2.9).
Proof. By definition the coefficients $\alpha_{n}(t)$ and $\beta_{n}(t)$ in the recurrence relation (2.8) are given by

$$
\alpha_{n}(t)=\frac{\widetilde{\Delta}_{n+1}(t)}{\Delta_{n+1}(t)}-\frac{\widetilde{\Delta}_{n}(t)}{\Delta_{n}(t)}, \quad \beta_{n}(t)=\frac{\Delta_{n-1}(t) \Delta_{n+1}(t)}{\Delta_{n}^{2}(t)}
$$

where the determinants $\Delta_{n}$ and $\widetilde{\Delta}_{n}$ are given by (2.3). Hence from (2.9)

$$
\alpha_{n}(t)=\frac{\widetilde{\Delta}_{n+1}(t)}{\Delta_{n+1}(t)}-\frac{\widetilde{\Delta}_{n}(t)}{\Delta_{n}(t)}=\frac{1}{\Delta_{n+1}} \frac{\mathrm{~d} \Delta_{n+1}}{\mathrm{~d} t}-\frac{1}{\Delta_{n}} \frac{\mathrm{~d} \Delta_{n}}{\mathrm{~d} t}
$$

and so

$$
\alpha_{n}(t)=\frac{\mathrm{d}}{\mathrm{~d} t} \ln \frac{\Delta_{n+1}(t)}{\Delta_{n}(t)}
$$

as required. By definition

$$
\beta_{n}(t)=\frac{\Delta_{n-1}(t) \Delta_{n+1}(t)}{\Delta_{n}^{2}(t)}
$$

and so from Theorem 2.2 we have

$$
\beta_{n}(t)=\frac{\mathrm{d}^{2}}{\mathrm{~d} t^{2}} \ln \Delta_{n}(t)
$$

as required. See also Chen, Ismail and van Assche [17] who also discuss applications to random matrices.
Equivalently the recurrence coefficients $\alpha_{n}(t)$ and $\beta_{n}(t)$ can be expressed in terms of $h_{n}(t)$ given by (2.6).
Lemma 2.4. The coefficients $\alpha_{n}(t)$ and $\beta_{n}(t)$ in the recurrence relation (2.8) associated with monic polynomials orthogonal with respect to $a$ weight of the form (2.7) are given by

$$
\alpha_{n}(t)=\frac{\mathrm{d}}{\mathrm{~d} t} \ln h_{n}(t), \quad \beta_{n}(t)=\frac{h_{n+1}(t)}{h_{n}(t)}
$$

where $h_{n}(t)$ is given by (2.6).
Proof. See Chen and Ismail [16].
Additionally the coefficients $\alpha_{n}(t)$ and $\beta_{n}(t)$ in the recurrence relation (2.8) satisfy a Toda system.
Theorem 2.5. The coefficients $\alpha_{n}(t)$ and $\beta_{n}(t)$ in the recurrence relation (2.8) associated with a weight of the form (2.7) satisfy the Toda system

$$
\begin{equation*}
\frac{\mathrm{d} \alpha_{n}}{\mathrm{~d} t}=\beta_{n+1}-\beta_{n}, \quad \frac{\mathrm{~d} \beta_{n}}{\mathrm{~d} t}=\beta_{n}\left(\alpha_{n}-\alpha_{n-1}\right) \tag{2.11}
\end{equation*}
$$

Proof. See Chen and Ismail [16], Ismail [47, §2.8, p. 41] and Moser [57]; see also [8] for further details and a direct proof in the case of a semi-classical weight of the form (2.7).

Suppose $P_{n}(x)$, for $n \in \mathbb{N}$, is a sequence of classical orthogonal polynomials (such as Hermite, Laguerre and Jacobi polynomials), then $P_{n}(x)$ is a solution of a second-order ordinary differential equation of the form

$$
\begin{equation*}
\sigma(x) \frac{\mathrm{d}^{2} P_{n}}{\mathrm{~d} x^{2}}+\tau(x) \frac{\mathrm{d} P_{n}}{\mathrm{~d} x}=\lambda_{n} P_{n} \tag{2.12}
\end{equation*}
$$

where $\sigma(x)$ is a monic polynomial with $\operatorname{deg}(\sigma) \leq 2, \tau(x)$ is a polynomial with $\operatorname{deg}(\tau)=1$, and $\lambda_{n}$ is a real number which depends on the degree of the polynomial solution, see Bochner [7]. Equivalently, the weights of classical orthogonal polynomials satisfy a first-order ordinary differential equation, the Pearson equation

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} x}[\sigma(x) \omega(x)]=\tau(x) \omega(x) \tag{2.13}
\end{equation*}
$$

with $\sigma(x)$ and $\tau(x)$ the same polynomials as in (2.12), see, for example [1, 7, 21]. However for semi-classical orthogonal polynomials, the weight function $\omega(x)$ satisfies the Pearson equation (2.13) with either $\operatorname{deg}(\sigma)>2$ or $\operatorname{deg}(\tau)>1$, see, for example [45,55]. For example, the Pearson equation (2.13) is satisfied for the weight (1.1) with

$$
\sigma(x)=x, \quad \tau(x)=-2 x^{2}+t x+\lambda+1
$$

and so the weight (1.1) is indeed a semi-classical weight function. Filipuk, van Assche and Zhang [28] comment that
"We note that for classical orthogonal polynomials (Hermite, Laguerre, Jacobi) one knows these recurrence coefficients explicitly in contrast to non-classical weights".

In $\S 4$ we show that, in the case of the semi-classical Laguerre weight (1.1), the determinants $\Delta_{n}(t)$ and $\widetilde{\Delta}_{n}(t)$ can be explicitly written as Wronskians which arise in the description of special function solutions of $\mathrm{P}_{\mathrm{IV}}$ (1.2) that are expressed in terms of parabolic cylinder functions $D_{\nu}(z)$ when $\lambda \notin \mathbb{Z}$, or error functions $\operatorname{erf}(z)$ when $\lambda=n \in \mathbb{Z}$. Consequently the recurrence coefficients $\alpha_{n}(t)$ and $\beta_{n}(t)(2.2)$ associated with orthogonal polynomials for the semiclassical Laguerre weight (1.1) can also be explicitly written in terms of these Wronskians.

## 3 Properties of the fourth Painlevé equation

The six Painlevé equations ( $\mathrm{P}_{\mathrm{I}}-\mathrm{P}_{\mathrm{VI}}$ ) were first discovered by Painlevé, Gambier and their colleagues in an investigation of which second order ordinary differential equations of the form

$$
\begin{equation*}
\frac{\mathrm{d}^{2} q}{\mathrm{~d} z^{2}}=F\left(\frac{\mathrm{~d} q}{\mathrm{~d} z}, q, z\right) \tag{3.1}
\end{equation*}
$$

where $F$ is rational in $\mathrm{d} q / \mathrm{d} z$ and $q$ and analytic in $z$, have the property that their solutions have no movable branch points. They showed that there were fifty canonical equations of the form (3.1) with this property, now known as the Painlevé property. Further Painlevé, Gambier and their colleagues showed that of these fifty equations, forty-four can be reduced to linear equations, solved in terms of elliptic functions, or are reducible to one of six new nonlinear ordinary differential equations that define new transcendental functions, see Ince [46]. The Painlevé equations can be thought of as nonlinear analogues of the classical special functions [22, 30, 43, 48, 72], and arise in a wide variety of applications, for example random matrices, cf. [34, 64].

### 3.1 Hamiltonian structure

Each of the Painlevé equations $\mathrm{P}_{\mathrm{I}}-\mathrm{P}_{\mathrm{VI}}$ can be written as a Hamiltonian system

$$
\begin{equation*}
\frac{\mathrm{d} q}{\mathrm{~d} z}=\frac{\partial \mathcal{H}_{\mathrm{J}}}{\partial p}, \quad \frac{\mathrm{~d} p}{\mathrm{~d} z}=-\frac{\partial \mathcal{H}_{\mathrm{J}}}{\partial q} \tag{3.2}
\end{equation*}
$$

for a suitable Hamiltonian function $\mathcal{H}_{\mathrm{J}}(q, p, z)[49,60,62]$. The function $\sigma(z) \equiv \mathcal{H}_{\mathrm{J}}(q, p, z)$ satisfies a second-order, second-degree ordinary differential equation, whose solution is expressible in terms of the solution of the associated Painlevé equation [49, 61, 62].

The Hamiltonian associated with $\mathrm{P}_{\text {IV }}$ (1.2) is

$$
\begin{equation*}
\mathcal{H}_{\mathrm{IV}}\left(q, p, z ; \vartheta_{0}, \vartheta_{\infty}\right)=2 q p^{2}-\left(q^{2}+2 z q+2 \vartheta_{0}\right) p+\vartheta_{\infty} q, \tag{3.3}
\end{equation*}
$$

with $\vartheta_{0}$ and $\vartheta_{\infty}$ parameters $[49,60,61,62]$, and so from (3.2)

$$
\begin{align*}
& \frac{\mathrm{d} q}{\mathrm{~d} z}=4 q p-q^{2}-2 z q-2 \vartheta_{0}  \tag{3.4a}\\
& \frac{\mathrm{~d} p}{\mathrm{~d} z}=-2 p^{2}+2 q p+2 z p-\vartheta_{\infty} \tag{3.4b}
\end{align*}
$$

Solving (3.4a) for $p$ and substituting in (3.4b) yields

$$
\frac{\mathrm{d}^{2} q}{\mathrm{~d} z^{2}}=\frac{1}{2 q}\left(\frac{\mathrm{~d} q}{\mathrm{~d} z}\right)^{2}+\frac{3}{2} q^{3}+4 z q^{2}+2\left(z^{2}+\vartheta_{0}-2 \vartheta_{\infty}-1\right) q-\frac{2 \vartheta_{0}^{2}}{q}
$$

which is $\mathrm{P}_{\mathrm{IV}}$ (1.2) with $A=1-\vartheta_{0}+2 \vartheta_{\infty}$ and $B=-2 \vartheta_{0}^{2}$. Analogously, solving (3.4b) for $q$ and substituting in (3.4a) yields

$$
\frac{\mathrm{d}^{2} p}{\mathrm{~d} z^{2}}=\frac{1}{2 p}\left(\frac{\mathrm{~d} p}{\mathrm{~d} z}\right)^{2}+6 p^{3}-8 z p^{2}+2\left(z^{2}-2 \vartheta_{0}+\vartheta_{\infty}+1\right) p-\frac{\vartheta_{\infty}^{2}}{2 p}
$$

Then letting $p=-\frac{1}{2} w$ yields $\mathrm{P}_{\mathrm{IV}}(1.2)$ with $A=-1+2 \vartheta_{0}-\vartheta_{\infty}$ and $B=-2 \vartheta_{\infty}^{2}$.
An important property of the Hamiltonian, which is very useful in applications, is that it satisfies a second-order, second-degree ordinary differential equation.
Theorem 3.1. Consider the function

$$
\sigma\left(z ; \vartheta_{0}, \vartheta_{\infty}\right)=2 q p^{2}-\left(q^{2}+2 z q+2 \vartheta_{0}\right) p+\vartheta_{\infty} q
$$

where $q$ and $p$ satisfy the system (3.4), then $\sigma$ satisfies the second-order, second-degree ordinary differential equation

$$
\begin{equation*}
\left(\frac{\mathrm{d}^{2} \sigma}{\mathrm{~d} z^{2}}\right)^{2}-4\left(z \frac{\mathrm{~d} \sigma}{\mathrm{~d} z}-\sigma\right)^{2}+4 \frac{\mathrm{~d} \sigma}{\mathrm{~d} z}\left(\frac{\mathrm{~d} \sigma}{\mathrm{~d} z}+2 \vartheta_{0}\right)\left(\frac{\mathrm{d} \sigma}{\mathrm{~d} z}+2 \vartheta_{\infty}\right)=0 \tag{3.5}
\end{equation*}
$$

Conversely, if $\sigma$ is a solution of (3.5), then solutions of the Hamiltonian system (3.4) are given by

$$
q=\frac{\sigma^{\prime \prime}-2 z \sigma^{\prime}+2 \sigma}{2\left(\sigma^{\prime}+2 \vartheta_{\infty}\right)}, \quad p=\frac{\sigma^{\prime \prime}+2 z \sigma^{\prime}-2 \sigma}{4\left(\sigma^{\prime}+2 \vartheta_{0}\right)}, \quad \quad=\frac{\mathrm{d}}{\mathrm{~d} z}
$$

Proof. See Jimbo and Miwa [49] and Okamoto [60, 61, 62].

## Remarks 3.2.

1. Equation (3.5), which is often known as $\mathrm{S}_{\mathrm{IV}}$ (or the $\mathrm{P}_{\mathrm{IV}} \sigma$-equation), is equivalent to equation SD-I.c in the classification of second order, second-degree ordinary differential equations with the Painlevé property by Cosgrove and Scoufis [24], an equation first derived and solved by Chazy [14] and subsequently by Bureau [12, 13] by expressing the solution in terms of solutions of $\mathrm{P}_{\mathrm{IV}}$.
2. Theorem 3.1 shows that solutions of equation (3.5) are in a one-to-one correspondence with solutions of the Hamiltonian system (3.4), and so are in a one-to-one correspondence with solutions of $\mathrm{P}_{\text {IV }}$ (1.2).
3. Equation (3.5) also arises in various applications, for example random matrix theory [36, 37, 50, 71].

### 3.2 Bäcklund and Schlesinger transformations

The Painlevé equations $\mathrm{P}_{\mathrm{II}}-\mathrm{P}_{\mathrm{VI}}$ possess Bäcklund transformations which relate one solution to another solution either of the same equation, with different values of the parameters, or another equation (see [22, 29, 43] and the references therein). An important application of the Bäcklund transformations is that they generate hierarchies of classical solutions of the Painlevé equations, which are discussed in $\S 3.3$.

Bäcklund transformations for $\mathrm{P}_{\mathrm{IV}}$ (1.2) are given as follows.
Theorem 3.3. Let $q_{0}=w\left(z ; A_{0}, B_{0}\right)$ and $q_{j}^{ \pm}=w\left(z ; A_{j}^{ \pm}, B_{j}^{ \pm}\right), j=1,2,3,4$ be solutions of $\mathrm{P}_{\mathrm{IV}}$ (1.2) with

$$
\begin{array}{ll}
A_{1}^{ \pm}=\frac{1}{4}\left(2-2 A_{0} \pm 3 \sqrt{-2 B_{0}}\right), & B_{1}^{ \pm}=-\frac{1}{2}\left(1+A_{0} \pm \frac{1}{2} \sqrt{-2 B_{0}}\right)^{2} \\
A_{2}^{ \pm}=-\frac{1}{4}\left(2+2 A_{0} \pm 3 \sqrt{-2 B_{0}}\right), & B_{2}^{ \pm}=-\frac{1}{2}\left(1-A_{0} \pm \frac{1}{2} \sqrt{-2 B_{0}}\right)^{2} \\
A_{3}^{ \pm}=\frac{3}{2}-\frac{1}{2} A_{0} \mp \frac{3}{4} \sqrt{-2 B_{0}}, & B_{3}^{ \pm}=-\frac{1}{2}\left(1-A_{0} \pm \frac{1}{2} \sqrt{-2 B_{0}}\right)^{2} \\
A_{4}^{ \pm}=-\frac{3}{2}-\frac{1}{2} A_{0} \mp \frac{3}{4} \sqrt{-2 B_{0}}, & B_{4}^{ \pm}=-\frac{1}{2}\left(-1-A_{0} \pm \frac{1}{2} \sqrt{-2 B_{0}}\right)^{2} .
\end{array}
$$

Then

$$
\begin{array}{ll}
\mathcal{T}_{1}^{ \pm}: & q_{1}^{ \pm}=\frac{q_{0}^{\prime}-q_{0}^{2}-2 z q_{0} \mp \sqrt{-2 B_{0}}}{2 q_{0}}, \\
\mathcal{T}_{2}^{ \pm}: & q_{2}^{ \pm}=-\frac{q_{0}^{\prime}+q_{0}^{2}+2 z q_{0} \mp \sqrt{-2 B_{0}}}{2 q_{0}}, \\
\mathcal{T}_{3}^{ \pm}: & q_{3}^{ \pm}=q_{0}+\frac{2\left(1-A_{0} \mp \frac{1}{2} \sqrt{-2 B_{0}}\right) q_{0}}{q_{0}^{\prime} \pm \sqrt{-2 B_{0}}+2 z q_{0}+q_{0}^{2}}, \\
\mathcal{T}_{4}^{ \pm}: & q_{4}^{ \pm}=q_{0}+\frac{2\left(1+A_{0} \pm \frac{1}{2} \sqrt{-2 B_{0}}\right) q_{0}}{q_{0}^{\prime} \mp \sqrt{-2 B_{0}}-2 z q_{0}-q_{0}^{2}}, \tag{3.6d}
\end{array}
$$

valid when the denominators are non-zero, and where the upper signs or the lower signs are taken throughout each transformation.
Proof. See Gromak [41, 42] and Lukashevich [52]; also [6, 43, 58].
A class of Bäcklund transformations for the Painlevé equations is generated by so-called Schlesinger transformations of the associated isomonodromy problems. Fokas, Mugan and Ablowitz [33], deduced the following Schlesinger transformations $\mathcal{R}_{1}-\mathcal{R}_{4}$ for $\mathrm{P}_{\mathrm{IV}}$.

$$
\begin{array}{ll}
\mathcal{R}_{1}: & q_{1}\left(z ; A_{1}, B_{1}\right)=\frac{\left(q^{\prime}+\sqrt{-2 B}\right)^{2}+(4 A+4-2 \sqrt{-2 B}) q^{2}-q^{2}(q+2 z)^{2}}{2 q\left(q^{2}+2 z q-q^{\prime}-\sqrt{-2 B}\right)} \\
\mathcal{R}_{2}: & q_{2}\left(z ; A_{2}, B_{2}\right)=\frac{\left(q^{\prime}-\sqrt{-2 B}\right)^{2}+(4 A-4-2 \sqrt{-2 B}) q^{2}-q^{2}(q+2 z)^{2}}{2 q\left(q^{2}+2 z q+q^{\prime}-\sqrt{-2 B}\right)} \\
\mathcal{R}_{3}: & q_{3}\left(z ; A_{3}, B_{3}\right)=\frac{\left(q^{\prime}-\sqrt{-2 B}\right)^{2}-(4 A+4+2 \sqrt{-2 B}) q^{2}-q^{2}(q+2 z)^{2}}{2 q\left(q^{2}+2 z q-q^{\prime}+\sqrt{-2 B}\right)} \\
\mathcal{R}_{4}: & q_{4}\left(z ; A_{4}, B_{4}\right)=\frac{\left(q^{\prime}+\sqrt{-2 B}\right)^{2}+(4 A-4+2 \sqrt{-2 B}) q^{2}-q^{2}(q+2 z)^{2}}{2 q\left(q^{2}+2 z q+q^{\prime}+\sqrt{-2 B}\right)} \tag{3.7d}
\end{array}
$$

where $q \equiv q(z ; A, B)$ and

$$
\begin{array}{ll}
\left(A_{1}, B_{1}\right)=\left(A+1,-\frac{1}{2}(2-\sqrt{-2 B})^{2}\right), & \left(A_{2}, B_{2}\right)=\left(A-1,-\frac{1}{2}(2+\sqrt{-2 B})^{2}\right) \\
\left(A_{3}, B_{3}\right)=\left(A+1,-\frac{1}{2}(2+\sqrt{-2 B})^{2}\right), & \left(A_{4}, B_{4}\right)=\left(A-1,-\frac{1}{2}(2-\sqrt{-2 B})^{2}\right) \tag{3.7f}
\end{array}
$$

Fokas, Mugan and Ablowitz [33] also defined the composite transformations $\mathcal{R}_{5}=\mathcal{R}_{1} \mathcal{R}_{3}$ and $\mathcal{R}_{7}=\mathcal{R}_{2} \mathcal{R}_{4}$ given by

$$
\begin{array}{ll}
\mathcal{R}_{5}: & q_{5}\left(z ; A_{5}, B_{5}\right)=\frac{\left(q^{\prime}-q^{2}-2 z q\right)^{2}+2 B}{2 q\left\{q^{\prime}-q^{2}-2 z q+2(A+1)\right\}} \\
\mathcal{R}_{7}: & q_{7}\left(z ; A_{7}, B_{7}\right)=-\frac{\left(q^{\prime}+q^{2}+2 z q\right)^{2}+2 B}{2 q\left\{q^{\prime}+q^{2}+2 z q-2(A-1)\right\}} \tag{3.8b}
\end{array}
$$

respectively, where

$$
\begin{equation*}
\left(A_{5}, B_{5}\right)=(A+2, B), \quad\left(A_{7}, B_{7}\right)=(A-2, B) \tag{3.8c}
\end{equation*}
$$

We remark that $\mathcal{R}_{5}$ and $\mathcal{R}_{7}$ are the transformations $\mathcal{T}_{+}$and $\mathcal{T}_{-}$, respectively, given by Murata [58].

### 3.3 Special function solutions

The Painlevé equations $\mathrm{P}_{\mathrm{II}}-\mathrm{P}_{\mathrm{VI}}$ possess hierarchies of solutions expressible in terms of classical special functions, for special values of the parameters through an associated Riccati equation,

$$
\begin{equation*}
\frac{\mathrm{d} q}{\mathrm{~d} z}=f_{2}(z) q^{2}+f_{1}(z) q+f_{0}(z) \tag{3.9}
\end{equation*}
$$

where $f_{2}(z), f_{1}(z)$ and $f_{0}(z)$ are rational functions. Hierarchies of solutions, which are often referred to as "oneparameter solutions" (since they have one arbitrary constant), are generated from "seed solutions" derived from the Riccati equation using the Bäcklund transformations given in §3.2. Furthermore, as for the rational solutions, these special function solutions are often expressed in the form of determinants.

Solutions of $\mathrm{P}_{\mathrm{II}}-\mathrm{P}_{\mathrm{VI}}$ are expressed in terms of special functions as follows (see [22, 43, 56], and the references therein): for $\mathrm{P}_{\mathrm{II}}$ in terms of Airy functions $\operatorname{Ai}(z)$ and $\mathrm{Bi}(z)$; for $\mathrm{P}_{\mathrm{III}}$ in terms of Bessel functions $J_{\nu}(z)$ and $Y_{\nu}(z)$; for $\mathrm{P}_{\mathrm{IV}}$ in terms of parabolic cylinder functions functions $D_{\nu}(z)$; for $\mathrm{P}_{\mathrm{V}}$ in terms of confluent hypergeometric functions ${ }_{1} F_{1}(a ; c ; z)$ (equivalently Kummer functions $M(a, b, z)$ and $U(a, b, z)$ or Whittaker functions $M_{\kappa, \mu}(z)$ and $W_{\kappa, \mu}(z)$ ); and for $\mathrm{P}_{\mathrm{VI}}$ in terms of hypergeometric functions ${ }_{2} F_{1}(a, b ; c ; z)$. Some classical orthogonal polynomials arise as particular cases of these special function solutions and thus yield rational solutions of the associated Painlevé equations: for $\mathrm{P}_{\mathrm{III}}$ and $\mathrm{P}_{\mathrm{V}}$ in terms of associated Laguerre polynomials $L_{k}^{(m)}(z)$; for $\mathrm{P}_{\mathrm{IV}}$ in terms of Hermite polynomials $H_{n}(z)$; and for $\mathrm{P}_{\mathrm{VI}}$ in terms of Jacobi polynomials $P_{n}^{(\alpha, \beta)}(z)$.

Special function solutions of $\mathrm{P}_{\mathrm{IV}}(1.2)$ are expressed in in terms of parabolic cylinder functions.
Theorem 3.4. $\mathrm{P}_{\mathrm{IV}}$ (1.2) has solutions expressible in terms of parabolic cylinder functions if and only if either

$$
\begin{equation*}
B=-2(2 n+1+\varepsilon A)^{2}, \tag{3.10}
\end{equation*}
$$

or

$$
\begin{equation*}
B=-2 n^{2} \tag{3.11}
\end{equation*}
$$

with $n \in \mathbb{Z}$ and $\varepsilon= \pm 1$.
Proof. See [40, 42, 43, 44, 51, 52].
For $\mathrm{P}_{\mathrm{IV}}$ (1.2) the associated Riccati equation is

$$
\begin{equation*}
\frac{\mathrm{d} q}{\mathrm{~d} z}=\varepsilon\left(q^{2}+2 z q\right)+2 \nu, \quad \varepsilon^{2}=1 \tag{3.12}
\end{equation*}
$$

with $\mathrm{P}_{\mathrm{IV}}$ parameters $A=-\varepsilon(\nu+1)$ and $B=-2 \nu^{2}$. Letting $w(z)=\frac{\mathrm{d}}{\mathrm{d} z} \ln \varphi_{\nu}(z)$ in (3.12) yields

$$
\begin{equation*}
\frac{\mathrm{d}^{2} \varphi_{\nu}}{\mathrm{d} z^{2}}-2 \varepsilon z \frac{\mathrm{~d} \varphi_{\nu}}{\mathrm{d} z}+2 \varepsilon \nu \varphi_{\nu}=0 \tag{3.13}
\end{equation*}
$$

The solution of this equation depends on whether $\nu \in \mathbb{Z}$ or $\nu \notin \mathbb{Z}$, which we now summarize.
(i) If $\nu \notin \mathbb{Z}$ then equation (3.13) has solutions

$$
\varphi_{\nu}(z ; \varepsilon)= \begin{cases}\left\{C_{1} D_{\nu}(\sqrt{2} z)+C_{2} D_{\nu}(-\sqrt{2} z)\right\} \exp \left(\frac{1}{2} z^{2}\right), & \text { if } \varepsilon=1  \tag{3.14}\\ \left\{C_{1} D_{-\nu-1}(\sqrt{2} z)+C_{2} D_{-\nu-1}(-\sqrt{2} z)\right\} \exp \left(-\frac{1}{2} z^{2}\right), & \text { if } \varepsilon=-1\end{cases}
$$

with $C_{1}$ and $C_{2}$ arbitrary constants, where $D_{\nu}(\zeta)$ is the parabolic cylinder function which satisfies

$$
\begin{equation*}
\frac{\mathrm{d}^{2} D_{\nu}}{\mathrm{d} \zeta^{2}}=\left(\frac{1}{4} \zeta^{2}-\nu-\frac{1}{2}\right) D_{\nu} \tag{3.15}
\end{equation*}
$$

and the boundary condition

$$
D_{\nu}(\zeta) \sim \zeta^{\nu} \exp \left(-\frac{1}{4} \zeta^{2}\right), \quad \text { as } \quad \zeta \rightarrow+\infty
$$

(ii) If $\nu=0$ then equation (3.13) has the solutions

$$
\varphi_{0}(z ; \varepsilon)= \begin{cases}C_{1}+C_{2} \operatorname{erfi}(z), & \text { if } \quad \varepsilon=1 \\ C_{1}+C_{2} \operatorname{erfc}(z), & \text { if } \varepsilon=-1\end{cases}
$$

with $C_{1}$ and $C_{2}$ arbitrary constants, where $\operatorname{erfc}(z)$ is the complementary error function and erfi $(z)$ is the imaginary error function, respectively defined by

$$
\begin{equation*}
\operatorname{erfc}(z)=\frac{2}{\sqrt{\pi}} \int_{z}^{\infty} \exp \left(-t^{2}\right) \mathrm{d} t, \quad \operatorname{erfi}(z)=\frac{2}{\sqrt{\pi}} \int_{0}^{z} \exp \left(t^{2}\right) \mathrm{d} t \tag{3.16}
\end{equation*}
$$

(iii) If $\nu=m$, for $m \geq 1$, then equation (3.13) has the solutions

$$
\varphi_{m}(z ; \varepsilon)= \begin{cases}C_{1} H_{m}(z)+C_{2} \exp \left(z^{2}\right) \frac{\mathrm{d}^{m}}{\mathrm{~d} z^{m}}\left\{\operatorname{erfi}(z) \exp \left(-z^{2}\right)\right\}, & \text { if } \varepsilon=1 \\ C_{1}(-\mathrm{i})^{m} H_{m}(\mathrm{i} z)+C_{2} \exp \left(-z^{2}\right) \frac{\mathrm{d}^{m}}{\mathrm{~d} z^{m}}\left\{\operatorname{erfc}(z) \exp \left(z^{2}\right)\right\}, & \text { if } \varepsilon=-1\end{cases}
$$

with $C_{1}$ and $C_{2}$ arbitrary constants, where $H_{m}(z)$ is the Hermite polynomial defined by

$$
\begin{equation*}
H_{m}(z)=(-1)^{m} \exp \left(z^{2}\right) \frac{\mathrm{d}^{m}}{\mathrm{~d} z^{m}} \exp \left(-z^{2}\right) \tag{3.17}
\end{equation*}
$$

(iv) If $\nu=-m$, for $m \geq 1$, then equation (3.13) has the solutions

$$
\varphi_{-m}(z ; \varepsilon)= \begin{cases}C_{1}(-\mathrm{i})^{m-1} H_{m-1}(\mathrm{i} z) \exp \left(z^{2}\right)+C_{2} \frac{\mathrm{~d}^{m-1}}{\mathrm{~d} z^{m-1}}\left\{\operatorname{erfc}(z) \exp \left(z^{2}\right)\right\}, & \text { if } \varepsilon=1 \\ C_{1} H_{m-1}(z) \exp \left(-z^{2}\right)+C_{2} \frac{\mathrm{~d}^{m-1}}{\mathrm{~d} z^{m-1}}\left\{\operatorname{erfi}(z) \exp \left(-z^{2}\right)\right\}, & \text { if } \varepsilon=-1\end{cases}
$$

with $C_{1}$ and $C_{2}$ arbitrary constants.
If $\varphi_{\nu}(z ; \varepsilon)$ is a solution of (3.13), then the "seed solutions" of $\mathrm{P}_{\mathrm{IV}}(1.2)$ are given by

$$
q\left(z ;-\varepsilon(\nu+1),-2 \nu^{2}\right)=-\varepsilon \frac{\mathrm{d}}{\mathrm{~d} z} \ln \varphi_{\nu}(z ; \varepsilon), \quad q\left(z ;-\varepsilon \nu,-2(\nu+1)^{2}\right)=-2 z+\varepsilon \frac{\mathrm{d}}{\mathrm{~d} z} \ln \varphi_{\nu}(z ; \varepsilon)
$$

Hierarchies of special function solutions can be generated from these solutions using the Bäcklund transformations given in §3.2. However there is an alternative approach.

Determinantal representations of special function solutions for $\mathrm{P}_{\mathrm{IV}}$ (1.2) and $\mathrm{S}_{\mathrm{IV}}$ (3.5) are discussed in the following theorem.

Theorem 3.5. Let $\tau_{n, \nu}(z ; \varepsilon)$ be given by

$$
\begin{equation*}
\tau_{n, \nu}(z ; \varepsilon)=\mathcal{W}\left(\varphi_{\nu}(z ; \varepsilon), \frac{\mathrm{d} \varphi_{\nu}}{\mathrm{d} z}(z ; \varepsilon), \ldots, \frac{\mathrm{d}^{n-1} \varphi_{\nu}}{\mathrm{d} z^{n-1}}(z ; \varepsilon)\right), \quad n \geq 1 \tag{3.18}
\end{equation*}
$$

with $\tau_{0, \nu}(z ; \varepsilon)=1$, where $\varphi_{\nu}(z ; \varepsilon)$ is a solution of (3.13) and $\mathcal{W}\left(\varphi_{1}, \varphi_{2}, \ldots, \varphi_{n}\right)$ is the Wronskian. Then for $n \geq 0$, special function solutions of $\mathrm{P}_{\mathrm{IV}}$ (1.2) are given by

$$
\begin{align*}
& q_{n, \nu}^{[1]}\left(z ; A_{n, \nu}^{[1]}, B_{n, \nu}^{[1]}\right)=-2 z+\varepsilon \frac{\mathrm{d}}{\mathrm{~d} z} \ln \frac{\tau_{n+1, \nu}(z ; \varepsilon)}{\tau_{n, \nu}(z ; \varepsilon)}, \quad A_{n, \nu}^{[1]}=\varepsilon(2 n-\nu), \quad B_{n, \nu}^{[1]}=-2(\nu+1)^{2},  \tag{3.19a}\\
& q_{n, \nu}^{[2]}\left(z ; A_{n, \nu}^{[2]}, B_{n, \nu}^{[2]}\right)=\varepsilon \frac{\mathrm{d}}{\mathrm{~d} z} \ln \frac{\tau_{n, \nu}(z ; \varepsilon)}{\tau_{n, \nu+1}(z ; \varepsilon)}, \quad \quad A_{n, \nu}^{[2]}=\varepsilon(2 \nu-n), \quad B_{n, \nu}^{[2]}=-2(n+1)^{2},  \tag{3.19b}\\
& q_{n, \nu}^{[3]}\left(z ; A_{n, \nu}^{[3]}, B_{n, \nu}^{[3]}\right)=\varepsilon \frac{\mathrm{d}}{\mathrm{~d} z} \ln \frac{\tau_{n, \nu+1}(z ; \varepsilon)}{\tau_{n+1, \nu}(z ; \varepsilon)}, \quad \quad A_{n, \nu}^{[3]}=-\varepsilon(n+\nu), \quad B_{n, \nu}^{[3]}=-2(\nu-n+1)^{2}, \tag{3.19c}
\end{align*}
$$

and special function solutions of $\mathrm{S}_{\mathrm{IV}}$ (3.5) are given by

$$
\begin{array}{rlrl}
\sigma_{n, \nu}^{[1]}\left(z ; \vartheta_{0}, \vartheta_{\infty}\right) & =\frac{\mathrm{d}}{\mathrm{~d} z} \ln \tau_{n, \nu}(z ; \varepsilon), & \vartheta_{0}^{[1]}=\varepsilon(\nu-n+1), & \vartheta_{\infty}^{[1]}=-\varepsilon n \\
\sigma_{n, \nu}^{[2]}\left(z ; \vartheta_{0}, \vartheta_{\infty}\right)=\frac{\mathrm{d}}{\mathrm{~d} z} \ln \tau_{n, \nu}(z ; \varepsilon)-2 \varepsilon n z, & \vartheta_{0}^{[2]}=\varepsilon n, & \vartheta_{\infty}^{[2]}=\varepsilon(\nu+1), \\
\sigma_{n, \nu}^{[3]}\left(z ; \vartheta_{0}, \vartheta_{\infty}\right)=\frac{\mathrm{d}}{\mathrm{~d} z} \ln \tau_{n, \nu}(z ; \varepsilon)+2 \varepsilon(\nu-n+1) z, & \vartheta_{0}^{[3]}=-\varepsilon(\nu+1), & \vartheta_{\infty}^{[3]}=-\varepsilon(\nu-n+1), \tag{3.20c}
\end{array}
$$

Proof. See Okamoto [62]; also Forrester and Witte [36].

## 4 Semi-classical Laguerre weight

In this section we consider monic orthogonal polynomials $P_{n}(x ; t)$, for $n \in \mathbb{N}$, with respect to the semi-classical Laguerre weight (1.1), where these polynomials satisfy the three-term recurrence relation (2.8), i.e.

$$
\begin{equation*}
x P_{n}(x ; t)=P_{n+1}(x ; t)+\alpha_{n}(t) P_{n}(x ; t)+\beta_{n}(t) P_{n-1}(x ; t), \tag{4.1}
\end{equation*}
$$

Boelen and van Assche [10, Theorem 1.1] prove the following theorem.
Theorem 4.1. Let $\alpha_{n}(t)$ and $\beta_{n}(t)$ be the coefficients in the recurrence relation (4.1) associated with the semiclassical Laguerre weight (1.1). Then the quantities

$$
\begin{equation*}
x_{n}=\frac{\sqrt{2}}{t-2 \alpha_{n}}, \quad y_{n}=2 \beta_{n}-n-\frac{1}{2} \lambda \tag{4.2}
\end{equation*}
$$

satisfy the discrete system

$$
\begin{equation*}
x_{n-1} x_{n}=\frac{y_{n}+n+\frac{1}{2} \lambda}{y_{n}^{2}-\frac{1}{4} \lambda^{2}}, \quad y_{n}+y_{n+1}=\frac{1}{x_{n}}\left(\frac{t}{\sqrt{2}}-\frac{1}{x_{n}}\right) . \tag{4.3}
\end{equation*}
$$

Boelen and van Assche [10] also show that the system (4.3) can be obtained from an asymmetric discrete $\mathrm{P}_{\mathrm{IV}}$ equation by a limiting process. However, from our point of view, it is more convenient to have the discrete system satisfied by $\alpha_{n}$ and $\beta_{n}$, which is given in the following Lemma.

Lemma 4.2. The coefficients $\alpha_{n}(t)$ and $\beta_{n}(t)$ in the recurrence relation (4.1) associated with the semi-classical Laguerre weight (1.1) satisfy the discrete system

$$
\begin{align*}
& \left(2 \alpha_{n}-t\right)\left(2 \alpha_{n-1}-t\right)=\frac{\left(2 \beta_{n}-n\right)\left(2 \beta_{n}-n-\lambda\right)}{\beta_{n}}  \tag{4.4a}\\
& 2 \beta_{n}+2 \beta_{n+1}+\alpha_{n}\left(2 \alpha_{n}-t\right)=2 n+\lambda+1 \tag{4.4b}
\end{align*}
$$

Proof. Substituting (4.2) into (4.3) yields the discrete system (4.4).
Since the semi-classical Laguerre weight (1.1) has the form $\omega_{0}(x) \exp (x t)$ and the moments are finite for all $t \in \mathbb{R}$, with $t$ a parameter, then the coefficients $\alpha_{n}(t)$ and $\beta_{n}(t)$ in the recurrence relation (4.1) satisfy the Toda system, recall Theorem 2.5.

We are now in a position to prove the relationship between the coefficients $\alpha_{n}(t)$ and $\beta_{n}(t)$ in the recurrence relation (4.1) associated with the semi-classical Laguerre weight (1.1) and solutions of $\mathrm{P}_{\mathrm{IV}}$ (1.2).

Theorem 4.3. The coefficients $\alpha_{n}(t)$ and $\beta_{n}(t)$ in the recurrence relation (4.1) associated with the semi-classical Laguerre weight (1.1) are given by

$$
\begin{align*}
& \alpha_{n}(t)=\frac{1}{2} q_{n}(z)+\frac{1}{2} t  \tag{4.5a}\\
& \beta_{n}(t)=-\frac{1}{8} \frac{\mathrm{~d} q_{n}}{\mathrm{~d} z}-\frac{1}{8} q_{n}^{2}(z)-\frac{1}{4} z q_{n}(z)+\frac{1}{2} n+\frac{1}{4} \lambda \tag{4.5b}
\end{align*}
$$

with $z=\frac{1}{2} t$, where $q_{n}(z)$ satisfies

$$
\begin{equation*}
\frac{\mathrm{d}^{2} q_{n}}{\mathrm{~d} z^{2}}=\frac{1}{2 q_{n}}\left(\frac{\mathrm{~d} q_{n}}{\mathrm{~d} z}\right)^{2}+\frac{3}{2} q_{n}^{3}+4 z q_{n}^{2}+2\left(z^{2}-2 n-\lambda-1\right) q_{n}-\frac{2 \lambda^{2}}{q_{n}} \tag{4.6}
\end{equation*}
$$

which is $\mathrm{P}_{\mathrm{IV}}$ (1.2), with parameters

$$
\begin{equation*}
(A, B)=\left(2 n+\lambda+1,-2 \lambda^{2}\right) . \tag{4.7}
\end{equation*}
$$

Proof. Solving the discrete system (4.4) for $\alpha_{n-1}$ and $\beta_{n+1}$ yields

$$
\begin{aligned}
& \alpha_{n-1}=\frac{1}{2} t+\frac{\left(2 \beta_{n}-n\right)\left(2 \beta_{n}-n-\lambda\right)}{2\left(2 \alpha_{n}-t\right) \beta_{n}} \\
& \beta_{n+1}=-\beta_{n}-\frac{1}{2}(2 n+\lambda+1)-\alpha_{n}\left(\alpha_{n}-\frac{1}{2} t\right)
\end{aligned}
$$

and then substituting these into (2.11) gives

$$
\begin{align*}
\frac{\mathrm{d} \alpha_{n}}{\mathrm{~d} t} & =-\alpha_{n}\left(\alpha_{n}-\frac{1}{2} t\right)-2 \beta_{n}+\frac{1}{2}(2 n+\lambda+1)  \tag{4.8a}\\
\frac{\mathrm{d} \beta_{n}}{\mathrm{~d} t} & =\left(\alpha_{n}-\frac{1}{2} t\right) \beta_{n}-\frac{\left(2 \beta_{n}-n\right)\left(2 \beta_{n}-n-\lambda\right)}{2\left(2 \alpha_{n}-t\right)} \tag{4.8b}
\end{align*}
$$

Solving (4.8a) for $\beta_{n}$ yields

$$
\begin{equation*}
\beta_{n}=\frac{1}{2} \frac{\mathrm{~d} \alpha_{n}}{\mathrm{~d} t}+\frac{1}{2} \alpha_{n}\left(\alpha_{n}-\frac{1}{2} t\right)-\frac{1}{4}(2 n+\lambda+1) \tag{4.9}
\end{equation*}
$$

and then substituting this into (4.8b) yields

$$
\frac{\mathrm{d}^{2} \alpha_{n}}{\mathrm{~d} t^{2}}=\frac{1}{2 \alpha_{n}-t}\left(\frac{\mathrm{~d} \alpha_{n}}{\mathrm{~d} t}-\frac{1}{2}\right)^{2}+\frac{3}{2} \alpha_{n}^{3}-\frac{5}{4} t \alpha_{n}^{2}+\frac{1}{4}\left(t^{2}-4 n-2-2 \lambda\right) \alpha_{n}+\frac{1}{4} t(2 n+\lambda+1)-\frac{\lambda^{2}}{4\left(2 \alpha_{n}-t\right)}
$$

Making the transformation (4.5a) in this equation yields equation (4.6), which is $\mathrm{P}_{\mathrm{IV}}(1.2)$ with parameters given by (4.7). Finally making the transformation (4.5a) in (4.9) yields (4.5b), as required.

## Remarks 4.4.

1. Filipuk, van Assche and Zhang [28], who considered orthonormal polynomials rather than monic orthogonal polynomials, proved the result (4.5a) for $\alpha_{n}(t)$. However Filipuk, van Assche and Zhang [28] did not give an explicit expression for $\alpha_{n}(t)$, which we do below.
2. From Theorem 3.4 we see that the parameters (4.7) satisfy (3.10) with $\varepsilon=-1$, and therefore satisfy the condition given in Theorem 3.4 for $\mathrm{P}_{\text {IV }}$ to have solutions expressible in terms of parabolic cylinder functions.
3. If $q_{n}$ is a solution of equation (4.6) then the solutions $q_{n+1}$ and $q_{n-1}$ are given by

$$
q_{n+1}=\frac{\left(q_{n}^{\prime}-q_{n}^{2}-2 z q_{n}\right)^{2}-4 \lambda^{2}}{2 q_{n}\left(q_{n}^{\prime}-q_{n}^{2}-2 z q_{n}+4 n+2 \lambda+4\right)}, \quad q_{n-1}=-\frac{\left(q_{n}^{\prime}+q_{n}^{2}+2 z q_{n}\right)^{2}-4 \lambda^{2}}{2 q_{n}\left(q_{n}^{\prime}+q_{n}^{2}+2 z q_{n}-4 n-2 \lambda\right)},
$$

where ${ }^{\prime} \equiv \mathrm{d} / \mathrm{d} z$, which are special cases of the Schlesinger transformations $\mathcal{R}_{5}$ (3.8a) and $\mathcal{R}_{7}$ (3.8b), respectively.
4. From Theorem 3.5, we see that the parabolic cylinder function solutions of equation (4.6) are given by

$$
q_{n}(z)=-2 z+\frac{\mathrm{d}}{\mathrm{~d} z} \ln \frac{\tau_{n+1, \lambda}(z)}{\tau_{n, \lambda}(z)}
$$

where

$$
\tau_{n, \lambda}(z)=\mathcal{W}\left(\psi_{\lambda}, \frac{\mathrm{d} \psi_{\lambda}}{\mathrm{d} z}, \ldots, \frac{\mathrm{~d}^{n-1} \psi_{\lambda}}{\mathrm{d} z^{n-1}}\right), \quad \tau_{0, \lambda}(z)=1
$$

and $\psi_{\lambda}(z)$ satisfies

$$
\frac{\mathrm{d}^{2} \psi_{\lambda}}{\mathrm{d} z^{2}}-2 z \frac{\mathrm{~d} \psi_{\lambda}}{\mathrm{d} z}-2(\lambda+1) \psi_{\lambda}=0
$$

which is equation (3.13) with $\nu=-\lambda-1$ and $\varepsilon=1$. This equation has general solution

$$
\psi_{\lambda}(z)= \begin{cases}\left\{C_{1} D_{-\lambda-1}(\sqrt{2} z)+C_{2} D_{-\lambda-1}(-\sqrt{2} z)\right\} \exp \left(\frac{1}{2} z^{2}\right), & \text { if } \quad \lambda \notin \mathbb{N} \\ C_{1}(-\mathrm{i})^{m} H_{m}(\mathrm{i} z) \exp \left(z^{2}\right)+C_{2} \frac{\mathrm{~d}^{m}}{\mathrm{~d} z^{m}}\left\{\operatorname{erfc}(z) \exp \left(z^{2}\right)\right\}, & \text { if } \quad \lambda=m \in \mathbb{N}\end{cases}
$$

with $C_{1}$ and $C_{2}$ arbitrary constants, where $D_{\nu}(\zeta)$ is the parabolic cylinder function, $H_{m}(\zeta)$ the Hermite polynomial (3.17), and $\operatorname{erfc}(z)$ the complementary error function (3.16).
The system (4.8) satisfied by the recurrence coefficients $\alpha_{n}(t)$ and $\beta_{n}(t)$ is equivalent to the Hamiltonian system (3.4) associated with $\mathrm{P}_{\mathrm{IV}}$, as shown in the following Theorem.

Theorem 4.5. The system (4.8) is equivalent to the Hamiltonian system (3.4) associated with $\mathrm{P}_{\mathrm{IV}}$.
Proof. If in the system (4.8) we make the transformation

$$
\alpha_{n}(t)=\frac{1}{2} q_{n}(z)+\frac{1}{2} t, \quad \beta_{n}(t)=-\frac{1}{2} q_{n}(z) p_{n}(z)+\frac{1}{2}(n+\lambda), \quad z=\frac{1}{2} t
$$

then $q_{n}(z)$ and $p_{n}(z)$ satisfy the system

$$
\begin{align*}
\frac{\mathrm{d} q_{n}}{\mathrm{~d} z} & =4 q_{n} p_{n}-q_{n}^{2}-2 z q_{n}-2 \lambda  \tag{4.10a}\\
\frac{\mathrm{~d} p_{n}}{\mathrm{~d} z} & =-2 p_{n}^{2}+2 p_{n} q_{n}+2 z p_{n}-n-\lambda \tag{4.10b}
\end{align*}
$$

which is the system (3.4) with $\vartheta_{0}=\lambda$ and $\vartheta_{\infty}=\lambda+n$. Conversely making the transformation

$$
q_{n}(z)=2 \alpha_{n}(t)-t, \quad p_{n}(z)=-\frac{2 \beta_{n}(t)-n-\lambda}{2 \alpha_{n}(t)-t}, \quad t=2 z
$$

in the system (4.10) yields the system (4.8).
Our main objective is to obtain explicit expressions for the coefficients $\alpha_{n}(t)$ and $\beta_{n}(t)$ in the recurrence relation (4.1). First we derive an explicit expression for the moment $\mu_{0}(t ; \lambda)$.

Theorem 4.6. For the semi-classical Laguerre weight (1.1), the moment $\mu_{0}(t ; \lambda)$ is given by

$$
\mu_{0}(t ; \lambda)= \begin{cases}\frac{\Gamma(\lambda+1) \exp \left(\frac{1}{8} t^{2}\right)}{2^{(\lambda+1) / 2}} D_{-\lambda-1}\left(-\frac{1}{2} \sqrt{2} t\right), & \text { if } \lambda \notin \mathbb{N},  \tag{4.11}\\ \frac{1}{2} \sqrt{\pi} \frac{\mathrm{~d}^{m}}{\mathrm{~d} t^{m}}\left\{\exp \left(\frac{1}{4} t^{2}\right)\left[1+\operatorname{erf}\left(\frac{1}{2} t\right)\right]\right\}, & \text { if } \lambda=m \in \mathbb{N},\end{cases}
$$

with $D_{\nu}(\zeta)$ the parabolic cylinder function and $\operatorname{erf}(z)$ the error function. Further $\mu_{0}(t ; \lambda)$ satisfies the equation

$$
\begin{equation*}
\frac{\mathrm{d}^{2} \mu_{0}}{\mathrm{~d} t^{2}}-\frac{1}{2} t \frac{\mathrm{~d} \mu_{0}}{\mathrm{~d} t}-\frac{1}{2}(\lambda+1) \mu_{0}=0 \tag{4.12}
\end{equation*}
$$

Proof. The parabolic cylinder function $D_{\nu}(\zeta)$, with $\nu \notin \mathbb{Z}$, has the integral representation [63, §12.5(i)]

$$
D_{\nu}(\zeta)=\frac{\exp \left(-\frac{1}{4} \zeta^{2}\right)}{\Gamma(-\nu)} \int_{0}^{\infty} s^{-\nu-1} \exp \left(-\frac{1}{2} s^{2}-\zeta s\right) \mathrm{d} s, \quad \Re(\nu)<0
$$

For the semi-classical Laguerre weight (1.1), the moment $\mu_{0}(t ; \lambda)$, with $\lambda \notin \mathbb{N}$, is given by

$$
\begin{aligned}
\mu_{0}(t ; \lambda) & =\int_{0}^{\infty} x^{\lambda} \exp \left(-x^{2}+x t\right) \mathrm{d} x \\
& =2^{-(\lambda+1) / 2} \int_{0}^{\infty} s^{\lambda} \exp \left(-\frac{1}{2} s^{2}+\frac{1}{2} \sqrt{2} t s\right) \mathrm{d} s \\
& =\frac{\Gamma(\lambda+1) \exp \left(\frac{1}{8} t^{2}\right)}{2^{(\lambda+1) / 2}} D_{-\lambda-1}\left(-\frac{1}{2} \sqrt{2} t\right)
\end{aligned}
$$

as required. If $m \in \mathbb{N}$, then the parabolic cylinder function $D_{-m-1}(\zeta)$ is given by

$$
D_{-m-1}(\zeta)=\sqrt{\frac{\pi}{2}} \frac{(-1)^{m}}{m!} \exp \left(-\frac{1}{4} \zeta^{2}\right) \frac{\mathrm{d}^{m}}{\mathrm{~d} \zeta^{m}}\left\{\exp \left(\frac{1}{2} \zeta^{2}\right) \operatorname{erfc}\left(\frac{1}{2} \sqrt{2} \zeta\right)\right\}
$$

with $\operatorname{erfc}(z)$ the complementary error function [63, §12.7(ii)]. Since $\operatorname{erfc}(-z)=1+\operatorname{erf}(z)$, then $\mu_{0}(t ; m)$, with $m \in \mathbb{N}$, is given by

$$
\mu_{0}(t ; m)=\frac{1}{2} \sqrt{\pi} \frac{\mathrm{~d}^{m}}{\mathrm{~d} t^{m}}\left\{\exp \left(\frac{1}{4} t^{2}\right)\left[1+\operatorname{erf}\left(\frac{1}{2} t\right)\right]\right\}
$$

as required. Further, the parabolic cylinder function $D_{\nu}(\zeta)$ satisfies equation (3.15) and so from (4.11) it follows that the moment $\mu_{0}(t ; \lambda)$ satisfies equation (4.12), as required.

Corollary 4.7. If $\mu_{0}(t ; \lambda)$ is given by (4.11) and $\varphi_{\nu}(z ; \varepsilon)$ by (3.14), then

$$
\mu_{0}(t ; \lambda)=\varphi_{-\lambda-1}\left(\frac{1}{2} t ; 1\right)
$$

with $C_{1}=0$ and $C_{2}=\Gamma(\lambda+1) / 2^{(\lambda+1) / 2}$.
Proof. The result is easily shown by comparing (4.11) and (3.14).
Having obtained an explicit expression for $\mu_{0}$ we can now derive explicit expressions for the Hankel determinant $\Delta_{n}(t)$ and the coefficients $\alpha_{n}(t)$ and $\beta_{n}(t)$ in the recurrence relation (4.1).

Theorem 4.8. The Hankel determinant $\Delta_{n}(t)$ is given by

$$
\begin{equation*}
\Delta_{n}(t)=\mathcal{W}\left(\mu_{0}, \frac{\mathrm{~d} \mu_{0}}{\mathrm{~d} t}, \ldots, \frac{\mathrm{~d}^{n-1} \mu_{0}}{\mathrm{~d} t^{n-1}}\right) \tag{4.13}
\end{equation*}
$$

with $\mu_{0}$ given by (4.11).
Proof. This is an immediate consequence of Theorem 2.1.
Theorem 4.9. The coefficients $\alpha_{n}(t)$ and $\beta_{n}(t)$ in the recurrence relation (4.1) associated with monic polynomials orthogonal with respect to the semi-classical Laguerre weight (1.1) are given by

$$
\alpha_{n}(t)=\frac{\mathrm{d}}{\mathrm{~d} t} \ln \frac{\Delta_{n+1}(t)}{\Delta_{n}(t)}, \quad \beta_{n}(t)=\frac{\mathrm{d}^{2}}{\mathrm{~d} t^{2}} \ln \Delta_{n}(t)
$$

where $\Delta_{n}(t)$ is the Hankel determinant given by (4.13), with $\mu_{0}$ given by (4.11).
Proof. This is an immediate consequence of Theorems 2.1 and 2.3.
Furthermore we can relate the Hankel determinant $\Delta_{n}(t)$ given by (4.13) to the $\tau$-function $\tau_{n, \nu}(z ; \varepsilon)$ given by (3.18).

Theorem 4.10. If $\Delta_{n}(t)$ is given by (4.13) and $\tau_{n, \nu}(z ; \varepsilon)$ by (3.18), with

$$
\varphi_{-\lambda-1}(z)=\frac{\Gamma(\lambda+1) \exp \left(\frac{1}{2} z^{2}\right)}{2^{(\lambda+1) / 2}} D_{-\lambda-1}(-\sqrt{2} z)
$$

then

$$
\begin{equation*}
\Delta_{n}(t)=\left.\frac{\tau_{n,-\lambda-1}(z ; 1)}{2^{n(n-1)}}\right|_{z=t / 2} \tag{4.14}
\end{equation*}
$$

Proof. The result is easily shown by comparing (4.13) and (3.18).
Theorem 4.11. The function $S_{n}(t)=\frac{\mathrm{d}}{\mathrm{d} t} \ln \Delta_{n}(t)$, with $\Delta_{n}(t)$ given by (4.13), satisfies the second-order, seconddegree equation

$$
\begin{equation*}
4\left(\frac{\mathrm{~d}^{2} S_{n}}{\mathrm{~d} t^{2}}\right)^{2}-\left(t \frac{\mathrm{~d} S_{n}}{\mathrm{~d} t}-S_{n}\right)^{2}+4 \frac{\mathrm{~d} S_{n}}{\mathrm{~d} t}\left(2 \frac{\mathrm{~d} S_{n}}{\mathrm{~d} t}-n\right)\left(2 \frac{\mathrm{~d} S_{n}}{\mathrm{~d} t}-n-\lambda\right)=0 \tag{4.15}
\end{equation*}
$$

Proof. Setting $\nu=-\lambda-1$ and $\varepsilon=1$ in (3.20c) gives

$$
\sigma(z ; \lambda, n+\lambda)=\frac{\mathrm{d}}{\mathrm{~d} z} \ln \tau_{n,-\lambda-1}(z ; 1)-2(n+\lambda) z
$$

and so if $S_{n}(t)=\frac{\mathrm{d}}{\mathrm{d} t} \ln \Delta_{n}(t)$ then from (4.14) we see that

$$
\sigma(z ; \lambda, n+\lambda)=2 S_{n}(t)-(n+\lambda) t, \quad z=\frac{1}{2} t
$$

Making this transformation in $\mathrm{S}_{\mathrm{IV}}(3.5)$ with $\vartheta_{0}=\lambda$ and $\vartheta_{\infty}=n+\lambda$, i.e.

$$
\left(\frac{\mathrm{d}^{2} \sigma}{\mathrm{~d} z^{2}}\right)^{2}-4\left(z \frac{\mathrm{~d} \sigma}{\mathrm{~d} z}-\sigma\right)^{2}+4 \frac{\mathrm{~d} \sigma}{\mathrm{~d} z}\left(\frac{\mathrm{~d} \sigma}{\mathrm{~d} z}+2 \lambda\right)\left(\frac{\mathrm{d} \sigma}{\mathrm{~d} z}+2 n+2 \lambda\right)=0
$$

yields (4.15), as required.
Remark 4.12. Differentiating (4.15) and letting $S_{n}(t)=\frac{\mathrm{d}}{\mathrm{d} t} \ln \Delta_{n}(t)$ yields the fourth-order, bi-linear equation

$$
\begin{aligned}
\Delta_{n} \frac{\mathrm{~d}^{4} \Delta_{n}}{\mathrm{~d} t^{4}} & -4 \frac{\mathrm{~d}^{3} \Delta_{n}}{\mathrm{~d} t^{3}} \frac{\mathrm{~d} \Delta_{n}}{\mathrm{~d} t}+3\left(\frac{\mathrm{~d}^{2} \Delta_{n}}{\mathrm{~d} t^{2}}\right)^{2}-\left(\frac{1}{4} t^{2}+4 n+2 \lambda\right)\left[\Delta_{n} \frac{\mathrm{~d}^{2} \Delta_{n}}{\mathrm{~d} t^{2}}-\left(\frac{\mathrm{d} \Delta_{n}}{\mathrm{~d} t}\right)^{2}\right] \\
& +\frac{1}{4} t \Delta_{n} \frac{\mathrm{~d} \Delta_{n}}{\mathrm{~d} t}+\frac{1}{2} n(n+\lambda) \Delta_{n}^{2}=0
\end{aligned}
$$

as is easily verified.
Theorem 4.13. Suppose $\Psi_{n, \lambda}(z)$ is given by

$$
\Psi_{n, \lambda}(z)=\mathcal{W}\left(\psi_{\lambda}, \frac{\mathrm{d} \psi_{\lambda}}{\mathrm{d} z}, \ldots, \frac{\mathrm{~d}^{n-1} \psi_{\lambda}}{\mathrm{d} z^{n-1}}\right), \quad \Psi_{0, \lambda}(z)=1
$$

where

$$
\psi_{\lambda}(z)= \begin{cases}D_{-\lambda-1}(-\sqrt{2} z) \exp \left(\frac{1}{2} z^{2}\right), & \text { if } \quad \lambda \notin \mathbb{N} \\ \frac{\mathrm{d}^{m}}{\mathrm{~d} z^{m}}\left\{[1+\operatorname{erf}(z)] \exp \left(z^{2}\right)\right\}, & \text { if } \quad \lambda=m \in \mathbb{N}\end{cases}
$$

with $D_{\nu}(\zeta)$ is parabolic cylinder function and $\operatorname{erfc}(z)$ the complementary error function (3.16). Then coefficients $\alpha_{n}(t)$ and $\beta_{n}(t)$ in the recurrence relation (4.1) associated with the semi-classical Laguerre weight (1.1) are given by

$$
\begin{aligned}
& \alpha_{n}(t)=\frac{1}{2} q_{n}(z)+\frac{1}{2} t \\
& \beta_{n}(t)=-\frac{1}{8} \frac{\mathrm{~d} q_{n}}{\mathrm{~d} z}-\frac{1}{8} q_{n}^{2}(z)-\frac{1}{4} z q_{n}(z)+\frac{1}{4} \lambda+\frac{1}{2} n
\end{aligned}
$$

with $z=\frac{1}{2} t$, where

$$
q_{n}(z)=-2 z+\frac{\mathrm{d}}{\mathrm{~d} z} \ln \frac{\Psi_{n+1, \lambda}(z)}{\Psi_{n, \lambda}(z)}
$$

which satisfies $\mathrm{P}_{\mathrm{IV}}$ (1.2), with parameters $(A, B)=\left(2 n+\lambda+1,-2 \lambda^{2}\right)$.
In Appendix 1 we give the first few recurrence coefficients for the semi-classical Laguerre weight (1.1) and the first few monic polynomials generated using the recurrence relation (4.1).

## 5 Asymptotic expansions

In this section we derive asymptotic expansions for the the moment $\mu_{0}(t ; \lambda)$, see Lemma 5.1 below, the Hankel determinant $\Delta_{n}(t)$, see Lemma 5.2 below, and the recurrence coefficients $\alpha_{n}(t)$ and $\beta_{n}(t)$, see Lemma 5.3 below.

Lemma 5.1. As $t \rightarrow \infty$, the moment $\mu_{0}(t ; \lambda)$ has the asymptotic expansion

$$
\begin{equation*}
\mu_{0}(t ; \lambda) \sim \sqrt{\pi}\left(\frac{1}{2} t\right)^{\lambda} \exp \left(\frac{1}{4} t^{2}\right) \sum_{n=0}^{\infty} \frac{\Gamma(\lambda+1)}{\Gamma(\lambda-n+1) n!t^{2 n}} \tag{5.1}
\end{equation*}
$$

Proof. Since the parabolic cylinder function $D_{\nu}(\zeta)$ has the asymptotic expansion

$$
D_{\nu}(\zeta) \sim \frac{\sqrt{2 \pi}(-1)^{\nu+1}}{\Gamma(-\nu) \zeta^{\nu+1}} \exp \left(\frac{1}{4} \zeta^{2}\right) \sum_{n=0}^{\infty} \frac{(\nu+1)_{2 n}}{n!\left(2 \zeta^{2}\right)^{n}}, \quad \text { as } \quad \zeta \rightarrow-\infty
$$

with $(\beta)_{n}=\Gamma(\beta+n) / \Gamma(\beta)$ the Pochhammer symbol, then

$$
\begin{aligned}
\mu_{0}(t) & =\frac{\Gamma(\lambda+1) \exp \left(\frac{1}{8} t^{2}\right)}{2^{(\lambda+1) / 2}} D_{-\lambda-1}\left(-\frac{1}{2} \sqrt{2} t\right) \\
& \sim \frac{\Gamma(\lambda+1) \exp \left(\frac{1}{8} t^{2}\right)}{2^{(\lambda+1) / 2}} \frac{\sqrt{2 \pi} t^{\lambda} \exp \left(\frac{1}{8} t^{2}\right)}{\Gamma(\lambda+1) 2^{\lambda / 2}} \sum_{n=0}^{\infty} \frac{(-\lambda)_{2 n}}{n!t^{2 n}} \\
& =\sqrt{\pi}\left(\frac{1}{2} t\right)^{\lambda} \exp \left(\frac{1}{4} t^{2}\right) \sum_{n=0}^{\infty} \frac{\Gamma(\lambda+1)}{\Gamma(\lambda-n+1) n!t^{2 n}}
\end{aligned}
$$

as required, since

$$
(-\lambda)_{2 n}=\frac{\Gamma(2 n-\lambda)}{\Gamma(-\lambda)}=\lambda(\lambda-1) \ldots(\lambda-2 n+1)=\frac{\Gamma(\lambda+1)}{\Gamma(\lambda-n+1)}
$$

Lemma 5.2. As $t \rightarrow \infty$, the Hankel determinant $\Delta_{n}(t)$ has the asymptotic expansion

$$
\begin{equation*}
\Delta_{n}(t)=c_{n} \pi^{n / 2}\left(\frac{1}{2} t\right)^{n \lambda} \exp \left(\frac{1}{4} n t^{2}\right)\left\{1+\frac{n \lambda(\lambda-n)}{t^{2}}+\mathcal{O}\left(t^{-4}\right)\right\} \tag{5.2}
\end{equation*}
$$

with $c_{n}$ a constant, and $S_{n}(t)$ has the asymptotic expansion

$$
\begin{equation*}
S_{n}(t)=\frac{n t}{2}+\frac{n \lambda}{t}+\frac{2 n \lambda(n-\lambda)}{t^{3}}+\mathcal{O}\left(t^{-5}\right) \tag{5.3}
\end{equation*}
$$

Proof. To prove (5.2) we shall use Mathematical induction. Since $\Delta_{n}$ satisfies the Toda equation (2.10) then

$$
\begin{equation*}
\Delta_{n+1}=\frac{1}{\Delta_{n-1}}\left\{\Delta_{n} \frac{\mathrm{~d}^{2} \Delta_{n}}{\mathrm{~d} t^{2}}-\left(\frac{\mathrm{d} \Delta_{n}}{\mathrm{~d} t}\right)^{2}\right\} \tag{5.4}
\end{equation*}
$$

By definition $\Delta_{0}=1$ and from (5.1)

$$
\begin{equation*}
\Delta_{1}=\mu_{0}=\sqrt{\pi}\left(\frac{1}{2} t\right)^{\lambda} \exp \left(\frac{1}{4} t^{2}\right)\left\{1+\frac{\lambda(\lambda-1)}{t^{2}}+\mathcal{O}\left(t^{-4}\right)\right\} \tag{5.5}
\end{equation*}
$$

as $t \rightarrow \infty$, and so (5.4) with $n=1$ gives

$$
\Delta_{2}=\left\{\Delta_{1} \frac{\mathrm{~d}^{2} \Delta_{1}}{\mathrm{~d} t^{2}}-\left(\frac{\mathrm{d} \Delta_{1}}{\mathrm{~d} t}\right)^{2}\right\}=\frac{1}{2} \pi\left(\frac{1}{2} t\right)^{2 \lambda} \exp \left(\frac{1}{2} t^{2}\right)\left\{1+\frac{2 \lambda(\lambda-2)}{t^{2}}+\mathcal{O}\left(t^{-4}\right)\right\}
$$

as $t \rightarrow \infty$. Assuming (5.2) then

$$
\left\{\Delta_{n} \frac{\mathrm{~d}^{2} \Delta_{n}}{\mathrm{~d} t^{2}}-\left(\frac{\mathrm{d} \Delta_{n}}{\mathrm{~d} t}\right)^{2}\right\}=\frac{1}{2} n c_{n}^{2} \pi^{n}\left(\frac{1}{2} t\right)^{2 n \lambda} \exp \left(\frac{1}{2} n t^{2}\right)\left\{1+\frac{2 \lambda\left(n \lambda-n^{2}-1\right)}{t^{2}}+\mathcal{O}\left(t^{-4}\right)\right\}
$$

as $t \rightarrow \infty$, and so

$$
\begin{aligned}
\Delta_{n+1}= & \frac{1}{\Delta_{n-1}}\left\{\Delta_{n} \frac{\mathrm{~d}^{2} \Delta_{n}}{\mathrm{~d} t^{2}}-\left(\frac{\mathrm{d} \Delta_{n}}{\mathrm{~d} t}\right)^{2}\right\} \\
= & \frac{n c_{n}^{2}}{2 c_{n-1}} \pi^{(n+1) / 2}\left(\frac{1}{2} t\right)^{(n+1) \lambda} \exp \left\{\frac{1}{4}(n+1) t^{2}\right\} \\
& \times\left\{1+\frac{2 \lambda\left(n \lambda-n^{2}-1\right)}{t^{2}}+\mathcal{O}\left(t^{-4}\right)\right\}\left\{1-\frac{(n-1) \lambda(\lambda-n+1)}{t^{2}}+\mathcal{O}\left(t^{-4}\right)\right\} \\
= & c_{n+1} \pi^{(n+1) / 2}\left(\frac{1}{2} t\right)^{(n+1) \lambda} \exp \left\{\frac{1}{4}(n+1) t^{2}\right\}\left\{1+\frac{(n+1) \lambda(\lambda-n-1)}{t^{2}}+\mathcal{O}\left(t^{-4}\right)\right\}
\end{aligned}
$$

as $t \rightarrow \infty$, where $c_{n+1}=\frac{1}{2} n c_{n}^{2} / c_{n-1}$, as required. Solving the recurrence relation

$$
c_{n+1} c_{n-1}=\frac{1}{2} n c_{n}^{2}, \quad c_{0}=1, \quad c_{1}=1
$$

gives

$$
c_{n}=\frac{1}{2^{n(n-1) / 2}} \prod_{k=0}^{n-1} k!.
$$

Since $S_{n}=\frac{\mathrm{d}}{\mathrm{d} t} \ln \Delta_{n}$ then the asymptotic expansion (5.3) is easily derived from (5.2).
Lemma 5.3. As $t \rightarrow \infty$, the recurrence coefficients $\alpha_{n}(t)$ and $\beta_{n}(t)$ have the asymptotic expansions

$$
\begin{aligned}
& \alpha_{n}(t)=\frac{t}{2}+\frac{\lambda}{t}+\frac{2 \lambda(2 n-\lambda+1)}{t^{3}}+\mathcal{O}\left(t^{-5}\right) \\
& \beta_{n}(t)=\frac{n}{2}-\frac{n \lambda}{t^{2}}-\frac{6 n \lambda(n-\lambda)}{t^{4}}+\mathcal{O}\left(t^{-6}\right)
\end{aligned}
$$

Proof. By definition

$$
\alpha_{n}(t)=\frac{\mathrm{d}}{\mathrm{~d} t} \ln \frac{\Delta_{n+1}(t)}{\Delta_{n}(t)}=S_{n+1}(t)-S_{n}(t), \quad \beta_{n}(t)=\frac{\mathrm{d}^{2}}{\mathrm{~d} t^{2}} \ln \Delta_{n}(t)=\frac{\mathrm{d} S_{n}}{\mathrm{~d} t}
$$

and so

$$
\alpha_{n}(t)=\frac{t}{2}+\frac{\lambda}{t}+\frac{2 \lambda(2 n-\lambda+1)}{t^{3}}+\mathcal{O}\left(t^{-5}\right), \quad \beta_{n}(t)=\frac{n}{2}-\frac{n \lambda}{t^{2}}-\frac{6 n \lambda(n-\lambda)}{t^{4}}+\mathcal{O}\left(t^{-6}\right)
$$

as $t \rightarrow \infty$, as required. Consequently

$$
\lim _{t=\infty} \alpha_{n}(t)=\frac{1}{2} t, \quad \lim _{t=\infty} \beta_{n}(t)=\frac{1}{2} n
$$

## 6 Semi-classical Hermite weight

In this section we are concerned with the semi-classical Hermite weight

$$
\begin{equation*}
\omega(x ; t)=|x|^{\lambda} \exp \left(-x^{2}+t x\right), \quad x, t \in \mathbb{R}, \quad \lambda>-1, \tag{6.1}
\end{equation*}
$$

which is an extension of the semi-classical Laguerre weight (1.1) to the whole real line, where we have ensured that the weight is positive by using $|x|^{\lambda}$ rather than $x^{\lambda}$. Monic orthogonal polynomials associated with the semi-classical Hermite weight (6.1) satisfy the recurrence relation

$$
\begin{equation*}
x P_{n}(x ; t)=P_{n+1}(x ; t)+\alpha_{n}(t) P_{n}(x ; t)+\beta_{n}(t) P_{n-1}(x ; t), \tag{6.2}
\end{equation*}
$$

and our interest is in obtaining explicit expressions for the coefficients $\alpha_{n}(t)$ and $\beta_{n}(t)$ in (6.2).
First we evaluate the moment $\mu_{0}(t ; \lambda)$.
Theorem 6.1. For the semi-classical Hermite weight (6.1), the moment $\mu_{0}(t ; \lambda)$ is given by

$$
\mu_{0}(t ; \lambda)= \begin{cases}\frac{\Gamma(\lambda+1) \exp \left(\frac{1}{8} t^{2}\right)}{2^{(\lambda+1) / 2}}\left\{D_{-\lambda-1}\left(-\frac{1}{2} \sqrt{2} t\right)+D_{-\lambda-1}\left(\frac{1}{2} \sqrt{2} t\right)\right\}, & \text { if } \lambda \notin \mathbb{N},  \tag{6.3}\\ \sqrt{\pi}\left(-\frac{1}{2} \mathrm{i}\right)^{2 m} H_{2 m}\left(\frac{1}{2} \mathrm{i} t\right) \exp \left(\frac{1}{4} t^{2}\right), & \text { if } \lambda=2 m, \\ \sqrt{\pi} \frac{\mathrm{~d}^{2 m+1}}{\mathrm{~d} t^{2 m+1}}\left\{\operatorname{erf}\left(\frac{1}{2} t\right) \exp \left(\frac{1}{4} t^{2}\right)\right\}, & \text { if } \lambda=2 m+1,\end{cases}
$$

with $m \in \mathbb{N}$, where $D_{\nu}(z)$ is the parabolic cylinder function, $H_{n}(z)$ is the Hermite polynomial and erf $(z)$ is the error function.

Proof. If $\lambda \notin \mathbb{N}$, then the moment $\mu_{0}(t ; \lambda)$ is given by

$$
\begin{aligned}
\mu_{0}(t ; \lambda) & =\int_{-\infty}^{\infty} \omega(x ; t) \mathrm{d} x=\int_{-\infty}^{\infty}|x|^{\lambda} \exp \left(-x^{2}+t x\right) \mathrm{d} x \\
& =\int_{0}^{\infty} x^{\lambda} \exp \left(-x^{2}+t x\right) \mathrm{d} x+\int_{0}^{\infty} x^{\lambda} \exp \left(-x^{2}-t x\right) \mathrm{d} x \\
& =\frac{\Gamma(\lambda+1) \exp \left(\frac{1}{8} t^{2}\right)}{2^{(\lambda+1) / 2}}\left\{D_{-\lambda-1}\left(-\frac{1}{2} \sqrt{2} t\right)+D_{-\lambda-1}\left(\frac{1}{2} \sqrt{2} t\right)\right\}
\end{aligned}
$$

as required. If $\lambda=2 m$, with $m \in \mathbb{N}$, then

$$
\mu_{0}(t ; 2 m)=\int_{-\infty}^{\infty} x^{2 m} \exp \left(-x^{2}+t x\right) \mathrm{d} x=\sqrt{\pi}\left(-\frac{1}{2} \mathrm{i}\right)^{2 m} H_{2 m}\left(\frac{1}{2} \mathrm{i} t\right) \exp \left(\frac{1}{4} t^{2}\right)
$$

as required, since the Hermite polynomial, $H_{n}(z)$, has the integral representation

$$
H_{m}(z)=\frac{2^{m}}{\sqrt{\pi}} \int_{-\infty}^{\infty}(z+\mathrm{i} x)^{m} \exp \left(-x^{2}\right) \mathrm{d} x
$$

Finally if $\lambda=2 m+1$, with $m \in \mathbb{N}$, then

$$
\begin{aligned}
\mu_{0}(t ; 2 m+1) & =\int_{-\infty}^{\infty} x^{2 m}|x| \exp \left(-x^{2}+t x\right) \mathrm{d} x \\
& =\frac{\mathrm{d}^{2 m}}{\mathrm{~d} t^{2 m}}\left(\int_{0}^{\infty} x \exp \left(-x^{2}+t x\right) \mathrm{d} x+\int_{0}^{\infty} x \exp \left(-x^{2}-t x\right) \mathrm{d} x\right) \\
& =\frac{\mathrm{d}^{2 m+1}}{\mathrm{~d} t^{2 m+1}}\left(\int_{0}^{\infty} \exp \left(-x^{2}+t x\right) \mathrm{d} x-\int_{0}^{\infty} \exp \left(-x^{2}-t x\right) \mathrm{d} x\right) \\
& =\frac{\mathrm{d}^{2 m+1}}{\mathrm{~d} t^{2 m+1}}\left(\frac{1}{2} \sqrt{\pi}\left\{1+\operatorname{erf}\left(\frac{1}{2} t\right)\right\} \exp \left(\frac{1}{4} t^{2}\right)-\frac{1}{2} \sqrt{\pi}\left\{1-\operatorname{erf}\left(\frac{1}{2} t\right)\right\} \exp \left(\frac{1}{4} t^{2}\right)\right) \\
& =\sqrt{\pi} \frac{\mathrm{d}^{2 m+1}}{\mathrm{~d} t^{2 m+1}}\left\{\operatorname{erf}\left(\frac{1}{2} t\right) \exp \left(\frac{1}{4} t^{2}\right)\right\}
\end{aligned}
$$

as required, since

$$
\int_{0}^{\infty} \exp \left(-x^{2}+t x\right) \mathrm{d} x=\frac{1}{2} \sqrt{\pi}\left\{1+\operatorname{erf}\left(\frac{1}{2} t\right)\right\} \exp \left(\frac{1}{4} t^{2}\right)
$$

Next we obtain an explicit expression for the Hankel determinant $\Delta_{n}(t)$.
Theorem 6.2. The Hankel determinant $\Delta_{n}(t)$ is given by

$$
\begin{equation*}
\Delta_{n}(t)=\mathcal{W}\left(\mu_{0}, \frac{\mathrm{~d} \mu_{0}}{\mathrm{~d} t}, \ldots, \frac{\mathrm{~d}^{n-1} \mu_{0}}{\mathrm{~d} t^{n-1}}\right) \tag{6.4}
\end{equation*}
$$

where $\mu_{0}(t ; \lambda)$ is given by (6.3).
Proof. By definition the moment $\mu_{k}(t ; \lambda)$ is given by

$$
\begin{aligned}
\mu_{k}(t ; \lambda) & =\int_{-\infty}^{\infty} x^{k}|x|^{\lambda} \exp \left(-x^{2}+t x\right) \mathrm{d} x \\
& =\frac{\mathrm{d}^{k}}{\mathrm{~d} t^{k}}\left(\int_{-\infty}^{\infty}|x|^{\lambda} \exp \left(-x^{2}+t x\right) \mathrm{d} x\right)=\frac{\mathrm{d}^{k} \mu_{0}}{\mathrm{~d} t^{k}}
\end{aligned}
$$

and so we obtain

$$
\Delta_{n}(t)=\operatorname{det}\left[\mu_{j+k}(t)\right]_{j, k=0}^{n-1} \equiv \mathcal{W}\left(\mu_{0}, \frac{\mathrm{~d} \mu_{0}}{\mathrm{~d} t}, \ldots, \frac{\mathrm{~d}^{n-1} \mu_{0}}{\mathrm{~d} t^{n-1}}\right)
$$

as required.
Finally we obtain explicit expressions for the coefficients $\alpha_{n}(t)$ and $\beta_{n}(t)$.

Theorem 6.3. The coefficients $\alpha_{n}(t)$ and $\beta_{n}(t)$ in the recurrence relation (6.2) associated with monic polynomials orthogonal with respect to the semi-classical Hermite weight (6.1) are given by

$$
\alpha_{n}(t)=\frac{\mathrm{d}}{\mathrm{~d} t} \ln \frac{\Delta_{n+1}(t)}{\Delta_{n}(t)}, \quad \beta_{n}(t)=\frac{\mathrm{d}^{2}}{\mathrm{~d} t^{2}} \ln \Delta_{n}(t)
$$

where $\Delta_{n}(t)$ is the Hankel determinant given by (6.4), with $\mu_{0}(t ; \lambda)$ given by (6.3).
Proof. This is an immediate consequence of Theorem 2.3.
Theorem 6.4. Suppose $\widetilde{\Psi}_{n, \lambda}(z)$ is given by

$$
\widetilde{\Psi}_{n, \lambda}(z)=\mathcal{W}\left(\widetilde{\psi}_{\lambda}, \frac{\mathrm{d} \tilde{\psi}_{\lambda}}{\mathrm{d} z}, \ldots, \frac{\mathrm{~d}^{n-1} \widetilde{\psi}_{\lambda}}{\mathrm{d} z^{n-1}}\right), \quad \Psi_{0, \lambda}(z)=1
$$

where

$$
\widetilde{\psi}_{\lambda}(z)= \begin{cases}\left\{D_{-\lambda-1}(\sqrt{2} z)+D_{-\lambda-1}(-\sqrt{2} z)\right\} \exp \left(\frac{1}{2} z^{2}\right), & \text { if } \lambda \notin \mathbb{N}, \\ H_{2 m}(\mathrm{i} z) \exp \left(z^{2}\right), & \text { if } \lambda=2 m, \quad m \in \mathbb{N} \\ \frac{\mathrm{~d}^{2 m+1}}{\mathrm{~d} z^{2 m+1}}\left\{\operatorname{erf}(z) \exp \left(z^{2}\right)\right\}, & \text { if } \quad \lambda=2 m+1, \quad m \in \mathbb{N},\end{cases}
$$

with $D_{\nu}(\zeta)$ is parabolic cylinder function, $H_{m}(\zeta)$ the Hermite polynomial (3.17), and $\operatorname{erfc}(z)$ the complementary error function (3.16). Then coefficients $\alpha_{n}(t)$ and $\beta_{n}(t)$ in the recurrence relation (6.2) associated with the semi-classical Hermite weight (6.1) are given by

$$
\begin{aligned}
& \alpha_{n}(t)=\frac{1}{2} q_{n}(z)+\frac{1}{2} t \\
& \beta_{n}(t)=-\frac{1}{8} \frac{\mathrm{~d} q_{n}}{\mathrm{~d} z}-\frac{1}{8} q_{n}^{2}(z)-\frac{1}{4} z q_{n}(z)+\frac{1}{4} \lambda+\frac{1}{2} n
\end{aligned}
$$

with $z=\frac{1}{2} t$, where

$$
q_{n}(z)=-2 z+\frac{\mathrm{d}}{\mathrm{~d} z} \ln \frac{\widetilde{\Psi}_{n+1, \lambda}(z)}{\widetilde{\Psi}_{n, \lambda}(z)}
$$

which satisfies $\mathrm{P}_{\mathrm{IV}}$ (1.2), with parameters given by $(A, B)=\left(2 n+\lambda+1,-2 \lambda^{2}\right)$.
In Appendix 2 we give the first few recurrence coefficients for the semi-classical Hermite weight (6.1), in the case when $\lambda=2$ (so the recurrence coefficients are rational functions of $t$ ), and the first few monic polynomials generated using the recurrence relation (6.2).

## 7 Discussion

In this paper we have studied semi-classical Laguerre polynomials which are orthogonal polynomials that satisfy three-term recurrence relations whose coefficients depend on a parameter. We have shown that the coefficients in these recurrence relations can be expressed in terms of Wronskians of parabolic cylinder functions. These Wronskians also arise in the description of special function solutions of the fourth Painleve equation and the second-order, seconddegree equation satisfied by the associated Hamiltonian function. Further we have shown similar results hold for semiclassical Hermite polynomials. The link between the semi-classical orthogonal polynomials and the special function solutions of the Painlevé equations is the moment for the associated weight which enables the Hankel determinant to be written as a Wronskian. In our opinion, this illustrates the increasing significance of the Painlevé equations in the field of orthogonal polynomials and special functions.
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## Appendix 1. Recurrence coefficients and polynomials for the semi-classical Laguerre weight

For the semi-classical Laguerre weight the first few recurrence coefficients are given by

$$
\begin{aligned}
\alpha_{0}(t)= & \frac{1}{2} t-\frac{D_{-\lambda}\left(-\frac{1}{2} \sqrt{2} t\right)}{D_{-\lambda-1}\left(-\frac{1}{2} \sqrt{2} t\right)} \equiv \Psi_{\nu}(t) \\
\alpha_{1}(t)= & \frac{1}{2} t-\Psi_{\nu}(t)-\frac{\Psi_{\nu}(t)}{2 \Psi_{\nu}^{2}(t)-t \Psi_{\nu}(t)-\lambda-1}, \\
\alpha_{2}(t)= & \frac{1}{2} t+\frac{2 \lambda+4}{t}+\frac{\Psi_{\nu}(t)}{2 \Psi_{\nu}^{2}(t)-t \Psi_{\nu}(t)-\lambda-1}, \\
& \quad-\frac{2\left[(\lambda+1) t^{2}+4(\lambda+2)(2 \lambda+3)\right] \Psi_{\nu}^{2}(t)-(\lambda+1) t\left[t^{2}+2(4 \lambda+9)\right] \Psi_{\nu}(t)-(\lambda+1)^{2}\left[t^{2}+8(\lambda+2)\right]}{2 t\left[2 t \Psi_{\nu}^{3}(t)-\left(t^{2}-4 \lambda-6\right) \Psi_{\nu}^{2}(t)-3(\lambda+1) t \Psi_{\nu}(t)-2(\lambda+1)^{2}\right]}, \\
\beta_{1}(t)= & -\Psi_{\nu}^{2}(t)+\frac{1}{2} t \Psi_{\nu}(t)+\frac{1}{2}(\lambda+1) \\
\beta_{2}(t)= & -\frac{2 t \Psi_{\nu}^{3}(t)-\left(t^{2}-4 \lambda-6\right) \Psi_{\nu}^{2}(t)-3(\lambda+1) t \Psi_{\nu}(t)-2(\lambda+1)^{2}}{2\left[\Psi_{\nu}^{2}(t)-\frac{1}{2} t \Psi_{\nu}(t)-\frac{1}{2}(\lambda+1)\right]^{2}}
\end{aligned}
$$

and the first few monic orthogonal polynomials are given by

$$
\left.\left.\left.\begin{array}{rl}
P_{1}(x ; t)= & x-\Psi_{\nu} \\
P_{2}(x ; t)= & x^{2}-\frac{2 t \Psi_{\nu}^{2}-\left(t^{2}+2\right) \Psi_{\nu}-(\lambda+1) t}{2\left[\Psi_{\nu}^{2}-\frac{1}{2} t \Psi_{\nu}-\frac{1}{2}(\lambda+1)\right]} x-\frac{2(\lambda+2) \Psi_{\nu}^{2}-(\lambda+1) \Psi_{\nu}-(\lambda+1)^{2}}{2\left[\Psi_{\nu}^{2}-\frac{1}{2} t \Psi_{\nu}-\frac{1}{2}(\lambda+1)\right]} \\
P_{3}(x ; t)= & x^{3}-\left\{\frac{4\left(t^{2}+2 \lambda+4\right) \Psi_{\nu}^{3}-2 t\left(t^{2}-\lambda-1\right) \Psi_{\nu}^{2}-(\lambda+1)\left(5 t^{2}+4 \lambda+6\right) \Psi_{\nu}-3(\lambda+1)^{2} t}{2\left[2 t \Psi_{\nu}^{3}-\left(t^{2}-4 \lambda-6\right) \Psi_{\nu}^{2}-3(\lambda+1) t \Psi_{\nu}-2(\lambda+1)^{2}\right]}\right\} x^{2} \\
& +\left\{\frac{2 t\left(t^{2}+2 \lambda+4\right) \Psi_{\nu}^{3}-\left[t^{4}+4(2 \lambda+5)(\lambda+2)\right] \Psi_{\nu}^{2}-2(\lambda+1) t\left(t^{2}-\lambda-5\right) \Psi_{\nu}-(\lambda+1)^{2}\left(t^{2}-4 \lambda-12\right)}{4\left[2 t \Psi_{\nu}^{3}-\left(t^{2}-4 \lambda-6\right) \Psi_{\nu}^{2}-3(\lambda+1) t \Psi_{\nu}-2(\lambda+1)^{2}\right]}\right\} x
\end{array}\right\} x\right)^{4\left[2 t \Psi_{\nu}^{3}-\left(t^{2}-4 \lambda-6\right) \Psi_{\nu}^{2}-3(\lambda+1) t \Psi_{\nu}-2(\lambda+1)^{2}\right]}\right\}
$$

## Appendix 2. Recurrence coefficients and polynomials for the semi-classical Hermite weight

For the semi-classical Hermite weight $x^{2} \exp \left(-x^{2}+t x\right)$ the first few recurrence coefficients are given by

$$
\begin{aligned}
& \alpha_{0}(t)=\frac{1}{2} t+\frac{2 t}{t^{2}+2}, \\
& \alpha_{1}(t)=\frac{1}{2} t+\frac{4 t^{3}}{t^{4}+12}-\frac{2 t}{t^{2}+2}, \\
& \alpha_{2}(t)=\frac{1}{2} t+\frac{6 t\left(t^{4}-4 t^{2}+12\right)}{t^{6}-6 t^{4}+36 t^{2}+72}-\frac{4 t^{3}}{t^{4}+12}, \\
& \alpha_{3}(t)=\frac{1}{2} t+\frac{8 t^{3}\left(t^{4}-12 t^{2}+60\right)}{t^{8}-16 t^{6}+120 t^{4}+720}-\frac{6 t\left(t^{4}-4 t^{2}+12\right)}{t^{6}-6 t^{4}+36 t^{2}+72}, \\
& \alpha_{4}(t)=\frac{1}{2} t+\frac{10 t\left(t^{8}-24 t^{6}+216 t^{4}-480 t^{2}+720\right)}{t^{10}-30 t^{8}+360 t^{6}-1200 t^{4}+3600 t^{2}+7200}-\frac{8 t^{3}\left(t^{4}-12 t^{2}+60\right)}{t^{8}-16 t^{6}+120 t^{4}+720}, \\
& \alpha_{5}(t)=\frac{1}{2} t+\frac{12 t^{3}\left(t^{8}-40 t^{6}+600 t^{4}-3360 t^{2}+8400\right)}{t^{12}-48 t^{10}+900 t^{8}-6720 t^{6}+25200 t^{4}+100800}-\frac{10 t\left(t^{8}-24 t^{6}+216 t^{4}-480 t^{2}+720\right)}{t^{10}-30 t^{8}+360 t^{6}-1200 t^{4}+3600 t^{2}+7200}, \\
& \beta_{1}(t)=\frac{1}{2}-\frac{2\left(t^{2}-2\right)}{\left(t^{2}+2\right)^{2}}, \\
& \beta_{2}(t)=1-\frac{4 t^{2}\left(t^{2}-6\right)\left(t^{2}+6\right)}{\left(t^{4}+12\right)^{2}}, \\
& \beta_{3}(t)=\frac{3}{2}-\frac{6\left(t^{4}-12 t^{2}+12\right)\left(t^{6}+6 t^{4}+36 t^{2}-72\right)}{\left(t^{6}-6 t^{4}+36 t^{2}+72\right)^{2}} \\
& \beta_{4}(t)=2-\frac{8 t^{2}\left(t^{4}-20 t^{2}+60\right)\left(t^{8}+72 t^{4}-2160\right)}{\left(t^{8}-16 t^{6}+120 t^{4}+720\right)^{2}}, \\
& \beta_{5}(t)=\frac{5}{2}-\frac{10\left(t^{6}-30 t^{4}+180 t^{2}-120\right)\left(t^{12}-12 t^{10}+180 t^{8}-480 t^{6}-3600 t^{4}-43200 t^{2}+43200\right)}{\left(t^{10}-30 t^{8}+360 t^{6}-1200 t^{4}+3600 t^{2}+7200\right)^{2}}
\end{aligned}
$$

and the first few monic orthogonal polynomials are given by

$$
\begin{aligned}
& P_{1}(x ; t)= x-\frac{t\left(t^{2}+6\right)}{2\left(t^{2}+2\right)}, \\
& P_{2}(x ; t)=x^{2}-\frac{t\left(t^{4}+4 t^{2}+12\right)}{t^{4}+12} x+\frac{t^{6}+6 t^{4}+36 t^{2}-72}{4\left(t^{4}+12\right)}, \\
& P_{3}(x ; t)=x^{3}-\frac{3 t\left(t^{6}-2 t^{4}+20 t^{2}+120\right)}{2\left(t^{6}-6 t^{4}+36 t^{2}+72\right)} x^{2}+\frac{3\left(t^{8}+40 t^{4}-240\right)}{4\left(t^{6}-6 t^{4}+36 t^{2}+72\right)} x-\frac{t\left(t^{8}+72 t^{4}-2160\right)}{8\left(t^{6}-6 t^{4}+36 t^{2}+72\right)}, \\
& P_{4}(x ; t)=x^{4}- \frac{2 t\left(t^{8}-12 t^{6}+72 t^{4}+240 t^{2}+720\right)}{t^{8}-16 t^{6}+120 t^{4}+720} x^{3}+\frac{3\left(t^{10}-10 t^{8}+80 t^{6}+1200 t^{2}-2400\right)}{2\left(t^{8}-16 t^{6}+120 t^{4}+720\right)} x^{2} \\
&-\frac{t\left(t^{10}-10 t^{8}+120 t^{6}-240 t^{4}-1200 t^{2}-7200\right)}{2\left(t^{8}-16 t^{6}+120 t^{4}+720\right)} x \\
&+\frac{t^{12}-12 t^{10}+180 t^{8}-480 t^{6}-3600 t^{4}-43200 t^{2}+43200}{16\left(t^{8}-16 t^{6}+120 t^{4}+720\right)}, \\
& P_{5}(x ; t)=x^{5}-\frac{5 t\left(t^{10}-26 t^{8}+264 t^{6}-336 t^{4}+1680 t^{2}+10080\right)}{2\left(t^{10}-30 t^{8}+360 t^{6}-1200 t^{4}+3600 t^{2}+7200\right)} x^{4} \\
&+\frac{5\left(t^{12}-24 t^{10}+252 t^{8}-672 t^{6}+5040 t^{4}-20160\right)}{2\left(t^{10}-30 t^{8}+360 t^{6}-1200 t^{4}+3600 t^{2}+7200\right)} x^{3} \\
&-\frac{5 t\left(t^{12}-24 t^{10}+300 t^{8}-1440 t^{6}+5040 t^{4}-100800\right)}{4\left(t^{10}-30 t^{8}+360 t^{6}-1200 t^{4}+3600 t^{2}+7200\right)} x^{2} \\
&+\frac{5\left(t^{14}-26 t^{12}+396 t^{10}-2520 t^{8}+5040 t^{6}-50400 t^{4}-100800 t^{2}+201600\right)}{16\left(t^{10}-30 t^{8}+360 t^{6}-1200 t^{4}+3600 t^{2}+7200\right)} x \\
& 32\left(t^{10}-30 t^{8}+360 t^{6}-1200 t^{4}+3600 t^{2}+7200\right)
\end{aligned}
$$

## References

[1] R. Álvarez-Nodarse, On characterizations of classical polynomials, J. Comput. Appl. Math., 196 (2006) 320-337.
[2] E. Basor and Y. Chen, Painlevé $V$ and the distribution function of a discontinuous linear statistic in the Laguerre unitary ensembles, J. Phys. A, 42 (2009) 035203.
[3] E. Basor, Y. Chen and T. Ehrhardt, Painlevé V and time-dependent Jacobi polynomials, J. Phys. A, 43 (2010) 015204.
[4] E. Basor, Y. Chen and M.R. McKay, Perturbed Laguerre Unitary Ensembles, Painlevé V and Information Theory, arXiv:1303.0773 [math-ph] (2013).
[5] E. Basor, Y. Chen and N. Mekareeya, The Hilbert series of $\mathcal{N}=1 S O\left(N_{c}\right)$ and $S p\left(N_{c}\right) S Q C D$, Painlevé VI and Integrable systems, Nucl. Phys. B, 860 (2012) 421-463.
[6] A.P. Bassom, P.A. Clarkson and A.C. Hicks, Bäcklund transformations and solution hierarchies for the fourth Painlevé equation, Stud. Appl. Math., 95 (1995) 1-71.
[7] S. Bochner, Über Sturm-Liouvillesche Polynomsysteme, Math. Z., 29 (1929) 730-736.
[8] L. Boelen, G. Filipuk and W. van Assche, Recurrence coefficients of generalized Meixner polynomials and Painlevé equations, J. Phys. A, 44 (2011) 035202.
[9] L. Boelen, G. Filipuk, C. Smet, W. Van Assche and L. Zhang, The generalized Krawtchouk polynomials and the fifth Painlevé equation, J. Difference Equ. Appl. (2013), DOI:10.1080/10236198.2012.755522.
[10] L. Boelen and W. van Assche, Discrete Painlevé equations for recurrence relations of semiclassical Laguerre polynomials, Proc. Amer. Math. Soc., 138 (2011) 1317-1331.
[11] S. Bonan and P. Nevai, Orthogonal polynomials and their derivatives. I, J. Approx. Theory, 40 (1984) 134-147.
[12] F. Bureau, Differential equations with fixed critical points, Annali di Matematica, 66 (1964) 1-116; 229-364.
[13] F. Bureau, Équations différentielles du second ordre en $Y$ et du second degré en $\ddot{Y}$ dont l'intégrale générale est à points critiques fixes, Annali di Matematica, 91 (1972) 163-281.
[14] J. Chazy, Sur les équations différentielles du troisième ordre et d'ordre supérieur dont l'intégrale générale a ses points critiques fixes, Acta Math., 34 (1911) 317-385.
[15] Y. Chen and D. Dai, Painlevé V and a Pollaczek-Jacobi type orthogonal polynomials, J. Approx. Theory, 162 (2010) 21492167.
[16] Y. Chen and M. Ismail, Thermodynamic relations of the Hermitian matrix ensembles, J. Phys. A, 30 (1997) 6633-6654.
[17] Y. Chen, M. Ismail and W. van Assche, Tau-function constructions of the recurrence coefficients of orthogonal polynomials, Adv. in Appl. Math., 20 (1998) 141-168.
[18] Y. Chen and A. Its, Painlevé III and a singular linear statistics in Hermitian random matrix ensembles. I, J. Approx. Theory, 162 (2010) 270-297.
[19] Y. Chen and M.S. McKay, Coulomb fluid, Painlevé transcendent, and the information theory of MIMO systems, IEEE Trans. Inform. Theory, 58 (2012) 4594-4634.
[20] Y. Chen and L. Zhang, Painlevé VI and the unitary Jacobi ensembles, Stud. Appl. Math., 125 (2010) 91-112.
[21] T.S. Chihara, An Introduction to Orthogonal Polynomials, Gordon and Breach, New York, 1978. [Reprinted by Dover Publications, 2011.]
[22] P.A. Clarkson, Painlevé equations - non-linear special functions, in: Orthogonal Polynomials and Special Functions: Computation and Application, F. Marcellàn and W. van Assche (Editors), Lect. Notes Math., vol. 1883, pp. 331-411, SpringerVerlag, Berlin, 2006.
[23] P.A. Clarkson, Recurrence coefficients for discrete orthonormal polynomials and the Painlevé equations, J. Phys. A, 46 (2013) 185205.
[24] C.M. Cosgrove and G. Scoufis, Painlevé classification of a class of differential equations of the second order and seconddegree, Stud. Appl. Math., 88 (1993) 25-87.
[25] D. Dai and L. Zhang, Painlevé VI and Hankel determinants for the generalized Jacobi weight, J. Phys. A, 43 (2010) 055207.
[26] G. Filipuk and W. van Assche, Recurrence coefficients of a new generalization of the Meixner polynomials, SIGMA, 7 (2011) 068.
[27] G. Filipuk and W. van Assche, Recurrence coefficients of generalized Charlier polynomials and the fifth Painlevé equation, Proc. Amer. Math. Soc., 141 (2013) 551-562.
[28] G. Filipuk, W. van Assche and L. Zhang, The recurrence coefficients of semi-classical Laguerre polynomials and the fourth Painlevé equation, J. Phys. A, 45 (2012) 205201.
[29] A.S. Fokas and M.J. Ablowitz, On a unified approach to transformations and elementary solutions of Painlevé equations, J. Math. Phys., 23 (1982) 2033-2042.
[30] A.S. Fokas, A.R. Its, A.A. Kapaev and V.Yu. Novokshenov, Painlevé Transcendents: The Riemann-Hilbert approach, Math. Surv. Mono., vol. 128, American Mathematical Society, Providence, RI, 2006.
[31] A.S. Fokas, A.R. Its and A.V. Kitaev, Discrete Painlevé equations and their appearance in quantum-gravity, Commun. Math. Phys., 142 (1991) 313-344.
[32] A.S. Fokas, A.R. Its and A.V. Kitaev, The isomonodromy approach to matrix models in $2 D$ quantum-gravity, Commun. Math. Phys., 147 (1992) 395-430.
[33] A.S. Fokas, U. Mugan and M.J. Ablowitz, A method of linearisation for Painlevé equations: Painlevé IV, V, Physica, D30 (1988) 247-283.
[34] P.J. Forrester, Log-gases and random matrices, London Math. Soc. Mono. Series, vol. 34, Princeton University Press, Princeton, NJ, 2010.
[35] P.J. Forrester and C.M. Ormerod, Differential equations for deformed Laguerre polynomials, J. Approx. Theory, 162 (2010) 653-677.
[36] P.J. Forrester and N.S. Witte, Application of the $\tau$-function theory of Painleve equations to random matrices: PIV, PII and the GUE, Commun. Math. Phys., 219 (2001) 357-398.
[37] P.J. Forrester and N.S. Witte, Discrete Painlevé equations and random matrix averages, Nonlinearity, 16 (2003) 1919-1944.
[38] P.J. Forrester and N.S. Witte, The distribution of the first eigenvalue spacing at the hard edge of the Laguerre unitary ensemble, Kyushu J. Math., 61 (2007) 457-526.
[39] G. Freud, On the coefficients in the recursion formulae of orthogonal polynomials, Proc. R. Irish Acad., Sect. A, 76 (1976) 1-6.
[40] B. Gambier, Sur les équations différentielles du second ordre et du premeir degre dont l'intégrale générale est à points critiques fixés, Acta Math., 33 (1909) 1-55.
[41] V.I. Gromak, Single-parameter systems of solutions of Painlevé's equations, Diff. Eqns., 14 (1978) 1510-1513.
[42] V.I. Gromak, On the theory of the fourth Painlevé equation, Diff. Eqns., 23 (1987) 506-513.
[43] V.I. Gromak, I. Laine and S. Shimomura, Painlevé Differential Equations in the Complex Plane, Studies in Math., vol. 28, de Gruyter, Berlin, New York, 2002.
[44] V.I. Gromak and N.A. Lukashevich, Special classes of solutions of Painlevé's equations, Diff. Eqns., 18 (1982) 317-326.
[45] E. Hendriksen and H. van Rossum, Semi-classical orthogonal polynomials, in: Polynômes Orthogonaux et Applications, C. Brezinski, A. Draux, A.P. Magnus, P. Maroni and A. Ronveaux (Editors), Lect. Notes Math., vol. 1171 pp. 354-361, Springer-Verlag, Berlin, 1985.
[46] E.L. Ince, Ordinary Differential Equations, Dover, New York, 1956.
[47] M.E.H. Ismail, Classical and Quantum Orthogonal Polynomials in One Variable, Encyclopedia of Mathematics and its Applications, vol. 98, Cambridge University Press, Cambridge, 2005.
[48] K. Iwasaki, H. Kimura, S. Shimomura and M. Yoshida, From Gauss to Painlevé: a Modern Theory of Special Functions, Aspects of Mathematics E, vol. 16, Viewag, Braunschweig, Germany, 1991.
[49] M. Jimbo and T. Miwa, Monodromy preserving deformations of linear ordinary differential equations with rational coefficients. II, Physica, D2 (1981) 407-448.
[50] E. Kanzieper, Replica field theories, Painlevé transcendents, and exact correlation functions, Phys. Rev. Lett., 89 (2002) 250201.
[51] N.A. Lukashevich, Elementary solutions of certain Painlevé equations, Diff. Eqns., 1 (1965) 561-564.
[52] N.A. Lukashevich, Theory of the fourth Painlevé equation, Diff. Eqns., 3 (1967) 395-399.
[53] A. Magnus, Painlevé-type differential equations for the recurrence coefficients of semi-classical orthogonal polynomials, J. Comput. Appl. Math., 57 (1995) 215-237.
[54] A. Magnus, Freud's equations for orthogonal polynomials as discrete Painlevé equations, in: Symmetries and Integrability of Difference Equations, P.A. Clarkson and F.W. Nijhoff (Editors), London Math. Soc. Lecture Note Ser., vol. 255, Cambridge University Press, Cambridge, 1999, pp. 228-243.
[55] P. Maroni, Prolǵomènes à l'étude des polynômes orthogonaux semi-classiques, Ann. Mat. Pura Appl. (4), 149 (1987) 165184.
[56] T. Masuda, Classical transcendental solutions of the Painlevé equations and their degeneration, Tohoku Math. J. (2), 56 (2004) 467-490.
[57] J. Moser, Finitely Many Mass Points on the Line Under the Influence of an Exponential Potential - An Integrable System, in: Dynamical Systems, Theory and Applications, J. Moser (Editor), Lect. Notes Phys., vol. 38 pp. 469-497, Springer-Verlag, Berlin, 1975.
[58] Y. Murata, Rational solutions of the second and the fourth Painlevé equations, Funkcial. Ekvac., 28 (1985) 1-32.
[59] Y. Nakamura and A. Zhedanov, Special solutions of the Toda chain and combinatorial numbers, J. Phys. A, 37 (2004) 58495862.
[60] K. Okamoto, Polynomial Hamiltonians associated with Painlevé equations. I, Proc. Japan Acad. Ser. A Math. Sci., 56 (1980) 264-268.
[61] K. Okamoto, Polynomial Hamiltonians associated with Painlevé equations. II, Proc. Japan Acad. Ser. A Math. Sci., 56 (1980) 367-371.
[62] K. Okamoto, Studies on the Painlevé equations III. Second and fourth Painlevé equations, $\mathrm{P}_{\mathrm{II}}$ and $\mathrm{P}_{\mathrm{IV}}$, Math. Ann., 275 (1986) 221-255.
[63] F.W.J. Olver, D.W. Lozier, R.F. Boisvert and C.W. Clark (Editors), NIST Handbook of Mathematical Functions, Cambridge University Press, Cambridge, 2010.
[64] V.Al. Osipov and E. Kanzieper, Correlations of RMT characteristic polynomials and integrability: Hermitean matrices, Annals of Physics, 325 (2010) 2251-2306.
[65] F. Peherstorfer, V.P. Spiridonov and A.S. Zhedanov, Toda chain, Stieltjes function and orthogonal polynomials, Theo. Math. Phys., 151 (2007) 505-528.
[66] A. Ronveaux, Polynômes orthogonaux dont les polynômes dérivés sont quasi orthogonaux, C. R. Acad. Sci. Paris Sér. A-B, 289 (1979) A433-A436.
[67] J. Shohat, A differential equation for orthogonal polynomials, Duke Math. J., 5 (1939) 401-417.
[68] C. Smet and W. van Assche, Orthogonal polynomials on a bi-lattice, Constr. Approx., 36 (2012) 215-242.
[69] K. Sogo, Time-dependent orthogonal polynomials and theory of soliton - applications to matrix model, vertex model and level statistics, J. Phys. Soc. Japan, 62 (1993) 1887-1894.
[70] G. Szegö, Orthogonal Polynomials, AMS Colloquium Publications, vol. 23, American Mathematical Society, Providence RI, 1975.
[71] C.A. Tracy and H. Widom, Fredholm determinants, differential equations and matrix models, Commun. Math. Phys., 163 (1994) 33-72.
[72] H. Umemura, Painlevé equations and classical functions, Sugaku Expositions, 11 (1998) 77-100.
[73] W. van Assche, Discrete Painleve equations for recurrence coefficients of orthogonal polynomials, in: Difference Equations, Special Functions and Orthogonal Polynomials, S. Elaydi, J. Cushing, R. Lasser, V. Papageorgiou, A. Ruffing and W. van Assche (Editors), pp. 687-725, World Scientific, Hackensack, NJ, 2007.

