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SUMMARY

In this dissertation an indepth research into the design, implementation and evaluation of a digi-
tal four-dimensional modem for application to high speed mobile communication on the V/UHF
channel has been carried out. The four-dimensional digital signalling employs Quadrature-
Quadrature Phase-Shift Keying (Q?PSK) as modulation scheme, which was claimed to outper-
form two-dimensional modulation schemes in terms of spectral efficiency. Q?*PSK constitutes a
relatively new modulation technique, and for this reason considerations of digital modulation
and demodulation, synchronisation and error correction coding for this signalling scheme, are of

utmost importance.

A conventional DSP based implementation of a Q?PSK modulator/demodulator is considered
in this thesis. Furthermore, key synchronisation strategies are considered, including new carrier
phase and frequency tracking loops. A novel frame synchronisation strategy for Q2*PSK, em-
ploying complex correlation sequences, is presented. The excellent bandwidth efficiency of the
Q?PSK signalling strategy and elegant signal structure, facilitates the incorporation of sophisti-
cated forward error correction strategies. For this reason the dissertation introduces new trellis
codes for Q?PSK, including classical, TCM and MTCM, for transmission over both the AWGN
and mobile fading channels. Performance evaluations of the developed Q?PSK digital modem
are given from results obtained from computer simulations when operating on the static AWGN

channel and mobile Rician or Rayleigh fading channels.

The research work can be summarised as follows:

e Realisation of a digital Q*PSK mobile communication system simulation test facility, fa-

cilitating burst mode communication scenarios;

e Design and implementation of a novel frame synchronisation strategy employing complex

correlation sequences, for the Q*PSK system;

e Design and implementation of a Q?PSK dual carrier phase and frequency Kalman estima-

tor for carrier phase and frequency tracking;

e Novel application of classical convolutional error correction codes to Q?PSK. In addition,

the derivation of theoretical upper bounds to bit error probability are presented;

e Design and application of trellis codes for transmission over the AWGN channel are pre-

sented;

e Design and application of multiple trellis codes for transmission over the Rician fading

channel are presented with some new results;

e Not only are the extensive evaluations presented, but the performance bounds derived, are

benchmarked against actual simulation curves.
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CHAPTER 1
INTRODUCTION

In this chapter an overview of the research and a formulation of the problem that
is addressed in this study are given. Importantly, most of this chapter is concerned
with the extensive literature study which was carried out. This is followed by a
section in which the contributions of this study are highlighted and placed in
perspective. The chapter closes with a schematic representation and a written
outline of the dissertation.

1.1 INTRODUCTION AND OVERVIEW

In its basic electrical sense, the term communication refers to the sending, receiving and processing
of information by electric means. As such, it started with wire telegraphy perfected by Samuel Morse
in the eighteen-forties, followed by the development of telephony, conceived by Alexander Graham
Bell some decades later, and radio at the beginning of this century [1]. Radio communications,
made possible by the invention of the triode tube, was greatly stimulated by the work done during
World Wars I and II. Then, after a long pause, digital radio (i.e., digital communications by radio)
experienced a renaissance in the early 1970s. Renewed interest in microwave radio as a transmission
medium for digital communications was largely due to the introduction of digital switching at that
time. It subsequently became even more widely used and refined through the invention and use of
the transistor, integrated circuits and other semiconductor devices [2]. More recently, the use of
satellites has made radio communications even more widespread [3, 4].

Truly, the invention of the telegraph and telephone in the 19th century was the first steps towards
shattering the barriers of space and time in communication between individuals. The second step
was the successful deployment of radio communications. To date, however, the location barrier
has not been completely surmounted: people are less tied to telephone sets or "fixed wireline”
equipment for communication. With an annual growth rate of 40% per year, wireless (mobile)
communication is the fastest growing sector of the communications sector [5]. The ultimate goal of
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Personal Communication Services (PCS) is to provide instant communication between individuals
located anywhere in the world, and at any time. In mobile digital radio communications, however,
both the available frequency spectrum and the transmitter power are limited. In order to cope
with the ever-increasing amount of data traffic which has to be accommodated in the already
overcrowded electromagnetic spectrum and the demand for more efficient transmission, improved
modulation techniques are needed. This increasing demand for digital transmission channels in the
radio frequency band creates a challenging problem for the communications engineer.

In recent years, the emphasis has been placed on the development of signalling strategies for digital
communication that conserve both available power and bandwidth. An example of a spectrally
efficient modulation scheme is 7 /4-QPSK, which has been selected as the standard for the new U.S.
digital cellular system. This nonconstant envelope linear modulation scheme has a higher spectral
efficiency (1.62 bits/s/Hz) than constant envelope modulation schemes such as MSK, GMSK (0.83
bits/s/Hz and digital FM (0.67 bits/s/Hz) previously employed in mobile radio systems [6, 7, 8, 9,
10]. Due to the increasing demand for mobile communication services more efficient modulation
techniques than 7/4-QPSK need to be investigated for future mobile communication systems.

The foregoing discussion is the motivation for the research carried out at the University of Pretoria,
the main objective being to investigate spectrally efficient signalling strategies to be employed in
mobile digital communication systems. With this objective in mind, a multidimensional QPSK
modulation scheme, known as Quadrature-Quadrature Phase-Shift Keying (Q*PSK) [11, 12] has
been selected as a platform. This scheme has a theoretical bandwidth efficiency of 4.0 bits/s/Hz
and an elegant signal structure which facilitates the incorporation of sophisticated forward error
correction strategies.

The dissertation objectives can be summarised as follows:

e Design and realisation of a mobile digital Q?PSK communication system.
¢ Design and simulation of sophisticated error correction strategies.

e Performance evaluation under typical mobile fading V/UHF channel conditions.

Within the framework of the objectives, this research study has set out to investigate the design,
implementation and evaluation of a digital Q*PSK modem for application to mobile communica-
tion on typical V/UHF channels. Key aspects, such as digital modulation and demodulation, block
signalling format and synchronisation, including carrier tracking strategies, are addressed. In addi-
tion, the design and implementation of sophisticated error correction strategies, including classical
convolutional codes, trellis codes and multiple trellis codes are considered. Although, most of the
concepts of multidimensional modulation and particularly four-dimensional signalling are not new,
the utilisation, actual implementation and evaluation of these techniques in the digital communi-
cation environment are of crucial importance. The final objective of the dissertation is to evaluate
the performance of the digital Q?PSK (uncoded as well as trellis coded) communication system
under typical static and mobile fading channel conditions.

Department of Electrical and Electronic Engineering 2
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1.2 LITERATURE SURVEY

In this section attention is focused on a literature survey of published technical material concerning
the two main topics of this dissertation; namely multidimensional modulation and the application
of coding to these modulation schemes.

1.2.1 Multidimensional modulation

Motivation for the use of multidimensional signals for digital transmission dates back to the work
of Shannon [13]. Shannon showed that it is theoretically possible to have error-free transmission
over a noisy channel if the transmission rate does not exceed the capacity of the channel. In this
classical paper Shannon related the information capacity of a communication channel to bandwidth
and Signal-to-Noise Ratio (SNR), as follows:

C = %bgg (1 + %) g
where C' represents the number of error-free bits per second that can be transmitted in a per hertz
Hzbandwidth, P; is the received average signal power and P, the average noise power added to the
signal. Any communication system attempts to transmit the maximum number of information bits
in the minimum time and at the minimum expense of signal energy [14]. In his celebrated analysis
of the limiting performance available in digital communication over a given channel, Shannon
also recognised that the performance of a signal constellation used to transmit digital information
over a Additive White Gaussian Noise (AWGN) channel can be improved by increasing N, the
dimensionality of the signal set used for transmission. In particular, as the dimensionality grows
to infinity, the performance tends to an upper limit defined as the capacity of the channel in (1.1)
(13, 15].

Heuristically, as the number of dimensions grows more space becomes available to accommodate
the signals, and hence the Euclidean distance between signal points increases. In turn, a greater
distance between signal points means (at least for high-enough signal-to-noise ratios) a smaller
error probability. The price paid for an improvement in performance when the dimensionality is
increased is essentially the increase in complexity of the modulator and demodulator.

1.2.1.1 Four-Dimensional Signalling

The notion for Four-Dimensional (4D) signalling was first considered by Wilson and Sleeper [16],
employing a technique known as "frequency-reuse”. Frequency-reuse is a technique which utilises
two spatially-orthogonal electric field polarisations for communicating on the same carrier frequency
to double the apparent spectral capacity of a satellite communication system. Provided that the
two fields can be kept orthogonal (admittedly a problem on land mobile channels due to depolari-
sation), the spectrum efficiency is twice that of a non-frequency strategy, and the energy efficiency
Is exactly that of a single channel at the same energy requirement level. A typical application
would perform Quadrature Phase-Shift Keying (QPSK) on each polarisation, providing a theoreti-
cal spectral efficiency of 4.0 bits/s/Hz. Figure 1.1 illustrates the block diagram of such a modulator
with Two-Dimensional (2D) polarisation and frequency-reuse, forming a 4D signalling scheme.

The 4D receiver employs quadrature carrier demodulation on each of the polarisations, followed by
matched filtering and decision making. The problem with the foregoing scheme is that the space
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Figure 1.1: Modulator with 2D /Polarisation and frequency-reuse.

polarisation would be difficult, even impossible, when considering application to a land mobile
communication scenario.

An overview of the current papers available on multidimensional modulations are summarised, with
specific reference to 4D modulations: Uncoded Four-Dimensional (4D) signal sets were considered
by Welti and Lee [17], Zetterberg and Brandstrom [18], Wilson et al. [19], and Biglieri and Elia
[20]. Welti-Lee codes are essentially subsets or translations of the lattice consisting of the points
in the 4D space whose integer components have an even sum. Zetterberg-Brindstrém designs are
based on quaternary groups, and their signals are constrained to have an equal energy. Wilson
et al. consider 4D signal sets based on subsets of lattice packings. Gersho and Lawrence [21]
consider four- and eight-dimensional signal sets with two information bits per dimension. Their
designs show a 1.2 to 2.4 dB gain in noise margin over conventional (two-dimensional) quadrature
amplitude modulations.

1.2.1.2 Four-Dimensional Q?PSK

A measure of spectrally efficient modulation lies in the notion of effective use of available space
dimensions. This notion of effective use of available signal space, was considered by Saha [11,12]. In
Quadrature Phase-Shift Keying (QPSK) and Minimum Shift Keying (MSK), the symbol duration
T is 2Ty, where T, is the bit interval of the incoming data stream. If one supposes that the channel
is strictly bandlimited to 1/T}, on either side of the carrier, then the two-sided bandwidth occupancy
is W = 2/Tj, and the number of available signal space dimensions is 7,1 = 4 [22]. Only two of
these dimensions or degrees of freedom are utilised in QPSK and MSK.

Saha observed the shortcomings of the existing modulation schemes in the utilisation of avail-
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able signal space dimensions and proposed the development of the new class of digital modulation
scheme named Quadrature-Quadrature Phase-Shift Keying (Q*PSK). Saha developed the basis of
the Q*PSK modulation scheme, and he suggested the application by traditional analogue tech-
niques. However, the analogue implementation approach of modems is out-dated and is being
rapidly replaced by digital techniques, for reasons of communication flexibility, power efficiency,
and implementation simplicity and consistency. Realisation of a fully digital implementation of the
modem requires the utilisation of computationally efficient modulation, demodulation, synchroni-
sation and also coding algorithms. To this end, a conventional Digital Signal Processing (DSP)
based implementation as well as a novel digital design of a Q?PSK modulator and demodulator
were proposed and implemented by Acha [23].

1.2.2 Error correction techniques

In a general error correction scheme the channel encoder adds controlled redundancy to the message
data, thereby producing encoded data at a higher bit rate. The channel decoder exploits the
redundancy to decide which message was actually transmitted. The two main goals of the channel
encoder, in a Land Mobile Channel (LMC) and Satellite Mobile Channel (SMC) scenario are
firstly to minimise the effect of channel noise, and secondly to minimise the effects of the fading
channel. That is, the number of errors between the channel encoder input and the channel decoder
output must be minimised. The use of coding adds complexity to the system, especially for the
implementation of the decoding operation at the receiver. Thus, the design trade-offs in the use
of error-control coding in order to achieve acceptable error performance, are considerations of
bandwidth and system complexity.

Coding techniques are generally divided into two main types: block coding and convolutional coding
[24, 25]. Convolutional coding was first proposed by Elias for use over discrete memoryless channels.
Its superior performance over block coding, for a given amount of system complexity, has gained its
success in many communication systems. Although, at first the application of convolutional coding
to bandlimited channels was not originally thought of as being practical. In 1967, Viterbi derived
an error exponent for convolutional codes using an asymptotically optimum decoding algorithm,
known as the Viterbi Algorithm (VA), which constitutes the basis of new coding techniques.

1.2.2.1 Combined Coding and Modulation

In classical digital communications systems, the functions of modulation and error correction were
separated, but in 1974 Massey advocated the viewpoint of regarding channel coding and modulation
as an entity [26]. This view was later pursued by Ungerboeck in the design of his well-known
multi-level /phase convolutional codes with asymptotic coding gains of up to 6.0 dB [27, 28, 29].
Ungerboeck’s originality was the use of an expanded signal constellation and a set partitioning
technique to accommodate the redundant bits introduced by coding. This coding technique is
nowadays known as Trellis Coded Modulation (TCM).

The advantages offered by Ungerboeck’s technique is twofold: First high coding gains may be
obtained and, secondly information rate is maintained without expanding the required bandwidth.
Over the last 2 decades TCM has emerged as an efficient and reliable coding scheme used for
data communication with the purpose of improving the reliability of a digital transmission system
without increasing the transmitted power or the required bandwidth.

Department of Electrical and Electronic Engineering 5
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The definition of TCM given by Biglieri et al. [30] can be stated as follows:

The trellis code solution combines the choice of a higher-order modulation scheme with
that of a convolutional code, while the receiver, instead of performing demodulation and
decoding in two separate steps, combines the two operations into one.

A different description of trellis codes was formulated by Calderbank and Mazo [31]. The description
is known as the analytical description, where the trellis code is seen as a sliding window method
of encoding a binary data stream as a sequence of real or complex numbers that are sent over the
transmission channel. The main characteristics of the analytical description is that the codes may
be described very simply, and strict bounds on performance can be obtained.

1.2.2.2 Design for AWGN channels

In the design of TCM schemes for the AWGN channel, the most significant parameter is the
Euclidean distance of the code, which must be maximised in order to ensure an optimum code. It
is known, that asymptotically, the error probability is upper- and lower-bounded by a function that
decreases monotonically when the Minimum Squared Euclidean Distance (MSED), increases. The
free Euclidean distance is thus the most significant single parameter useful for comparing TCM
schemes employed for transmission over the AWGN when the Signal-to-Noise Ratio (SNR) is large
enough [30].

In 1983, Fang claimed that an improved error performance was achieved by Four-Dimensional (4D)
channel coding, with the expanded signal set similar to Ungerboeck’s set partitioning method [32].
In a later publication, Biglieri analysed some of the codes developed by Ungerboeck on non-linear
channels [33], where he showed that the codes were particularly attractive for application in the
band-limited environment. In the same year Wei discovered the use of non-linear trellis codes, with
the incorporation of a 90° invariant property which gives the coded system immunity against 90°
phase jumps at the demodulator [34, 35]. Rate 3/4 convolutional coding for 16-PSK was analysed
by Wilson [19], who demonstrated that trellis coded 16-PSK was preferable to trellis coded 16-
Quadrature Amplitude Shift Keying (QASK) on non-linear satellite channels.

TCM systems traditionally used symmetric constellations, with uniformly spaced signal points.
Symmetric systems are optimum for uncoded signals, but in a paper by Divsalar [36] it was shown
that trellis codes with asymmetric constellation may offer a better performance than those with
symmetric constellations on AWGN. Calderbank published a paper where new trellis codes based
on lattices and cosets were presented [37]. A good review of TCM systems may be found in a paper
of Benedetto [38], where theoretical aspects of the encoding process are investigated.

1.2.2.3 Design for Fading channels

All the references given in the foregoing section dealt with design and analysis of trellis codes for
AWGN channels, where the parameter to be maximised is the Euclidean distance of the code. This
criteria is valid for AWGN channels, however in practical channel other parameters do also have to
be taken into account. There is presently a large amount of work being done on coding for fading
channels.

Department of Electrical and Electronic Engineering 6
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The first papers concerned with the design and application of TCM for fading channels were
published by Divsalar and Simon [39, 40, 36, 41, 42]. In these papers the authors established that
depending on the Rician factor of the channel, the diversity of the code will be the parameter to be
maximised rather than the Euclidean Distance (ED). Performance criteria for the set partitioning
of trellis coded MPSK for fading channels are shown by Divsalar and Simon. In the same paper
the authors suggest the use of Multiple TCM (MTCM), wherein more than one channel symbol is
assigned to each trellis branch. The main conclusions of this work were that for the design of the
multiple trellis codes for optimum performance on the fading channel, the length of the shortest
Error Event Path (EEP) and the product of branch distances along that path must be maximised.
It is noted that the latter design objectives differ from the design of TCM schemes for AWGN
channels, where maximisation of the free Euclidean distance of the code is the primary objective.

Other coding techniques for fading channels have been reported by Farrell [43] and Zehavi [44]. In
his paper Farrell summarises the basic methods for combating fading with TCM systems. In a very
recent paper by Zehavi, an alternative to the method for MPSK proposed by Divsalar and Simon,
is presented. The approach is based on a convolutional code followed by bit interleavers, yielding
a better coding gain over Rayleigh channels compared to when MTCM is employed.

An interesting paper of trellis codes for Frequency-Phase Modulated (FPM) signals was presented
by Peryalwar [45], who showed that the optimum set partitioning of trellis coded FPM signals for
fading channels also provides asymptotically optimum performance on AWGN channels.

1.2.3 'Trellis codes for Q’PSK

In this section the most important references, which dealt specifically with the design of trellis
codes for Q?PSK are given. It is surprising that only a few publications by Saha and Acha were
found. In his first paper Saha proposed 7/8 rate trellis codes on the Q?PSK signal space [46]. In
this paper coding gains of 2.43 dB and 5.45 dB were calculated. In his second paper dealing with
trellis coded Q?PSK signals, Saha presented four main types of codes [47]. Analysis of these codes
have shown that they are catastrophic. That is, if no redundant information is introduced it is
not possible to obtain any coding gain. The first code presented by Saha, called rate unity, does
not expand the original set and does not introduce any coding information in the signal. For the
second code, being a 3/4 rate code, Saha proposed the utilisation of an 8 point constellation, which
will not allow any redundant information to be introduced.

Different trellis codes for Q?PSK have been developed by Acha. Trellis codes for AWGN channels
were developed and evaluated in [48]. Four different types of trellis codes were designed. Rotation-
ally invariant trellis codes have been designed for Q?PSK signals by using multidimensional coding
and double multi-level Convolutional Codes over Ring Modulo-8 (CCRMS). In the same paper
half-rate constant envelope codes for Q?PSK signals and double Ungerboeck codes for 8-PSK were
presented and evaluated [48, 49)].
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1.3 DISSERTATION ORGANISATION

Figure 1.2 contains a schematical representation of this dissertation. The general background and
topic of this study, as well as an overview of the relevant papers in the literature are presented in
this chapter. The rest of the dissertation is divided into three parts following the main ob jectives.
In the first part, Chapters 2 to 4, a theoretical analysis and the application of four-dimensional
Q%PSK to mobile digital communication are presented. In the second part, Chapters 5 and 6, the
design and application of different trellis codes to the digital Q*PSK modem is presented. Part III
concentrates on the performance evaluation results, and the dissertation summary and conclusions.
The original work of this study is presented in Chapters 4 to 6, and also in Chapter 7, containing a
multitude of simulation results. Finally, four appendices are included at the end of the dissertation.

1 INTRODUCTION AND
DISSERTATION OVERVIEW

I il

PART I PART II
FOUR-DIMENSIONAL Q?PSK _ TRELLIS CODED Q?*PSK
; ; Appendix A
2 Theoretical Foundation Tutorial on TCM
l ! : I
3 Communication 4 Digital Modem 5 Design for 6 Design for
System Implementation AWGN channels fading channels
PART III
PERFORMANCE EVALUATION and DISSERTATION CONCLUSIONS

APPENDICES

Figure 1.2: Dissertation organisation.

The dissertation is outlined as follows:
PART I: Four-Dimensional Q*PSK — Theory and Application to mobile digital communication.

Chapter 2: Theoretical Foundation: In this chapter the concepts of four-dimensional signalling
are considered. Furthermore, investigations into the constraints imposed by finite bandwidth and
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energy on the dimensionality and capacity of Q?PSK are carried out.

Chapter 3: Communication System Concepts: This chapter is concerned with the introduction
of the general architecture of the communication system under investigation. It is devoted to the
study of the communication environment, including the channel model and link budget analysis.
The chapter is concluded with a summary of the channel and modem specifications.

Chapter 4: Digital Q?PSK Modulation, Demodulation and Synchronisation: In this chapter detail
is presented concerning the design and implementation of the Q?PSK modulation and demodulation
processes.

PART II: Trellis Coding with application to Q?PSK.

Chapter 5: Design for AWGN channels. This chapter is concerned with the design of trellis codes
for AWGN channels, with specific reference to the application of classical and TCM forward error
correction techniques to Q?PSK. Detail concerning the design and implementation of simple low-
complexity convolutional codes. Furthermore, the chapter deals with the design and application of
TCM techniques for Q2PSK.

Chapter 6: Design of TCM and MTCM for fading channels. In this chapter, the design of
Multiple-Trellis Coded Modulation (MTCM) for Q*PSK when transmitted over a fading channel is
presented. Although, both Rician and Rayleigh fading channels are considered, most of this section
is concerned with the code design for transmission over the Rician channel.

PART III: Performance Evaluation.

Chapter 7: Performance Evaluation under typical mobile channel conditions: This chapter
presents the performance results of the Q?PSK and Constant Envelope Q?PSK modems in the
presence of impairments due to AWGN, ISI from bandlimiting and mobile fading. Bit Error Proba-
bility (BEP) graphs are presented to compare the performance of the classical, trellis and multiple
trellis codes designed in Part II of this study. Furthermore, the derived upper bounds on BEP are
benchmarked under typical channel conditions based on the same criteria of equal complexity and
throughput.

Chapter 8: Conclusions and Future Research: This chapter summarises the research work per-
formed during this study. In addition, the chapter is concluded with a discussion and recommen-
dation for future research avenues.

APPENDICES: Four appendices are included as final part of this dissertation.

Appendix A: Tutorial on TCM: This appendix presents a tutorial on the theory of TCM required
in Part II of the dissertation, concerned with trellis code design for Q?PSK. Specifically, the gen-
eral concepts of trellis coded modulation, including the fundamentals, presentation, decoding and
evaluation are discussed.

Appendix B: Code design — Utility software. This appendix presents the utility software de-
veloped in the design of trellis coded systems. The evaluation of the coefficients of the analytical
description and the establishment of d free are the two main tasks in the design procedure that must
be carried out. The Calderbank—Mazo analytical presentation of TCM and MTCM is discussed.
The general concepts and software developed to derive the analytical presentation are presented.
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Furthermore, the software for evaluation of the minimum free Euclidean distance, d free 18 discussed,
based on the computational algorithm by Mulligan and Wilson.

Appendix C: Chan—Norton Algebraic algorithm. In this appendix the algebraic algorithm pro-
posed by Chan and Norton for generating the transfer function, T(D) of a trellis encoder is pre-
sented.

Appendix D: Set-partitioning for Q2PSK/MTCM code design. In this appendix the complete
partitioned Q?PSK/MTCM subsets evaluated in Chapter 6 are given, for code cardinality of 16
and 8, respectively.

Department of Electrical and Electronic Engineering 10
University of Pretoria



University of Pretoria etd — Van Wyk, D J (2005)

PART I

FOUR-DIMENSIONAL Q?PSK:
Theory and Application to mobile

communication




University of Pretoria etd — Van Wyk, D J (2005)

CHAPTER 2

FOUR-DIMENSIONAL QZPSK
SIGNALLING: THEORETICAL
FOUNDATION

In this chapter the concepts of four-dimensional Quadrature Quadrature Phase-
Shift Keying (Q*PSK) are considered, as a means of improving communication
efficiency on the bandlimited Gaussian channel. Investigations into the constraints
imposed by finite bandwidth on the dimensionality of the spectrally and power
efficient Q*PSK modulation strategy are carried out. In particular, attention is
focused on the derivation of a suitable four-dimensional orthonormal set of basis
functions for, and channel capacity of Q*PSK. The capacity is then compared to
that of two-dimensional Multiple Phase-Shift Keying (M-PSK) signals.

2.1 FOUR-DIMENSIONAL SIGNALLING

The term signal constellation is defined as the geometric arrangement of symbols within a given
signal space. The power efficiency of a signal constellation is defined as
- T

free
A=z ——— 2.1
B, ( )

where d%___ is the minimum squared Euclidean distance between any pair of signals, £, is the
average energy per symbol, and R, is the symbol rate. The energy efficiency largely depends
on the signal space geometry. The main objective of a digital communication system design is to
minimise the average energy requirement. Specifically, the Four-Dimensional (4D) design problem is

12
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to locate M signal points in 4D space, R%, so that for a given minimum Euclidean distance between
signals, dfrcc, the average (or peak) energy is minimised. Letting 3; denote signal locations and
| - | the norm, the problem to be solved is

NI N M

minimise - ; | 5 | (2.2)
subject to | s; — 5; |> dfree, ¢ # j. This is the classical sphere packing problem for which
ample previous work has been done [16, 50]. For illustrative purposes, a Two-Dimensional (2D)
arrangement is considered. For large M the best arrangement in 2D places signal points on vertices
of equilateral triangles, which tessellate the plane. This is sometimes referred to as a hexagonal
lattice, as the decoding regions are hexagons centered at each signal point. For finite M in 2D, the
paper by Foschini et al. [50] provides optimal constellations as well as symmetrical constellations.
For example, the optimum M = 16 constellation in 2D has the arrangement shown in Figure 2.1a,
while Figure 2.1b illustrates the standard symmetric 16-point Quadrature Amplitude-Shift Keying
(16-QASK) design, which may be visualised as a Cartesian product of two One-Dimensional (1D)
4-level Amplitude Modulation (AM) systems.

* ]
° ©
i G
¢
(a) (b)

Figure 2.1: 16-ary constellations in Two-Dimensions (2D): (a) Optimal 16-ary design. (b) Stan-
dard 16-QASK design.

The optimal constellation is more complicated to implement, especially as far as the receiver is
concerned. The concepts of the foregoing example may be extended to three and four dimensions, as
illustrated in [51]. Related work may be found on Four-Dimensional (4D) modulation in the papers
by Welti and Lee [17] and of Zetterberg and Brindstrdm [18]. The Zetterberg and Brandstrém
codes have the property that signal vectors lie on a 4D sphere (equal-energy), whereas Welti and
Lee codes are allowed to consume all of the 4D space within the sphere. The equal-energy constraint
constitutes a significant penalty as M becomes large, in the same way as M-ary PSK become less
efficient than M-ary amplitude/phase modulation in 2D signal space. For the rest of the chapter
specific 4D designs are considered, where the symbols coincide with the vertices of a hypercube. A
detailed analysis and discussion of these signalling schemes can be found in the book by Wozencraft
and Jacobs [22].

Department of Electrical and Electronic Engineering 13
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2.2 Q?PSK SIGNALLING

In general, the available number of dimensions per second, D, is larger or equal to the symbol rate
Ry, D > R, since the number of vertices on a hypercube of N = DT, dimensions is 2P7¢ and the
number of signals required is M = 2f<T:, Tt is clear that not all the vertices need be used.

The Q2PSK signal space provides a 16-ary constellation in 4D with signals of the normalised form
(£1,£1,£1,£1),i.e. the vertices of a hypercube centered at the origin of the signal space [12, 11].
Since the usual association of each of the four bits with 1 modulation on a particular dimension
applies for detection, minimum bit error probability demodulation can be achieved by means of sign
detection in each coordinate direction. As stated in [16], it is difficult to find a 16-ary design that
outperforms 4D hypercube signalling, when evaluated in terms of spectral and energy efficiency, as
well as implementation complexity.

The double-sided Nyquist-sense definition of bandwidth is adopted throughout this dissertation [22].
[t states that theoretically a 4D modulation can transmit log, M bits per symbol with a pass band
signal bandlimited to a total bandwidth of W = 2/T}, where Ty is the 4D symbol duration. The
theoretical spectral efficiency for Q?PSK with M = 16, is therefore 0y = log, M = 4 bits/s/Hz.
The spectral efficiency depends only on M and not upon the constellation, whereas the energy
efficiency does depend on a specific geometry within the constellation.

Restricting the signals s;(t) to the vertices of a hypercube implies that each signal has the form

N
si(t) =D si9i(t), fori=0,1,...,M —1 (2.3)

J=1
where s;; = +\/En, N = DT, is the number of dimensions in time T,, and Ep is defined as the

available signal energy per dimension.

Consider the following 4D orthonormal basis set for Q?PSK:

2
Pi(t) = T q1(t) cos2m f,t
2 :
Po(t) = Nid q2(t) cos2m f.t
2
Pa(t) = T q1(t) sin 27 f.t
2
Pa(t) = T q2(t) sin 27 f.t (2.4)
defined over | ¢ |< T,/2, and zero outside this interval, where
q1(t) = cos2rfyt
q2(t) = sin2x fgt (2.5)

are the quadrature shaping pulses. Here f. and f; are the carrier and deviation frequencies,
respectively. In general the deviation frequency is related to 7 as:

h
= — 2.6
fa 3 (2.6)
Department of Electrical and Electronic Engineering 14
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where A is the so-called deviation ratio, and Ts = 1/ fs the symbol duration. The basis set {t;(%)}
forms an orthonormal basis under the restriction

nh
fe=nfs=—, nel > 2. (2.7)
Ty '
The minimum value of % is 0.5, corresponding to the minimum frequency deviation necessary for
signals to remain orthogonal. In general, any other four mutually orthonormal waveforms could be
utilised, provided they conveniently represent the M = 16 signals in the 4D signal space.

A difficulty in transmitting sequences of orthonormal pulses is that most physical channels intro-
duce distortion, for instance when undistorted pulses that do not overlap tend to be "smeared”,
Le., spread over time greater than 7,. The result, called Intersymbol Interference (ISI), causes
loss of orthogonality, leading to a smaller value of D attainable in practice. In practice, the max-
imum number of essentially orthogonal waveforms that can be transmitted in time 7§ through a
channel with bandwidth W is limited to between T,W and 3/2 T,W, where T,W is the so-called
time-bandwidth product. With our previous definition of bandwidth (W = 2/T), the number of
orthogonal waveforms is limited between 2 and 3 waveforms.

The orthogonality of the basis set remains invariant under the translation of the origin by multiples
of T;. In other words, if the basis set defined in (2.4) is translated, then orthogonality will be
maintained over every interval of T centered around ¢ = mTy, with m an integer [12].

2.2.1 Q?PSK Modulation

The orthogonality of {;(t — mT;)} suggests the modulation scheme which is shown in Figure 2.2
[11, 12]. Data from a binary source at rate 1/7} is demultiplexed into four streams {a;(¢)},i =
1,...,4, with the duration of each data pulse equal to T = 4T}. Each data stream is multiplied by
the outputs of the basis signal generator {4;(¢)}, producing four mutually orthogonal data streams
which are summed to form the modulated Q*PSK signal.

ar(t) o~
J &
I ] [ [ 1]r,a g (#)
SQ2PSK
| ] Lo | et )
_ .
0% T, =4T, 1 i) \r P /
T
1(t) ¥a(t) vs(t) va(?)
Figure 2.2: Quadrature-Quadrature Phase-Shift Keying (Q*PSK) modulator.
From Figure 2.2 and (2.4), one can represent the Q*PSK signal as
T
s@apsk(t) = o= {a(t)$r(t) + az(t)va(t) + aa(t)¥a(t) + as(t)¥a(?)} (2.8)
Department of Electrical and Electronic Engineering 15
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ay(t)qy(t) cos2x fet + ag(t)ga(t) cos 2z f.t
+ a3(t)q1(t)sin 27 fot + aq(t)ga(2) sin 27 f .t (2.9)
= ac(t)cos[2m fo + bo(t)27 fa] t + as(t) sin [27 f, + bs()27 fa] t (2.10)

where the additional 1/7,/2 is a normalising factor. Recall, that the deviation ratio is defined
as h = f4Ts = 1/2. The relationships between binary quantities a.(t), as(t), b.(t),bs(t) and the
information data streams, {a;(t)}], are given by

ac(t) = ay(t), be(t) = —aq(t)/as(t)
as(t) = acl»,(t), by(t) = -}—a;(t)/aS(t) (2.11)

The modulating signals {1;(¢)} affects the bit streams {a;(¢)} in two ways. Firstly shaping of the
symbol pulse. The second effect is to translate the baseband spectrum to a pass band region. It
should be noted that the two pulse trains associated with either of the two carrier are orthogonal
over any interval of duration 7 centered around mTs. Two of the dimensions come from the
orthogonality of the carriers, while the other two come from the orthogonality of the data shaping
pulses, ¢1(¢) and qo(t) (defined in (2.5)). In other words, two carriers and two data shaping pulses
are pairwise quadrature in phase. Hence, the name Quadrature-Quadrature Phase-Shift Keying.

At any instant the Q*PSK signal can be analysed as consisting of two signals: the one cosinusoidal
with frequencies (f. & f3), and the other sinusoidal with frequencies (f. + f;). The separation
between the two frequencies associated with either of the two signals is 1 /Ts. This is the minimum
spacing that one needs for coherent orthogonality of two FSK signals, as in MSK. The Q?PSK
signalling can be thought of as consisting of two minimum shift keying signalling schemes in parallel,
which are in quadrature with respect to each other. Since the two schemes are in quadrature, it
follows that the bandwidth efficiency will be twice that of conventional MSK.

2.2.1.1 Constant Envelope Q?PSK

One can write the Q?PSK signal, given in (2.8) as
sq2psk(t) = A(t) cos (27 fet + 6(t)) (2.12)

where A(%) is the carrier amplitude given by,

A(t) = (2 + [aul)as(t) + aa(t)aalt)] sin 2;) (2.13)

8§

and 6(t) is the carrier phase given by,

(2.14)

as(t) cos QT—’:t + ay4(t) sin QT—':*
ai(t) cos ZT—T + ay(t) sin %}?

6(t) = tan~! (—

The Q*PSK signal, in the absence of any additional constraint, does not maintain a constant
envelope. It is well known that constant envelope modulation techniques are desirable, as it makes
the modulated signal relatively immune to channel non-linearities. In other words, hard-limiting
should not degrade phase information. In addition, constant envelope techniques enable the use
of automatic gain controllers at the demodulators, and can even tolerate hard-limiting without
spectral degradation.

Department of Electrical and Electronic Engineering 16
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A simple block coding prior to modulation, proposed by Saha [11, 12], provides a constant envelope.
The block coding scheme can be described as follows: The coder accepts serial input data and for
every three information bits {ai,ay,as}, it generates a codeword {a,as,as,as}, such that the
fourth bit is an odd parity check for the three information bits, represented by

ay(t) - az(t)
as(t)
The constant envelope feature is, however, achieved at the expense of a 25% decrease in bandwidth

efficiency. This Constant Envelope (CE) Q?PSK scheme will be considered in more detail in Chapter
4,

as(t) = - (2.15)

2.2.1.2 Continuous Phase Q*PSK

In designing a modulation scheme, continuity of phase of the Radio Frequency (RF) carrier may be
an additional desirable feature in certain situations apart from the minimum energy and bandwidth
constraints. With continuity in phase, high frequency content , i.e., secondary sidelobes of the power
spectral density may be significantly reduced. This will bring about a sharper spectrum fall-off,
and relaxation of the restrictions on subsequent bandlimiting filters. This is desirable in certain
situations where the cost of filtering after modulation is prohibitive and out of band radiation needs
to be restricted at a low level. Also, in a bandlimited situation, faster spectral fall-off of the signal
itself may result in less ISI and hence, a lower average bit energy requirement for a specified bit
error rate.

Considering the expression for the carrier phase of Q*PSK in (2.14), it is noted that the carrier
phase does not maintain continuity in phase. The foregoing continuous phase benefits motivates
an investigation into the possibilities of achieving phase continuity in the Q?PSK signal. A wide
variety of continuous phase modulations are found in the open literature [52, 53, 54]. Many of the
better-known techniques, employ some sort of correlative coding which introduces finite memory
into the modulated signal. In order to achieve phase continuity, it is necessary only to modify one
of the two data shaping pulses, ¢;(t) or ¢2(¢). In other words phase continuity can be achieved
without the use of any modulation with memory.

The conventional Q?PSK scheme uses two data shaping pulses. One of them is a half cosinusoid.
q1(T'), and the other is a half sinusoid, g,(¢). If one replaces the half sinusoid by a full sinusoid
over the same signalling interval, | ¢ |< T,/2, the RF carrier will display phase continuity [12], but
at the expense of more bandwidth.

2.2.2 Q?’PSK Demodulation

2.2.2.1 Analogue implementation

Implementation of a Q?*PSK analogue demodulator was proposed by Saha and Birdsall [11] and
later on by De Gaudenzi and Luise [55], where traditional analogue techniques were considered.
At the demodulator, four identical coherent generators are available, and the orthogonality of the
orthonormal basis set is used to separate the four information bit streams, {a;(¢)}. In the presence
of AWGN, a correlation receiver will perform the process of demodulation in the optimum sense of
minimum probability of error sense.
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However, the tendency in communication systems is for the utilisation of digital techniques and al-
gorithms for the implementation of more efficient modems; direct translation of analogue techniques
to a digital implementation are far from being an optimal approach. Realisation of a fully digi-
tal implementation of the modem requires the utilisation of computationally efficient modulation,
demodulation, synchronisation and also coding algorithms.

2.2.2.2 Digital implementation

Feiz and Soliman followed DSP techniques to derived a Maximum Likelihood (ML) demodulator
for four dimensional modulation schemes. The work of Feiz and Soliman was developed having a
Q?PSK modem in mind, and resulted in a DSP solution with reasonable complexity. To this end a
conventional DSP based implementation of the Q?*PSK modulator and demodulator is considered
in this study, proposed and implemented by Acha [23]. In Chapter 4 more detail concerning the
realisation of the digital Q?PSK modem will be given.

2.2.3 Spectral efficiency analysis of Q*PSK

The data streams a;(t) ¢ = 1,...,4 used in (2.8) are assumed to be independent and at any instant
each stream can take on either the value +1 or —1 with a probability of one half. This implies that
in each T = 4T} (second) interval the Q2PSK signal can be one of M = 16 possible equally probable
waveforms. Let s;(f),7 =0,..., M — 1 represent these waveforms. Probability of occurrence of s;(¢)
is p; = 1/M for ali i. The signal set constituted by {s;(¢)} has the following characteristics:

e for each signal waveform s;(¢) of the set, there is also a negative waveform —s;(t)
e the stationary probabilities of s;(¢) and —s;(t) are equal, and
e the transition probability between any two waveforms is the same.
Such a signalling source is set to be Negative Equally Probable (NEP) [56]. Its overall spectrum is

characterised by the absence of a line spectrum and furthermore is independent of the transition
probabilities themselves. The overall spectral density is given by [56]

M-1
Sopse(f)= D pi | Si(f)| 2 (2.16)
=0
where S;(f) is the Fourier transform of s;(¢) and is given by
Sif)= [ sitt) et (2.17)
-0

2.2.3.1 Conventional Q*PSK

The time limited pulse shaping waveforms can be written in the following equivalent signal forms:

q(t) = HT%COS(%)  0E L £ T

- ) cos (;—Z) (2.18)
(2.19)

i
=)
Lo }

&

-t
e

et
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% it
g(t) = 1}Es1n (E) ;1 0<t<T,
= “/TE rect (Tis) sin (;—:) (2.20)

Suppose @Q1(f) and Q2(f) are the Fourier transforms of the normalised timelimited pulse shaping
waveforms, ¢1(f) and g¢o(t), respectively. Then, it can be shown, using results in [56, 57, 12], that
the equivalent baseband version of the Power Spectral Density (PSD) is given by

Sqresk = 5 [| @) P +1Qa(N) ] (2:21)
where
T T
o = Y (k) @59
/ 3 T
Qaf) = -j EiTSf (5;;:{_1) (2.23)

Substituting (2.22) and (2.23) into (2.21), the baseband power spectral density, So2psk(f), and
accordingly its Constant Envelope (CE) version, is given by

8T, cosTfT, \?
Sqepsk(f) = ( = ) (1+4f°T2) (Wi) (2.24)
Expressed in terms of bit duration, T, = 1/ f,
2
327, a2y [ €O84m fT
Sqrpsk(f) = (?) (1+64f°Ty) (W (2.25)

To provide a means of comparison, the PSDs of MSK and QPSK (with rectangular symbols)
signalling schemes, as functions of T}, are given by [57):

2Ty (sin 27 fT}\ 2
Sopsi(f) = 2 (D) (2:26)
2
16T, { cos2x fT,
Smsk(f) = wzb(mfﬂ’fg_bl) (2.27)

The power spectral densities of MSK, QPSK and Q?PSK are shown in Figure 2.3, as functions of
normalised frequency, fT}.

From these graphs, it is observed that MSK has a wider main lobe (the first null is at 0.75/T}),
than QPSK (the first null is at 0.5/7}), and also wider than Q*PSK (the first null is at 0.375/T}).
However, the PSD of MSK has lower sidelobes than QPSK and Q*PSK at frequencies removed
from the main spectral lobe.

In order to obtain quantitive information about the spectral compactness, a measure of the per-
centage of total power captured in a specified bandwidth has to be performed. This is plotted in
Figure 2.4. For a small specified bandwidth, the percentage power captured in Q2PSK is larger
than that in QPSK and MSK, when operating at the same bit rate. Beyond a bandwidth of 1.2/T},
the spectral behavior of QPSK and Q?PSK becames almost identical.
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Figure 2.3: Power spectral densities of MSK, QPSK and Q?PSK modulated signals.
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Figure 2.4: Power captured as function of bandwidth of MSK, QPSK and Q?PSK signals.
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2.2.3.2 Effect of constant phase on the PSD of Q*PSK

In order to maintain continuity in carrier phase, the data shaping pulse, g(%) is replaced by a full
sinusoid over the signalling interval 0 < ¢ < T, denoted by ¢4(t), written in the following equivalent

signal form:
gty = 1/%sin(2:;t> D2 t< T,
2 t . 27t
q/ﬁ rect (i) sin ( T ) (2.28)

Data shaping pulse, ¢;(¢) is not modified. Substituting the Fourier transform, Q4(f) of ¢4(t) into
(2.21), the baseband spectral density of the Continuous Phase (CP) Q?PSK signal is given by

2 2
4T, cos4r [T, sin 47 fT}
SCP—Q'A’PSR (f) T g2 {4 (64f2T(,2 _ 1) + (16f2Tb2 _ 1) } (229)

The power spectral densities of Q*PSK and CP-Q?PSK are plotted in Figure 2.5, as functions
of normalised frequency, fT3. In addition, the PSD of M-ary Continuous Phase Frequency Shift
Keying (M-CPFSK, M = 4) is included as a means of comparison. Figure 2.6 illustrates the
percentage of total power captured in a specified bandwidth for Q?PSK, CP-Q?PSK and 4-CPFSK.

In spite of the sharper asymptotic spectrum fall-off, the continuous phase version Q2PSK signal,
for a finite bandwidth, captures almost the same power as the original one. The continuous phase
version, therefore, does not seem to render any improvement with respect to conventional Q2PSK
in terms of energy efficiency.

2.2.3.3 Effects of Bandlimiting Q?PSK

When the spectral compactness of conventional Q*PSK (Figure 2.4) is considered, it is noted that
only 90.7% of the total power is transmitted within the Nyquist bandwidth, W = 2/T, = 1/(2T}).
Thus, nearly 10% of the total signal power will be lost in the process of band pass filtering, resulting
in spreading of the baseband data pulses, which in turn causes ISI. For the same finite bandwidth,
Continuous Phase (CP) Q?*PSK, captures only 88.3% of the radiated power. When a MSK signalling
scheme is considered, it is seen that almost the entire signal power (99.05%) is contained within
the bandwidth W.

The effect of bandlimiting on the BEP of Q*PSK will be evaluated by means of simulation in Part
II, Chapter 7 of this dissertation.

2.2.4 BER performance

The ultimate objective of all data communication systems is to achieve the minimum Bit Error
Rate (BER) with a minimum amount of average energy per bit, Ey. In practice, BER performance
1s usually evaluated under the assumption of a bandlimited channel corrupted by AWGN. The
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Figure 2.5: Power spectral densities of Q*PSK, CP-Q2?PSK and 4-CPFSK modulated signals.
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Figure 2.6: Power captured as function of bandwidth for Q2PSK and CP-Q?PSK signals.
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effect of bandlimiting is however not considered, i.e. an ideal (wideband) signal space geometry is
considered. The Q2PSK signal geometry has a Symbol Error Probability (SEP) given by [22]:

Pi=1-(1-p)* (2.30)

where

By
p=Q { QNO} (2.31)

In (2.31) E; is the signal energy and N,/2 is the two-sided AWGN spectral density. The SEP
provides upper and lower bounds on BEP, as follows:

B<PA<P, (2.32)

An exact calculation of P, is required when comparing two modulation schemes.

For the derivation of P, a N-dimensional hypercube is considered, positioned symmetrically around
the origin to minimise the average bit energy. The number of equally probable signals in the
modulated signal set is 2/, each presented by a combination of N bits. Each signal may be written
as a N-dimensional vector:

# = L8 0800y s BN )5 i=0,l,...,2N—1 (2.33)
where
+d/2
3i5 =4 O for all 7, j (2.34)
—d/2

represent the projections of the i-th symbol s; onto the N basis vectors of the N-dimensional signal

space, and d = 2\/E;/N = 2./E, [22].
The average BEP is given by

1 N
P, = = ¥ P = (2.35)
i=1

where P; is the probability of error in the i-th bit position. The last equality in (2.35) comes from
the equality of P; for all i, because of the symmetry in signal space geometry. In order to derive
an equation for Py, it is necessary to calculate Py;.

To calculate P, the signals within the signal space are divided into two sets: {+d/2, s;2, i, ..., SN}
and its image partner {—d/2,si2, 8i3,...,5n}. These two sets of signals will lie on two parallel
hyper planes of dimension (N — 1). The midway hyper plane of the same dimension is considered,
which separates the two sets and is equidistant from each original plane. The distance of any signal
in either set from the midway hyper plane is d/2 = +/E;. Thus, the signals with +d/2 in the first
bit position are on one side of this plane at distance 1/F}, while the signals with —d/2 in the first
bit position are on the other side of the midway hyper plane at the same distance.

The foregoing is geometrically illustrated in Figure 2.7, for N = 3, with midway hyper plane being
of dimension N — 1 = 2.

An error in the first bit position occurs when the noise component ng, associated with the first bit
position, displaces a signal to the other side of the midway hyper plane. The probability of such
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Figure 2.7: Signals on vertices of N = 3 dimensional hypercube.
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where pno(z) is the probability density function of Gaussian noise with variance per dimension
N,/2, the overall BEP simplifies to

Fy = By

I
O
=

2E,
, } (2.37)

since the conditional probability P; is equal for all i. This probability of error holds for a hypercube
of any dimension N.

Recall, that the BEP of Binary Phase-Shift Keying (BPSK) is exactly the same as the BEP for
Q?PSK, given by (2.37). BPSK uses two antipodal signals that can be considered as the vertices
of a hypercube of dimension one. Similarly, QPSK and MSK, which use a set of four biorthogonal
signals, can be considered as using the vertices of a hypercube of dimension two. Further, it was
shown that Q*PSK uses the vertices of a 4D hypercube. Thus, BPSK, QPSK, MSK and Q2?PSK
belong to the same class of signalling schemes using the vertices of 1D, 2D and 4D hypercubes,
respectively. Also, each of them requires the same energy per bit, Fj, to maintain a specific level of
communication realiability. The latter is true when the channel is not bandlimited, and corrupted
only by AWGN.

In a practical situation channel bandlimiting causes ISI, which has a different effect on each of theses
schemes. Since the signal space of the hypercube no longer remains ideal, the energy efficiency is
degraded in the case of Q?PSK.
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2.3 ON THE CAPACITY OF Q?PSK FOR BANDLIMITED
AWGN CHANNELS

Shannon’s channel capacity theorem provides an upper bound on the bandwidth efficiency for a
given signal energy. Roughly speaking, this remarkable theorem states that there is a maximum
rate, called channel capacity, at which any communication system can satisfactory operate within
a given power constraint; operation at a higher rate will condemn the system to a high probability
of error, regardless of the choice of signal set or receiver.

Recalling that the number of dimensions, D, that can be accommodated per second by a bandlim-
ited channel is not sharply specified, the capacity theorem is stated in terms of the parameters
En and Ry, where Ry = R;/D again denotes the transmitter input rate in bits per second. The
‘energy of each signal is constrained to be no greater than N Ey, where N is the dimensionality of
the signal space and Ey is the average energy per dimension,

joules/s

Ey=—+7"—"-—""— 2.38
N dimensions/s (2:38)

In the particular case of transmission over an AWGN channel, the capacity theorem may be ex-
pressed in the form

1 En
Cn = §Iog2 (l +2 No) (2.39)

Cy is called the Gaussian channel capacity, measured in bits/dimension.

Let us examine the limits in performance gains that may be achieved when Q2PSK is considered,
excluding the effects of ISI (i.e., wideband transmission in AWGN). With perfect timing and carrier-
phase synchronisation, samples are taken at time instants ¢T,+7,, where 7, the appropriate sampling
phase. The output of the modulation channel becomes

=G+ (2.40)

where @; denotes a N-dimensional discrete channel signal vector transmitted at modulation time
1T, and ; is an independent normally distributed noise sample with zero mean and variance o2
along each dimension. The average SNR is defined as

_E{l@l} _ E{la@]}
SNR'—Eqnﬁ|}_ No? (2.41)

where N = 4 for Q?PSK. When normalised average signal power is assumed (E{| @ |} = 1), the
SNR is simply given by 1/4¢°.

The capacity, C* of a Discrete Memoryless Channel (DMC) in the case of a continuous-valued
output, assuming AWGN and equiprobable code occurrence, can be written as [27]:

1 M-1 M-1
C* = logy(M) — i Z E {logz Z exp(Az-k)} (2.42)
k=0 =0
where . . )
i e K
Ay = | o 1w} (2.43)
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Using a Gaussian random generator, C* has been evaluated by Monte Carlo averaging of (2.42) for
Q?PSK and Constant Envelope (CE) Q*PSK. Also, the results presented by Ungerboeck [27] for
2D M-PSK modulations are repeated here for comparison purposes. In Figure 2.8, C* is plotted as
a function of SNR. The value at which an uncoded symbol-error probability P, = 10~° is achieved
is also indicated for 4-PSK (QPSK), Q?PSK and its constant envelope version, CE-Q2PSK. These
results are summarised in Table 2.1.

6.0 =
¢ P =10
< | Capacity
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Figure 2.8: Channel capacity C* of 2D M-PSK (M = 4, 8 and 16, denoted by dashed lines) and
4D Q?PSK modulation for bandlimited AWGN channels.

Table 2.1: Comparison of required SNR to achieve a symbol-error probability, P, = 10~5.

I Modulation | Required SNR |
QPSK 12.9 dB
Q’PSK 14.5 dB

CE-Q’PSK 13.9 dB

To interpret Figure 2.8, consider uncoded 4-PSK operating at 2.0 bits/T, where P; = 10~° occurs at
SNE = 12.9 dB. If the modulation is changed from 2D to 4D, it is clear that by considering either
Q*PSK or CE-Q2PSK, error-free transmission at 2.0 bits/T is theoretically possible at SNR = 6.9
dB, constituting a gain of 6.0 dB compared to QPSK.

The latter observation indicates that if the modulation is changed from 2D to 4D, exploitation of
the extra dimensions for coding, can lead to a theoretical gain in the order of 4.8 dB. The net result
is a coding gain, achieved without alteration of the data throughput. The preceding discussion
provides the motivation for 4D modulation.
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The search for more effective modulation schemes, both from the energy and bandwidth saving
viewpoint, is unquestionably one of the relevant trends in modern communication system research.
As mentioned before, the key novelty of Q?PSK is the efficient use of degrees of freedom in an ex-
panded multidimensional (4D) signal space. The modulated signal bears a four-fold dimensionality
as opposed to the bidimensionality of conventional QPSK. The utilisation of a four-dimensional
modulation scheme may provide a theoretical bandwidth efficiency, 1y of 4 bits/s/Hz. In terms of
spectral efficiency Q?PSK outperforms the traditional workhorse of efficient modulations, MSK,
within similar energy constraints. This gain is attained even though the well-known features of
phase-continuity and constant envelope of MSK-signals are no longer shared (at least in the uncoded

case) by Q*PSK.

These observations are supported in the comparison of various measures of bandwidth listed in
Table 2.2.

Table 2.2: Bandwidth comparison of MSK, QPSK, 4-CPFSK, Q*PSK and CP-Q?PSK signalling
as a function of power containment.

Power Containment
Modulation Type | 77% 90% 99%
MSK 0.29/T; 0.39/T, 0.59/T}
QPSK 0.23/T, 0.34/T;, 1.24/T,
4-CPFSK 0.2/T) 0.25/T) 0.45/T
Q°PSK 0.2/T} 0.27/T; 1.0/Ty
CP-Q*PSK 0.32/T; 0.338/T) 1.25/Ty,

Comparing the curves of Figure 2.4 it is noted for a small specified bandwidth, the percentage power
captured in Q?PSK is larger than that in QPSK and MSK, when operating at the same bit rate.
Beyond a bandwidth of 1.2/T}, the asymptotic behavior of QPSK and Q?PSK (also CE-Q?PSK)
became almost identical. The continuous phase version CP-Q?PSK signal (see Figure 2.6), in spite
of the sharper asymptotic spectrum fall-off, captures almost the same power as the conventional
one for a finite bandwidth. For the CP-Q?PSK version the latter is achieved at a 25% decrease in
throughput. For this reason it does not seem feasible to pursue this technique further, with respect
to conventional Q?PSK in terms of energy efficiency.

When the bandwidth utilisation of conventional Q?*PSK is compared to that of 4-CPFSK (depicted
in Figures 2.5 and 2.6), it is noted that these techniques exhibit very similar spectrum utilisation
within a specified bandwidth. Considering the asymptotic behavior, it is clear that the continuous
phase 4-CPFSK definitely provides a better solution in terms of spectral fall-off. However, the
inherent phase trellis as a result of the memory employed, restricts the degrees of freedom provided
in 4-CPFSK. For this reason, the code structure of Q?PSK is better suited for the application of
sophisticated error correction techniques, without having to cope with restrictions on the availability
of the extra dimensions.

Considerations of channel capacity of Q*PSK for bandlimited AWGN channels have shown that a
theoretical gain of 6.0 dB in SNR can be expected when 4D modulation is used in the place of 2D
modulation. The latter observation is in effect an indication of the expected theoretical gain when
coding is employed. That is, changing the modulation from 2D to 4D and exploiting the extra
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dimensions to add coding, a theoretical gain in the order of 6.0 dB will result, without altering
the data throughput. The 4D Q?PSK signalling scheme can thus be used as a basis to implement
coded transmission.

In the following chapter the Q*PSK digital communication system is introduced and discussed in
detail, including the fading channel model and primary system specifications.
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CHAPTER 3

Q2PSK — MOBILE
COMMUNICATION SYSTEM

This chapter introduces the general architecture of the Q*PSK communication
system proposed for spectrally efficient (ny > 2.0 bits/s/Hz) V/UHF mobile dig-
ital communications. A study of the communication environment is undertaken,
including the fading channel model. This chapter is concluded with a summary

of the primary system specifications.

There are a multitude of modulation/demodulation schemes available to the designer of a digital
communication system required for data transmission over a band-pass channel. Each scheme offers
system trade-offs of its own. The final choice made by the designer is determined by the way in
which the available primary communication resources, transmitted power and channel bandwidth,
are to be best exploited. In particular, the choice is made in favor of the scheme that attains as
many of the following design goals as possible [1, 57]:

¢ Maximum data rate.

¢ Minimum probability of symbol error.

¢ Minimum transmitted power.

e Minimum channel bandwidth.

o Maximum rejection of interference.

e Minimum circuit complexity.
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3.1 GENERAL SYSTEM ARCHITECTURE

TRANSMITTER RECEIVER
A\

™ / N

Channel Quadrature Fading Quadrature Channel
Encoder || Modulator Channel Demodulator [ | Decoder

Figure 3.1: Basic communication system model.

Figure 3.1 presents the most basic block diagram of the system model under investigation. The
Transmitter is identified as consisting of the channel encoder and quadrature modulator; the Re-
ceiver, consisting of the quadrature demodulator and channel encoder; and a fading channel that
links the transmitter and receiver. '

In the following subsections the different system building blocks are introduced in some detail.

3.1.1 Transmitter

The transmitter can be further subdivided. This detailed transmitter block diagram is illustrated
in Figure 3.2.

3.1.1.1 Information source

A data stream is obtained from an information source where the output elements can take on only
binary (1s or Os) values. A desirable source is random so that it has maximum information. If
the probabilities of occurrence of 1 and 0° are the same, its entropy is maximised. If for some
reason or other, the source is not random (for example in a video image), it will necessitate the
implementation of a source encoder. The role of the latter is to randomise the source. In our
system a random information source is employed, canceling out the need for a source encoder and
the associated source decoder at the receiver.

3.1.1.2 Channel encoder

The goal of the channel encoder is to introduce an error detection and correction capability into the
information source to combat channel transmission errors. To achieve this goal, some redundancy
must be added to the information carrying data stream. The detection of errors is also a key item
in channel coding since retransmissions of a code word containing errors can be requested, when a
feedback channel is utilised.

In this dissertation the techniques of trellis coding will be applied, for adding redundancy to the
information stream so that efficient channel utilisation can be achieved. The basic idea involves no
change in data transmission rate; rather, the number of points in the signal constellation is increased
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Figure 3.2: Detailed transmitter block diagram.

to achieve the required redundancy. The concepts of trellis coding or Trellis-Coded Modulation
(TCM) and its application to four-dimensional Q*PSK signalling will be discussed in detail in Part
IT of this dissertation.

After the encoding of the data, it is sent through an interleaver which is included for burst error
protection when a transmission over a multipath channel with memory is considered. Two types
of interleavers are commonly used, block interleavers and convolutional interleavers [1, 58]. An
example of a channel with memory is a fading channel, particularly when the fading varies slowly
compared to the duration of one data symbol. Multipath impairments involves signal arrivals at
the receiver over two or more paths of different lengths, resulting in a distorted resultant received
signal.

Under the assumption that the channel has memory, the errors can no longer be characterised
as being random and independent. Most convolutional codes are designed to combat random
independent errors. The result of a channel having memory on such coded signals is to cause
degradation in system error performance.

3.1.1.3 Frame transmission strategy

Almost all digital communication systems have some sort of frame structure. This is to say that
the data stream is organised into uniformly sized groups of bits. Furthermore, for the receiver
to make sense of the incoming data stream, the receiver needs to be synchronised with the data
stream’s frame structure. Frame synchronisation is therefore accomplished by organising the data
transmitted in a special signalling format at the transmitter. Hence the need for a frame trans-
mission strategy. In general the signalling procedure may become fairly complex depending on the
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specific communication environment in which the system is required to operate.

3.1.1.4 Pulse shaping and Modulation

From the frame signalling block the data is fed to the quadrature modulator. The information
source and channel encoder taken together can be viewed as a "modified” binary source that feeds
the modulator. As such, the modulator can be regarded as an interface between the source and the
channel. The modulator accepts the modified source as inputs and outputs waveforms that suit the
physical nature of the channel. The Q?PSK signalling strategy forms the heart of the modulator.

3.1.1.5 Radio transmitter: TDMA or SFH signalling scenarios

The Q2PSK mobile communication system will be used in asynchronous burst-mode communi-
cations, with Time-Division Multiple-Access (TDMA) or Slow Frequency-Hopping (SFH) trans-
mission scenarios. Although TDMA and SFH both employ burst signalling strategies and exhibit
large similarities, they differ in at least one major respect. That is, in TDMA successive bursts
within one frame all share the same channel bandwidth (albeit, at different time instants) and are
transmitted on the same carrier frequency. In the case of SI'II signalling each successive burst is
transmitted on a different carrier frequency and therefore experiences completely different channel
conditions.

The primary consequences of the foregoing difference between TDMA and SFH are as follows:

o In TDMA, carrier phase and Doppler frequency offset information obtained from one burst
can be transferred to the next (i.e., burst-to-burst control is possible), whereas in SFH, carrier
phase and frequency information gathered from one specific burst (or hop) cannot be used in
successive bursts. This is true, since the channel conditions corresponding with these bursts
may be totally different from the former and subsequent bursts by virtue of the nature of the
variation of the channel response with frequency.

¢ In SFH systems, carrier phase and frequency control can therefore be regarded as truly bursty
in nature, i.e., control is exclusively limited to the burst and must be obtained and exercised
strictly within the burst period. Carrier information associated with one particular burst is
only applicable to that burst and must be reacquired for each successive burst.

One of the advantages of frequency hopping systems is that when the hopping rate is fast enough the
"spread spectrum” signals produced show strong resistance to interference and frequency selective
(multipath) fading [59].
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3.1.2 Receiver

The receiver follows the channel in the block diagram of Figure 3.1. Here, the transmitter fulfills
the task of matching the source to the channel, whereas the receiver performs the inverse of this
operation and recover the source symbols. The inverse of the detailed transmitter block diagram
shown in Figure 3.2, is illustrated in Figure 3.3, constituting the receiver block diagram.

Training Synchronisation:

Sequence(s) Frame, Symbol,
IF carrier

|

From ‘ . rs—

chamne] %aﬁiﬁARggeé‘F}r{: Input Filtering
scenario and

Demodulation

Channel State
RF carrier Extractor IF carrier
reference [ reference

Channel State Information (CSI)

! Convolutional Decoded
De-interleaver Trellis Decoder bit stream

Figure 3.3: Detailed receiver block diagram.

3.1.2.1 Frame synchronisation

A synchronisation sequence is sent as part of the message header to enable rapid synchronisation
acquisition at the receiver. The header should provide buffer time to accommodate any timing un-
certainty as well as any information required for equaliser training (when included) and information
to provide frequency hopping or TDMA signalling. The synchronisation sequence is known at the
receiver, which is constantly searching for it in the data stream. Detection of the synchronisation
word normally involves the utilisation of a correlator. In chapter 4 a novel multidimensional frame
synchronisation procedure will be described, specifically designed for the four-dimensional Q?PSK
modem employing complex correlation sequences [60]. The advantage of this synchronisation pro-
cedure lies in the effective use of all the available dimensions to ensure that frame acquisition will
be immediate with low probability of false detection.
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3.1.2.2 Q?PSK: Input filtering and demodulation

At the output of the radio receiver, the modem receiver front-end consists of the input filter and
demodulation subsystem. The demodulator is the inverse of the modulation process, where the
faded, noise-corrupted channel signal are demodulated. The demodulated in-phase and quadrature
signal components are fed to the de-interleaver (block or convolutional).

3.1.2.3 De-interleaving

The inverse of interleaving at the transmitter, is known as de-interleaving at the receiver. Inter-
leaving the coded message before transmission and de-interleaving after reception causes bursts of
channel errors to be spread out in time and thus to be handled by the decoder (at the receiver) as if
they were random errors. Separating the coded symbols in time effectively transforms the channel
with memory to a memoryless one, and thereby enables the random-error-correcting codes to be
useful in a burst-error channel.

3.1.2.4 Channel State Extractor

The metric chosen for the trellis decoder, employing the Viterbi algorithm, depends on whether or
not Channel State Information (CSI) is provided [61]. CSI is defined as the information derived or
extracted from the received data stream about the channel that can be used to design the decoding
metric to give improved performance. The accuracy of the CSI has only a secondary effect compared
to the effect of the soft decision decoding and will be discussed in more detail in Chapters 6 and 7.

3.2 FADING CHANNEL

The most important channel constraints come from the variations of mobile radio propagation. In
this study, only the effects of flat or non-frequency selective fading are investigated. These effects
are common to narrowband channels, in which the transmitted signal frequency spectrum is narrow
enough to ensure that all the frequency components are affected in a similar way by the fading
process.

Two distinct types of flat fading can be defined, namely fast and slow fading.

e Fast Fading:

Fast fading is the short term fading caused by the local scatters like buildings and other
obstructions and is observed over distances of half a wavelength and less. Fades with depths of
less than 20 dB occur frequently, while deeper fades of 30 dB and more appear less frequently.
The mobile unit can move through several fades in a second and communication can become
extremely difficult under these circumstances.

¢ Slow Fading:

Slow fading originates as a result of slow movement of the mobile unit, causing the particular
terrain configuration to change from one form to a new configuration, over a period of several
seconds and even minutes. Another form of slow fading is known as shadowing, which is
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manifested in the form of an EM attenuation, caused by "shadowing” by hills, buildings,
foliage, etc. in a mobile communications scenario.

An exact mathematical model of this type of fading is not available, but measurements
indicate that the mean path loss closely fits a log-normal distribution with standard deviation
that depends on the carrier frequency and environment [62].

3.2.1 Fading channel model

In this dissertation the effects of a Land Mobile Satellite Channel (LMSC), modeled as a non-
frequency selective Rician fading channel, is considered as primary communication scenario. The
received signal is a linear combination of a large number of carrier signals spread in time and fre-
quency, each corrupted by AWGN. In typical mobile communication systems, having symbol rates
of Ry < 20 ksymbols/s (kbaud), the time delay spread among these signal paths is frequently a
negligible fraction of the symbol duration 7. In this fading model, two signal paths are considered,
namely a Line-of-Sight (LOS) component (excluding the effects of shadowing), and a scatter com-
ponent, which is modeled as Rayleigh distributed envelope [63, 30, 62]. Figure 3.4 shows a basic
schematic representation of the fading model.

Scatter component
Rayleigh distributed

Line-of-Sight (LOS) component

B Sy

Transmitter at Mobile Receiver
fixed base station (z,v)
(0,0)

Figure 3.4: Non-frequency selective Rician fading channel model.

The amplitude of the modulated signal is multiplied by the output, r of a random process, nor-
malised so that E{r?} = 1. This is done in order to ensure that the average transmitted signal
energy remains unaffected by the channel model. The latter simplification is suggested by the
fading channel model proposed by Jakes [63]. The probability density function of the amplitude r

may therefore be expressed as
r r2 4 52 78
p(r) = —5exp (— 57 | Lo (;) (3.1)

where s? denotes the average energy (power) of the direct LOS component, and o? is the average
power the resultant scattered signal components. In (3.1) Io(+) is the modified Bessel function of
the first kind and zero order.
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Two limiting cases of special interest occur when ¢ = 0 (channel reduces to just an AWGN
channel), and when s? = 0 (channel is reduced to a Rayleigh fading channel). Therefore, in those
cases where the direct LOS component is totally blocked out, the scatter (diffuse) component
dominates and the received signal envelope exhibits a Rayleigh distribution (From (3.1)). The
probability density function of the amplitude of a Rayleigh fading channel is simply given by

2
p(r)= %exp (—;?) (3.2)

However, if in addition to a portion of the reflected (scattered) signal component, the direct LOS
component component is also present at the receiver’s antenna, the envelope of the received signal
follows a Rician distribution; the channel is then called a Rician fading channel, with amplitude
probability density function given by (3.1). In order to specify the characteristics of the Rician
fading channel one has to define the so called Rician parameter, K. It is defined as the ratio of the
power in the direct LOS to the scatter components present at the receiver, i.e.,
2
s
K=— 3.3
202 (3:3)
Thus, for a Rayleigh channel A = 0, and for the AWGN channel, K’ = o0, constituting the two
extremal propagation modes.

3.2.2 Noise in the Mobile Channel

The task facing the receiver is to retrieve the bit stream from the received waveform, with minimum
probability of error, notwithstanding the distortion the signal may have been subjected to during
transmission. There are two primary sources of signal distortion. The first is the filtering effects of
the transmitter, channel, and receiver, with non-ideal system transfer functions, which can produce
Intersymbol Interference (ISI). The second is the corrupting effects of noise produced by a variety
of sources, such as galactical noise, terrestrial noise, amplifier noise, and unwanted signals from
other sources (interference). Noise is an important limiting factor in communications and it is
necessary to have knowledge of the magnitude and nature of these sources, so that methods may
be devised to eliminate or suppress them. An unavoidable cause of noise is the thermal motion of
electrons in any conducting media, known as thermal noise. The primary statistical characteristic
of the global effects of all sources of noise is that the resultant noise amplitudes may be closely
approximated by a Normal or Gaussian distribution, with probability density function (assuming

zero-mean ) expressed as
1 1 /n\?
p(n) = 5 oXP [—5 (;) } (3.4)

where o2 is the noise variance [58, 14]. The primary spectral characteristic of white noise is that its
two-sided power spectral density is flat for all frequencies of interest for the radio communication
system. In other words, thermal noise, on the average, contains as much power per Hz in low-
frequency fluctuations as in high-frequency fluctuations — up to a frequency of about 10'? Hz.
The Additive White Gaussian Noise (AWGN) model is therefore often used to model the noise in
the detection process and in the design of optimum receivers.
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3.2.3 Mobile Channel Simulator

The block diagram of the channel simulator utilised in this study is shown in Figure 3.5, based on
the model proposed by Jakes [63], implemented in software by Opperman [62].
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Figure 3.5: V/UHF mobile channel simulator block diagram.

The V/UHF channel simulator is capable of emulating both Rayleigh or Rician distribution en-

velopes with uniform phase distribution. The PSD of the foregoing, when an omnidirectional
antenna is employed, is given by

——— | fI< /D

S(f)={ =V1-(f/ip)® (3.5)
0 otherwise

which is depicted graphically in Figure 3.6.

These characteristics can be effectively realised by a filtering process, since linear filtering of an input
sequence modifies the spectrum, but not the phase and amplitude distributions of the sequence.
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Figure 3.6: Power spectral density of fading process when an omnidirectional antenna is employed.

The simulator is based on this important basic principle, which has been verified by means of
extensive computer simulation in [62].

3.3 SYSTEM SPECIFICATION

In general, the selection of modulation and coding formats for transmission on the mobile radio
channel is based on the optimum selection of the following design parameters,

e R, the information rate, i.e., the maximum number of bits per second achievable within an
allocated channel bandwidth.

e W, the transmission bandwidth in Hertz, usually strictly limited by international transmission
specifications and radio filter limitations.

o The error probability achievable at a given signal-to-noise ratio.

It should be observed that the value of W depends on the definition of bandwidth that has been
adopted for the specific application. Note that 7y is inevitably degraded by the presence of guard
bands between adjacent channels within the allocated transmission bandwidth.

The primary limitations and specifications of the proposed Q*PSK digital V/UHF radio commu-
nication system are summarised below.

The allocated 30 MHz to 2.5 GHz frequency band covers most of the VHF and UHF frequency
bands. Figure 3.7 depicts a typical multi-channel V/UHF radio channel response.
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| Figure 3.7: Overall radio channel response.
Table 3.1: Channel specifications
Channel characteristics
Frequency band VHF/UHF (30 MHz- 2.5 GHz)
Communication mode Semi-stationary /mobile
Maximum distance 50 km < dpmqar < 150 km (typical)
Fading Rician and Rayleigh
Maximum Doppler fp €2 kHzat 1.0 GHz (typical)
Expected time spread Negligible, (7 &~ 10 ps, typical)
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Table 3.2: Modem specifications

Modem characteristics
Transmission mode Asynchronous bursts (block) data
Communication scenarios TDMA and SFH
FH Rates 25,50 and 100 hops/s
Bandwidth Definition 90% of power
Available effective channel | W = 10 kHz (AW = 12.5 kHz channel
bandwidth spacing)
Maximum data rate Roar =24 kb/s
Samples per symbol I =10, 16, depending on the FH rate
Symbol rate fs = 5.6 ksymbols/s
Spectral efficiency nf <24 b/s/Hz
IF subcarrier frequency fre = 25 kHz
Sampling frequency fsamp = 100 #Hz
Subcarrier modulation coherent Q*PSK
Bit Error Probability
Uncoded P, < 107° @ Ey/N, < 15.0 dB
Coded P, <1077 @ Ey/N, < 15.0 dB
Error correction type Convolutional Coding
TCM and MTCM
Equalisation To be determined
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3.4 CONCLUDING REMARKS: CHAPTER 3

In order to achieve a minimum bit rate of f; = 24 kb/s in a V/UHF communications scenario
with AW = 12.5 kHz channel spacing, a modulation technique with post-modulation bandwidth
efficiency of ny > 1.92 bits/s/Hzis required. It will be shown in Chapter 4 that this radio response
does not provide for excessive Doppler shift in a mobile communication scenario. The radio receiver
will therefore have to eliminate most of the Doppler before the signal is passed on to the modem
receiver. If this is not domne, serious signal distortion will be caused by the misalignment of the
received signal within the narrowband radio IF bandpass filters.

The proposed modem must meet the typical uncoded Bit Error Rate (BER) target specification of
10~2 for digital speech under fading conditions. The chosen modulation method must be capable
of supporting an appropriate coherent detector. Ej/N, is the ratio of energy per bit to noise power
spectral density and is the standard figure-of-merit by which digital modulation and coding schemes
are compared. It is analogous to Carrier-to-Noise (C/N) ratio for analog FM modulation. Recall,
the lower E}/N, the lower is the requirement of transmitter output power.
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CHAPTER 4

DIGITAL Q?PSK — Modulation,
Demodulation and Synchronisation

In this chapter the DSP design and implementation of the Q?PSK modulator,
demodulator and synchronisation processes are considered. Furthermore, detail
concerning the block transmission strategy adopted is presented. The different
levels of synchronisation, namely carrier, symbol and frame synchronisation are
considered. In addition, the sensitivity of the demodulator to phase and fre-
quency synchronisation errors is discussed. The final part of this chapter is con-
cerned with the analysis and design of carrier tracking algorithms. Specifically, for
carrier frequency (Doppler) and phase tracking, the recursive scalar Kalman es-
timator is proposed and analysed. Two methods are proposed. The first method
employs the Kalman estimator directly to estimate the carrier frequency infor-
mation. The second method, the so-called Dual Phase and Frequency Kalman
Estimator (DPFKE), employs two scalar Kalman estimators to simultaneously
track both carrier frequency and phase information.

4.1 MODEM REALISATION

4.1.1 Digital Q’PSK Modulator

The digital modulator implemented is shown in Figure 4.1 and can be viewed as two parallel
quadrature modulations, followed by another quadrature modulation. The first set of modulations
is related to data shaping pulses, ¢i(¢) and ¢(¢) as defined in Chapter 2, equation (2.5). The
second modulation translates the outputs of the first modulation onto quadrature carriers at a
carrier frequency of f. = w./27 H-.
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Figure 4.1: Q?PSK Transmitter block diagram.

The Serial-to-Parallel (S/P) converter accepts serial data and following parallel conversion, the
information bits are multiplied by the data shaping pulses, which are expressed as:

I(nTomp) = [a1(nTemp) — jag(nTymp)] €727 fanTeme
QnTeomp) = [a3(nTomp) = jas(nTymp)] #27 4" Tome (4.1)

where {a;(nTsmp)} represents the discrete time signal of {a;(¢)} (from Chapter 2), and Ty, is
the transmitter output sample period. In general, T, = I x Tsmp, where T, denotes the symbol

duration, and [ is the integer interpolation factor.

The basic data pulse, with amplitude +1 (each with probability one half), width T, and centered
at the origin, is expressed as '

_ £y ) &t 2L T2
a(t) = rect <E) = { 0 [t]>T./2 (4.2)

Letting A(f) denote the Fourier transform of a(t), as illustrated in Figure 4.2, the first data
shaping modulation process (denoted by lst modulator in Figure 4.1), can be visualised in the
frequency domain as illustrated in Figure 4.3 for the transmitted data sequence {a1,a2,a3,a4} =
{+1,+1,41,4+1}. Note, that the sidelobes are omitted to facilitate easier and clearer graphical
representation of J(nTsy,,) given in (4.1). An equivalent process is carried out for QT )

After the first modulations, the components of the in-phase and quadrature-phase digital signals
I(nTsmp) and Q(nTymp) respectively (given in (4.1)), are digitally translated by the second (2nd)
modulator onto a carrier frequency, f.. This second modulation process is visualised in the fre-
quency domain as illustrated in Figure 4.4, resulting in the final digital modulator output (0T sn ),
similar to (2.8) given in Chapter 2 with ¢t replaced by nTsn,. Finally, the signal generated is band-
pass filtered before transmission.
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Figure 4.2: Fourier Transform of basic data pulse, a(t); with amplitude £+1, width 7, and centered
on the origin.
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Figure 4.3: Visualisation of first quadrature modulation in the frequency domain, producing
in-phase digital signal, J(nT,my,).
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Figure 4.4: Visualisation of final modulation process in the frequency domain, producing Q2PSK
transmitter output, s(nZTsmp).

4.1.2 Digital Q’PSK Demodulator

The basic structural blocks of the Q*PSK modem receiver are the input bandpass filters, the carrier,
fe demodulator, the second bank of filters and the demodulation associated with the data pulse
shaping. In the receiver structure two Finite Impulse Response (FIR) Bandpass Filters (BPF) have
been designed from a single Lowpass Filter (LPF), by means of transformation of the LPFs. The
respective impulse responses are described by:

hBPF].f(nTsmp) = th(nTsmp) COS(QchnTsmp)
hBPFl.Q(nTsmp) = th(nTsmp) Sin(zﬂ'fc”Tsmp) (4.3)

where hi(nTsmp) represents the impulse response of the original LPF, f. the carrier frequency and
Tsmp the sampling period. A benefit of multiplying the coefficients of the LPF by the sine and
cosine values is that the outputs of the filters are exactly 90° out of phase with respect to each
other. and therefore a complex demodulation process may be implemented at the receiver.

The block diagram of the receiver is shown in Figure 4.5. (Note that the block diagram of the
Q*PSK demodulator in [23] is incorrect, and should be as illustrated in Figure 4.5.)

The two filters’ output signals are multiplied by both a cosine and sine signal of frequency f.
and then combined. In this way double-frequency terms generated by the multiplications are
eliminated and no subsequent low-pass filtering is needed to recover the baseband signals [64]. The
real and imaginary components of the Q?PSK signal can be obtained by means of a single complex
demodulation. The real part of the Q?PSK is given by the following expression:

I’(nTsmp) = {al( j7;"15111;0) - jGQ( nTsmp)] ejzrfdnTﬂmp (4.4)
= a1(nTsmp) coS(27 fanTsmy ) + a3(nTomp) Sin(27 fynTomp)

Similarly, the imaginary part is given by:

Q' (nTsmp) = [a3(nTsmp) — jaa(nTomp)] €227 fanTems (4.5)
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Figure 4.5: Q*PSK DSP based receiver block diagram
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The method to recover the baseband signals {a;(nTsm,)}, from I'(nTsmp) and Q'(nTspyp) is to
implement a new complex demodulator scheme for each quadrature signal component obtained
from the carrier demodulation system. Only the demodulation of the I '(nTsmp) given by (4.4)
signal will be shown. The demodulation of the information available in Q'(nTyy,) is obtained by
identical means.

The demodulated signal I'(nTsmp) is apphed to a pairs of Hilbert Transformers (HT), which are
realised by two FIR bandpass filters in quadrature, producing

j’(nTsmp) = j[al(nTsmp) Sin(ZWfonTsmp) = a2(nTsmp) C05(27TfanTsmp)] (46)

The outputs of these filters yield the demodulated data streams, a;(nTsmp) and a2(nTsmp), given
by

a17(nTsmp) = I'(nTsmp) cos(27 fynTomp) + I'(nTsmp) sin(27 fynTymp)
azr(nTsmp) = I'(nTsmP) sin(27 fanTsmp) — f’(nTsmp) cos(?vrfdnTsmp) (4.7)

4.1.2.1 Q?PSK and CE-Q?PSK Decision Devices

From the main demodulator structure, depicted in Figure 4.5, the estimates {air(nTymp)}? of data
streams are fed to the decision device. It is here where the only difference in implementation
between the conventional Q*PSK and coded Constant Envelope (CE) Q?PSK is found. From
an implementation point of view, a non-optimum decision strategy is considered, based on hard
decisions. The decision devices for Q*PSK and CE-Q2PSK are shown in Figure 4.6. In the digital
demodulator the analogue integrator is replaced by an adder, adding the demodulated data stream
taken over / samples to produce the value that is sampled at time instant, kITmp. Recall, that [ is
the interpolation factor, i.e., the number of samples per symbol. These sampled values are then fed
to the hard decision devices. Note that when quantised, i.e., soft decisions are obtained, a optimum
decision structure is formed. In Chapters 5 and 6 soft-decision devices are considered, which are used
together with forward error-correcting techniques, for instance short constraint length convolutional
codes with soft-decision Viterbi decoding. It is well-known that the incorporation of the soft-decision
devices will enhance the overall system performance [30].

It was shown in [12, 11, 23] that upon bandlimiting, the data streams associated with ai( R my)
and a3(nTn,) are relatively less distorted when compared to those associated with data streams
@2(nTsmp) and ay(nTspmyp). For this reason, in the constant envelope decision device, decisions about
information bits in ay(nTymp) and a3(nlym,) are made independently from the respective data
streams alone. Then, the redundant information associated with data stream a4(nTymy), is used
only in making the decision about the information bits in data stream az2(nTsmp). In other words,
in order to make a decision about ay(nTsm,), a simplifying assumption is made that a1(nTsmy) and
a3(nTsmp) are decoded correctly. In his PHD thesis [12], Saha has shown that this decision is the
random variable V', given by

al(nTsmp}

V= r Tsm ~
aar (e p) aﬁ(nTsmp)

a4'r(nT3mp) (48)
A decoder. which is optimum in the sense of minimising the probability of error, will make a +1
decision, depending on the sign of V (V' > 0 or V < 0). However, information of the correct
decision statistic, V' is subject to the correctness of the decisions about a1(nTsmp) and az(nTsmp).
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Figure 4.6: Non-optimum demodulator decision devices for (a) Q2PSK, and (b) CE-Q?PSK.

4.1.2.2 Decoupled Q*PSK signal space

The constellation of a Q?*PSK signal consists of the vertices of a hypercube of dimension N = 4
centered around the origin. The difficulty of representing a four-dimensional space leads one to
decouple it into three two-dimensional (2D) subspaces, the first associated with the cosine-carrier,
the second with the sine-carrier, and the third with the combination of the sine- and cosine-carrier
information associated with data shaping pulse, g¢;(2), as illustrated in Figure 4.7.

Recall, that two of the hypercube dimensions come from the orthogonality of the data shaping
pulses ¢1(¢) and g3(t), and the other from the orthogonal carriers. One may therefore consider the
vertices of the hypercube as the Cartesian product of two sets of biorthogonal, or 4-PSK signal
points {a;} and {b;} [23].

The geometry of the hyper cube is, however, lost in extremely bandlimited situations, because
the pulses, ¢;(t) and ¢z(t) chosen do not remain perfectly orthogonal under these circumstances.
Alternative pulse shapes which are not affected by Intersymbol Interferences (ISI) and remain
perfectly orthogonal in bandlimited situations are shown by Saha (11, 12]. However, these pulses
suffer from other problems such as physical realisability. If, on the other hand. the data shaping
pulses used are not minimum-bandwidth (i.e.. Nyquist) signals, the modulation scheme suffers from
ISI. resulting in degradation of the system performance.

4.1.3 Modem waveforms and spectra

The generation of the Q?PSK signal is illustrated in Figures 4.8, for the case where 2 = 1.0. It is
assumed that the binary random data sequence {a,},n = 1,2,..., represented in Figure 4.8(a) as
a rectangular unit pulse stream a,(t), is divided into four subsequences {a,-}‘f. The subsequences
illustrated in Figures 4.8(b) and 4.8(d) are fed to the first (upper) quadrature modulator of Figure
4.1, while subsequences illustrated in Figures 4.8(c) and 4.8(e) are fed to the bottom quadrature
modulator. The final output, illustrated in Figure 4.8(h), are formed by the summation of the
outputs obtained from the two quadrature modulators.

Similarly, the generation of the CE-Q?PSK is illustrated in F igure 4.9, with the only difference
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Figure 4.7: Decoupled Q2PSK signal space.

being that the original information data sequence is coded by the rate-3/4 block coder given by
(2.15) to facilitate a constant envelope signal.

Figure 4.10 shows the simulated power spectral densities of unfiltered Q?PSK (CE-Q?PSK) and
CP-Q?PSK, with the Intermediate Frequency (IF) chosen as 25.0 kHz. Note the faster spectral
fall-off of the constant phase CP-Q?PSK system, with the latter being achieved at the expense of
an increase of 25% in bandwidth requirement.

In the analysis so far, the assumption was made that the reference signal used for demodulation
is perfectly frequency and phase synchronised to the transmitted signal. In a practical receiver,
imperfect carrier frequency and phase results in performance degradation (65, 66]. Since the carrier
recovery system forms its demodulation reference from a noise- and interference-perturbed version
of the transmitted signal, the phase and frequency errors are random processes. This is even more
prominent in SFH systems, where the large FH bandwidths may cause the FH synthesisers to loose
frequency and phase coherence over successive hops. The degradation is a function of the rate of
variation of the phase and frequency error over the symbol interval, and for a SFH application,

over the hop interval, Tyop.

4.2 BLOCK TRANSMISSION STRATEGY

As stated in paragraph 3.1.1.3, in Slow Frequency Hopped (SFH) or Time-Division Multiple Access
(TDMA) applications a bursty signalling strategy is adopted, requiring that data be transmitted
in short bursts or blocks, corresponding for instance with the time dwelt at each hopping frequency
or time slot. Furthermore, proper synchronisation is needed to allow for any amount of timing
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Figure 4.8: An illustrative timing diagram showing the waveforms involved in generating the
Q?PSK signal.
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Figure 4.9: An illustrative timing diagram showing the waveforms involved in generating the
CE-Q*PSK signal.
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Figure 4.10: Power spectral densities of Q?PSK, CE-Q?PSK and CP-Q?PSK.

uncertainty that may arise between the transmitter and the receiver in a practical situation. To
incorporate this synchronisation strategies, some redundancy in the form of a header is required.
The header should provide buffer time to accommodate any timing uncertainty and to include
information required to establish fast carrier tracking, as well as symbol and frame synchronisation
between the modem transmitter and receiver.

For the current system design the header interval is selected on the basis of a 20% redundancy
factor, resulting in a 20% decrease in the maximum data throughput rate. The actual amount of
redundancy required is a function of the design and is determined by the type of application and
operational environment. For TDMA systems this factor can be substantially lower due to the fact
that all users share a common system synchronisation slot. In order to facilitate a FI system. the
block signalling strategy has to be specifically designed to incorporate different hopping rates. The
following hopping rates will be considered: Ryop = 25,50. and 100 hops/s.

Consider a symbol rate of Ry = 5.0 ksymbols/s, which corresponds to a maximum bit rate of
Ry = 20.0 kbits/s in the case of Q*PSK modulation. This choice results in a bandwidth efficiency
of ny = 2.0 bits/s/Hzif the available channel bandwidth, W equals 10 kHz The number of symbols
per frequency hopping block is readily determined by

1

Symbols per Block =
: - Rpop - T

(4.9)

where Rpop denotes the hopping rate.

For the chosen symbol rate, R,, the symbol duration, T, is 200 x 10~¢ s. The number of symbols
per block can now be calculated for the different hopping rates, Rpgop. These are summarised in
the table below.
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Table 4.1: Block transmission format for hopping rates of Ryop = 25, 50, and 100 hops/s.

Riop Number of
hops/s | symbols per block
25 200
50 100
100 50

In order to effectively utilise the redundancy introduced, the different frequency hopping blocks are
subdivided into smaller units, which are called frames. This is normally done when the hopping
rate is not fast enough to consider the channel phase and frequency effects to be constant over one
composite block. Therefore, the frame size is a function of the application, and is in general chosen
very carefully in order to support the assumption that the phase and frequency ( Doppler) effects are
constant over the duration of the frame. For instance, a Doppler frequency of fp = 100 Hz results
at a RF frequency of 900 MHz if the vehicle velocity, v = 120 km/h. This will result in a Doppler
phase change of p 1, = fpT, = 0.02 rad/symbol, which is negligible. However, the Doppler phase
change over an block at Ryop = 1/THop = 50 hops/s will be 0p.Tyor = fDTHOP = 2 rad/block,
which is substantial. This is however reduced by 80% if only the header interval is considered, i.e,
0.4 rad/header interval. Trop denotes the block duration. In order to provide information about
the channel to establish fast and effective synchronisation, the redundant information associated
with each block, is included in each frame. The basic frame structure is shown in Figure 4.11,
where Ty and Tp denote the header and data intervals respectively.

(x| Tp ]

| TFrume I
[ T

Figure 4.11: Basic frame structure.

In order to maintain the throughput rate, and to support practical header lengths of 8 and 16
symboals, it is assumed for the current design that a maximum allowable frame duration of Trsnme =
10 ms and 20 ms, for the length 8 and 16 header sequences respectively. The block signalling strategy
is depicted in Figure 4.12, shown for the different hopping rates, Ryop = 25,50, and 100 hops/s,
utilising an 8 symbol header. Note, that an amount of "dead time” is included in the form of guard
symbols, inserted at the beginning and end of the SFH signalling block. These are inserted to
ensure that data will not be lost at the begin/end of the frame when a longer/shorter transmission
path suddenly appears. In the situation where more than 8 symbols of header information is lost
at the beginning of a block, due to multipath phenomena which causes loss of synchronisation, the
loss of a total hopping frame will be inevitable.

The designs for the SFH application were extended to support two different symbols rates, R, =
5.0,6.0 ksymbols/s, for the hopping rates of 25,50, and 100 hops/s. These designs are summarised
in Table 4.2.
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Figure 4.12: Block signalling format for symbol rate of R, = 5.0 ksymbols/s for the different
hopping rates, (a) 25 (b) 50 (c) 100 hops/s, utilising an 8 symbol header.

Table 4.2: SFH design summary for hopping rates of Rgop = 25.50, and 100 hops/s.

' Hopping || Symbol | Effective Header Svmbols Symbols | Frame(s) | Guard

Rate Rate, R; | Bit Rate | Length, L | per Block | per Frame | per Block | Symbols
5.0 16.0 : | 8 200 40+ 8 4 8
25 kSymb/s | kbits/s | 16 200 80+ 16 2 3
hops/s 6.0 19.2 3 240 48 + 8 4 16
kSymb/s | kbits/s 16 240 96 + 16 2 | 16
5.0 16.0 8 100 40+ 8 2 4
50 kSymb/s | kbits/s 16 100 80+ 16 1 4
hops/s 6.0 19.2 ] 120 48 4+ 8 2 8
kSymb/s | kbits/s | 16 120 96 4 16 1 8
5.0 16.0 3 30 40+ 8 1 2
100 kSymb/s | kbits/s 16 50 = — —
hops/s 6.0 19.2 8 60 48 + 8 1 4
kSymb/s | kbits/s 16 60 — — —
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4.3 Q?PSK SYNCHRONISATION

In any digital communication system proper synchronisation is needed in order to guarantee efficient
results. Optimum demodulation of any modulation technique requires the availability of some
reference parameters. In most digital communications systems using coherent modulation, recovery
of these parameters is usually concerned with three levels of syuchironisation: carrier frequency and
phase, symbol, and frame. Systems using noncoherent modulation techniques will typically require
symbol and frame synchronisation, but since the modulation is not coherent, phase locking is
not required. Instead, these noncoherent systems require frequency synchronisation. Frequency
synchronisation differs from phase synchronisation in that with frequency synchronisation, the
replica of the carrier that is generated by the receiver is allowed to have an arbitrary constant phase
offset from the received carrier. Receiver design can be simplified by removing the requirement to
determine the exact value of the incoming carrier phase. Unfortunately, this simplification causes
a penalty in terms of degraded BER performance when compared to fully coherent systems.

4.3.1 Frame Synchronisation

In this section a novel multidimensional double complex correlation frame synchronisation strategy
is proposed for Q2PSK. In asynchronous (burst) communication applications, e.g. FH, it is required
that the data be transmitted in bursts or frames corresponding to the time spent at each hopping
frequency.

The frame synchronisation procedure is closely related to the radio FH process. It is assumed that
appropriate control signals are provided by the radio receiver to signify the start and end of the
hopping sequence at each hopping frequency. Although these signals could be used to control the
modem data block transmission process at every hopping frequency, it was decided to derive an
independent Frame Synchronisation control signal from a special header preceding the data block
in the block transmission scheme proposed in section 4.2.

In traditional quadrature modems, for instance QPSK, a single complex correlation is performed,
requiring a relatively long correlation sequence to keep the probability of false detection low. In 4D
Q’PSK, by exploiting the multidimensional signal space effectively, shorter correlation sequences
can be used by performing two complex correlations to achieve the same probability of false de-
tection. The delay introduced by this synchronisation strategy will be less than that resulting
from a single long correlation sequence. Furthermore. since the complexity of the synchronisation
procedure is proportional to the length of the codeword sequences, the complexity of the double
complex correlation process will be comparable to a single long correlation process.

In an attempt to utilise the available dimensions within the Q?PSK signal space effectively, a novel
frame synchronisation procedure is proposed using two synchronisation sequences or codewords,
which are included as the header of each message frame [60]. The synchronisation sequences
are selected from a family of complex correlation sequences of equal length Z, exhibiting perfect
periodic and near-perfect aperiodic correlation characteristics (67, 68]. From equation (2.8) binary
data sequences a; and a4 are used to form the real and imaginary parts of the first correlation
sequence X14 = a; + jay, while data sequences a; and a3 are used to form the real and imaginary
parts of the second correlation sequence X33 = a; + jas. Each complex sequence occupies one
distinct pair of two available pairs of dimensions within the Q?PSK signal space. By using all
available dimensions of the Q?PSK signal space a form of synchronisation diversity is introduced
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whereby a significant frame synchronisation improvement can be gained relative to existing (2D)
QPSK techniques.

1i4 | Complex
Correlator Maximum
; Correlation
@red sequence, Xy4f] Ay
X
&)red sequence, Xo3] Ags time
+ ——
Ya3 Complex tfsync

Correlator

Figure 4.13: Proposed Q*PSK frame synchronisation procedure.

The proposed Q2PSK frame synchronisation procedure is illustrated in F igure 4.13. Two complex
correlations are performed between the received (possibly distorted) S times oversampled synchro-
nisation sequences, Y,, and one sample per symbol local replicas of the reference sequences, X,,,
respectively, where pe{1.2} and ge{3,4}. The complex correlation processes yield § complex corre-
lation outputs Rp,(n,i),i = 1,2,..., 5, where i denotes the sampling index and n = 1,..., N is the
range in symbol periods over which the optimum correlation peak is sought, starting from symbol
interval n = 1 to typically N = L.

The complex correlation procedure illustrated in Figure 4.14 produces the following output se-
quences:

Rog(n,i) = E[X;,Yp] = RE(n,4) + 5 R (n,4) (4.10)

with p e {1.2}, ¢ € {3,4} and j = /{—1), where

L
Riyp(n.d) = 3 Xoa (k)5 (k- ni) 4+ X, (k)Y (k1) |

rq
k=1
L
Rpg(md) = Y (XA (k+ni) - XL )Yk +ni)]
k=1
p € {1- 2}, q {2 {3.‘;}!
#= 1o 3539, Aiid =1, oy N (4.11)

where R and [ denote the real and imaginary parts of the complex sequences, respectively.

Note that the reference sequences’ samples Xpq(k) are spaced by the symbol period T, whereas
the received sequences Y,,(k) are S times oversampled. as illustrated in Figure 4.14.

The magnitudes of the correlator outputs, denoted by Apg(n,?) are given by:

Apg(n,2) = \/[R;‘%(ﬂ-.i)]g-f-[ﬁgq(n,z’)]?
where =k s S and =1, ., ¥ (4.12)
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Figure 4.14: Complex correlator block diagram.

The resulting magnitudes are summed to produce the correlation magnitude, A(n,i) = A4(n, 1)+
Az3(n,i). By comparing these magnitudes to a fixed threshold, the optimum symbol and frame
synchronisation instant ¢y, is obtained as that sampling instant i,, = ¢ within the symbol period
corresponding with n = n.p €{1,2,..., N} producing the maximum correlation peak. In this way
frame and symbol synchronisation are obtained to within 1/$ of a symbol period T,. The optimum
symbol samples for the rest of the FH frame are obtained by incrementing the sampling index i by
S, starting from im = tfsync, expressed as t, = tfsyne + (im — 1)7T.

In addition, the carrier phase rotation, #,, can be obtained from
?Rﬁ,(n, 1)

R7,(n, 1)

It is assumed that the initial phase change is set to zero, so that any other value of 6, corresponds
to the carrier phase offset induced by the channel.

=8, ) = drctan [ (4.13)

4.3.2 Carrier and Symbol Synchronisation

Since Q*PSK, and its constant envelope counterpart utilise all the available signal space dimensions,
non-coherent operation is not feasible. For coherent or matched filter detection one needs to have
carrier phase and clock timing information. As in an MSK receiver, the Q?PSK timing information
is also derived from the received signal itself. The self-synchronising property of Q?PSK is most
easily explained by reference to Sunde’s FSK. The timing information signals are derived from the
Q*PSK modulated signal by a nonlinear operation, such as a frequency doubler (squaring), and
appropriate filtering.

In 1989 Saha proposed a carrier synchronisation procedure for Q*PSK signals, based on tradi-
tional carrier recovery methods utilising nonlinear squaring devices, filters and Phase Locked Loops
(PLL). A variation of Saha's synchronisation scheme was analysed by De Gaundenzi [55], employ-
ing a fourth power generator device instead of a square device. A detailed diagram of the Saha
synchronisation circuit for Q?°PSK and CE-Q?PSK are shown in Figures 4.15 and 4.16.
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Figure 4.15: Saha synchronisation circuit for Q2PSK.
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Figure 4.16: Saha synchronisation circuit for CE-Q?PSK.
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If the sampled Q?PSK signal is passed through a squaring device, one obtains the following signal

séQPSK(nTmP) = 1 -;-(al(nTmp)ag(nTmp) + aa(nTomp )ag(nTsmp) sin(27 fanTsmy )
+ %(al(nTmp)ag(nTmp) — a3(nTsmp)as(nTsmp) sin(2 fynTsmy) cos(47 fenTomp)
4 é—(al(nT,mp)ag,(nTsmp) + a2(nTsmp)as(nTsmp) sin(4n fonTsmp)
+ %(al(nT,mP)a;;(nTmp) — a2(nTsmp)aa(nTsmp) cos(27 fanTsmy) sin(4m fenTymp)
+ %(al(nTsmp)a4(nTsmP) + a2(nTsmp)a3(nTsmp) Sin(27 fynTsm,) sin(4m fenTymp)

(4.14)

There are five components on the RHS of (4.14) which carry the required synchronisation infor-
mation. The expected value of each of these five components is zero. In order to recover the
information, filtering and further non-linear operations are needed. By lowpass and bandpass
filtering of the squared signal, one may construct the two signals z1(¢) and z,(t), given by:

1
§(al(nTsmp)02(nTsmp) T aB{nTsmp)a4(nTsmp) Sin(4ﬂ'fdnTsmp) (415)

.rl(nTsmp)
il
x?(nTsmp) = E(al(nTsmpJGB(nTsmp) + 32(nTsmp)a4(nTsmp) Sin(47rfchsmp) (4-16)

After squaring and taking the expectation (average), one obtains

(1 = cos4m fanTsmp) (4.17)

E{ii(hTmp)}

E{z3(nTemp)} = =(1- cos 8Ty ) (4.18)

e | = |

Thus, on average, z7(¢) and z2(¢) contain spectral lines at 2f; and 4f.. One can use these lines to
lock phase-locked loops (PLLs) and carry out the frequency divisions to recover the synchronisation

information as

Tr(nTsmp) = cos(2x fgnTomy) (4.19)
Tf(nTlsmp) = cos(27 fonTsmy) (4.20)

[t should be noted, that neither the circuit proposed by Saha, nor the proposed by De Gaundenzi,
does solve the hang-up! problem.

4.3.3 Effect of Carrier Phase and Frequency Errors on BER

Lets consider the effect of an imperfect carrier recovery, due to Doppler and channel effects, on the
BEP performance of the Q?PSK demodulator. The effect of bandwidth-limiting will, however, not
be taken into account. In other words it is assumed that the IF receiver bandpass filter has a wide
enough bandwidth so that the received signal is not appreciably distorted.

'Hang-up is defined as the prolonged dwelling at large phase errors.

Department of Electrical and Electronic Engineering 58
University of Pretoria



University of Pretoria etd — Van Wyk, D J (2005)
4.3. Q?PSK SYNCHRONISATION

In order to evaluate the effect of static phase error, . and static frequency error, f., the channel
input signal, sg2psk (1) to the demodulator is mixed with the "coherent” references at the IF carrier
frequency, f., resulting in the synchronisation information given in (4.19) and (4.20) to be modified

to

-rfd(nTsmﬂ) = cos(2m(f. + fe)n’Tsmp +6.)
2f(nlsmp) = cos(27(fe+ fe)nTymp +6.) (4.21)

The effect of the static carrier phase error, 6., is considered. by eliminating the frequency error
component, f, from (4.21). Assuming the non-optimum integrate-and-dump decision device for
Q%PSK depicted in Figure 4.6(a), the expression for average BEP conditioned on a fixed value of
phase error 6., is found to be [55]:

B.(8,) = %{Q [(cosﬁe + sind,) Q%J
+Q [(cos 6. — sinf,) 2% J } (4.22)

where Ej, denotes the average transmitted energy per bit. Assuming a Tikhonov-distributed phase
error [56, 30] the value of the average BEP of the demodulator for a given phase error variance Uge
is given as

2 /4 cos 46
Pe = T_)_/_,‘. 4‘E_‘I'Cp (—Eo_z—:) Pe(ge)dge (4.23)
= / be
"o\ 1607,
For a discrete carrier synchronisation loop, the Tikhonov PDF is given by
exp(pcos Mo
p(¢)={ Crianlie |¢ISTM (4.24)
0 otherwise '

where p is the SNR in the system bandwidth. M is the number of phases for a M-phase Costas
loop, and M = 1 for PLL-type synchronisers.

Figure 4.17 illustrates the BEP curves of the receiver in the presence of the Tikhonov-distributed
phase errors. Note that ¢ = oy, , is the phase error variance. From these curves the sensitivity of the
Q?PSK signal with respect to imperfect carrier references can be deduced. A possible explanation
of this behavior is that the effect of a phase misalignment on the Q?*PSK signal is two-fold. On
one side the timing error induces adjacent-symbol interference, and on the other hand. the error on
the initial phase of the demodulation subcarriers produces a loss in orthogonality between the data
symbols. All these effects produces excess crosstalk between the parallel data streams. resulting in
a degradation in BER noticeable in the graphs of Figure 4.17.

4.3.4 Kalman Phase and Frequency Estimation
The first step after frame and symbol synchronisation has been obtained. is to establish the magni-
tude of any phase and frequency offset that may be present in the received Q?PSK modem signal.

A feed-forward, DSP based frequency estimation strategy for channels with both frequency and
phase uncertainty, will be presented. based on the techniques presented in [69, 70]. The proposed
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Figure 4.17: BEP sensitivity of Q2PSK to a Tikhonov-distributed phase error.

method is ideally suitable for application in burst-mode communications, where rapid acquisition
is required.

Kalman filters have been used for applications in the signal processing field, when very fast iden-
tification or estimation of parameters is needed. It is known that the Kalman filter is a minimum
Mean Square Error (MSE) estimator when the received signal is contaminated by Gaussian noise,
and the observables and the parameters to be estimated are linearly related.

In this section two different. but indeed similar. phase and frequency correction procedures will be
analysed.

Firstly the derivation of a optimum Scalar Kalman Estimator (SKE) is considered, which is capable
of estimating a scalar time-varying process. In the following section a carrier phase and frequency
correction strategy is introduced, which first of all eliminates the phase error and then tracks the
frequency information with the derived SKE. In general, a tracking mechanism that unwraps the
phase modulated incoming signal before attempting to estimate the unknown phase offset, may
result in a better phase estimator than the one that estimates the phase information too. Finally, a
dual phase and frequency tracking mechanism, based on the method of Kim (69], will be analysed.
For both these correction strategies a step-by-step procedure will be presented.
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4.3.4.1 Derivation of optimum Kalman estimator

The recursive estimator * is of the form:
5(k) = a(k)E(k — 1) + Bu(k)y(k) (4.25)

where the first term represents the weighted previous estimate and the second term is the weighied
current data sample. a(k) and Bg(k) are two time-variable gain factors, and k denotes a discrete
time instant.
The objective is to determine the 'best’ estimate, which minimises the MSE [71]. In this case the
two parameters, a(k) and Bj(k) are found, which are to be determined from minimisation of the
MSE, e, given by

e = p(k) = E[e*(k)] (4.26)
where e(k) = £(k) — z(k) is the error.

Substituting equation (4.25) for Z(k) in equation (4.26), a set of equations are obtained from which

the relationship
a(k+1)= A[l - Br(k+1)] (4.27)

between the coefficients a(k) and Bi(k) can be determined. In (4.27), A denotes the system
parameter [71]. By applying this relationship to (4.25), (k) is given by

(k) = AZ(k — 1) + Br(k)[y(k) — AZ(k - 1)] (4.28)
The first term, AZ(k — 1), represents the best estimate of £(k) without any additional information,
and it is therefore a prediction based on past observations. The second term is a correction term

depending on the difference between the new data sample and the observation estimate, #(k) =
Az(k — 1), multiplied with a variable gain factor, Bi(k).

The realisation of equation (4.28) is depicted in Figure 4.18,

Derivation of expressions for By(k) and p(k) are derived in [71]. These expressions are repeated
here for sake of convenience:

The variable Kalman gain factor

p(k—1)
Bk —t d
i g
1
T l+o/pk-1) (4.29)
and the MSE,
p(k) = o7.Bi(k) (4.30)

where o2 denotes the noise variance (or power). Finally, equations (4.28), (4.29) and (4.30) con-
stitute a complete computationally viable estimation algorithm. Substituting 8;(k) for y(k), the
current input sample, and (k) for Z(k), the best estimate, this estimator can be summarised as

follows:

¢ Estimate over one symbol period:

6(k) = G(k — 1) + By(k) [9:(k) — 8(k - 1)] (4.31)

2Also known as recursive filter.
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Figure 4.18: Optimum recursive scalar Kalman estimator.

¢ Calculate the variable Kalman gain:

pi(n)
p(n)+ ol

p(0)
k.p(0) + o?

Bi(k)
(4.32)

where
nk)=plk-1)=plk|k-1) (4.33)

e Derive the MSE:
plk) = p1(k)[1 — Bi(k)] (4.34)

Note that, with £ — oo, Bi(k) — 0 and 9(.‘;) = é(k — 1), which indicates that the estimator has
stabilised on the best estimate of the required parameter, 8, i.e., further measurements will not
improve this estimate.

Equations (4.31-4.34) together form the recursive algorithm. The procedure is to find Bi(k) from
equation (4.32). Then, from the stored previous value @(k— 1) and the new data sample ;, calculate
é(k) from equation (4.31). This procedure continually generates the best linear estimation of d(k),
and at the same time it provides the corresponding MSE, p(k), which can be monitored to assess
the convergence of the recursive algorithm. Note that p(k) — 0 for m very large.

4.3.4.2 Correction Strategy A: Single Estimator

This method has been proposed by Aguirre and Hinedi [72], where the phase information is removed
by manipulating the samples in a direct manner. This is done by performing a simple cross-product
between the in-phase and quadrature sample, producing modified samples which are then fed into
a recursive SKE, which estimates the time-varying frequency information.
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The step-by-step procedure in estimating and correcting the frequency offset and carrier phase is
outlined as follows:

e Obtain frame and symbol synchronisation according to the procedure outlined previously.
This identifies the optimum sampling instant, i.e., that sample k = i,, (from section 4.3.1)
within each symbol interval.

e Next, an estimate of the frequency offset, ép(."c), k=0,...,K —1,is obtained over the length
of the header sequence. It is assumed here that the variation in frequency is negligible over
the header sequence period. An initial frequency error estimate, éFO is obtained and stored
for later processing; it will then serve as an initial estimate of the recursive SKE.

o The received training sequence is de-rotated with the frequency estimate, 8r(k), so that
the absolute carrier phase offset, considered to be constant over the hopping period, can be
estimated and corrected.

These steps are:

— Repeat the correlation process, by using the de-rotated received training sequences with
the reference training sequence. This corresponds to a correlation between the received
training sequence and absolute phases of the reference training sequence. The initial
carrier phase rotation, 8,(im), is then calculated from (4.13) in section 4.3.1. This value
is stored and later utilised in the establishment of decision boundaries of the Q?PSK
detection scheme.

— All samples of the received 1 and Q baseband signals, associated with each two-dimensional
modulator, are de-rotated with the fixed carrier phase offset, Oo(im).

e Finally, after having obtained an initial Doppler estimate during the preamble period, the
recursive SKE, can be initiated in order to track and improve the possibly time-variant
frequency error during the data period of the FH burst.

4.3.4.3 Correction Strategy B: Dual Estimator

In this section the analysis of a adaptive dual phase and frequency tracking loop will be carried
out. This loop was introduced by Kim [69], an adaptive dual digital phase-locked loop DPLL. By
close investigation of the tracking loop (Figure 2, [69]), one can identify two separate loops, each in
the form of a recursive Scalar Kalman Estimator (SKE) depicted in Figure 4.18, for tracking the
phase and frequency variations, respectively. The first SKE is used to track frequency variation,
while the second, utilising the estimated frequency is used to track phase variation.

The block diagram in Figure 2, [69] is repeated in Figure 4.19, but redrawn to indicate the two
estimators more clearly. Henceforth, the name Dual Phase Frequency Kalman Estimator (DPFKE)
is adopted for this configuration.

From Figure 4.19, the closed loop transfer function of the DPFKE loop is given by

Op(z) _ (Bi(t) + Bi(t)(z — 1) + Bi(t) Bi(2)
0r(z) 2= (1= Bi(t))(z = (1 - B(t)))
From equation (4.35), it is clear that the loop is stable as long as 0 < Bi(t), Bi(t) < 1. The time-

varying parameters (Kalman gain factors) By (t) and Bi(t), control the bandwidth of the frequency
detection and phase detection loops, as well as the overall bandwidth of the DPFKE.

(4.35)
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Figure 4.19: Dual Frequency and Phase Kalman Estimator (DPFKE).

From Figure 4.19, the dual frequency and phase estimator outputs at time instant, k&, can be

expressed as - ) )
Or(k) = 6r(k — 1) + By(k) [ef(k)-gp(k—n] (4.36)

and
6p(k) = Op(k — 1)+ 6(k) + Bu(k) [6:(k) — p(k - )] (4.37)

The DPFKE has the capability of estimating the input frequency immediately, without any limi-
tation in pull-in range. After the initial phase and frequency acquisition, it requires a short header
period, since it aligns its phase adaptively based on the minimum MSE criterion at each given time

instant [73].

Next, a step-by-step procedure will be given in estimating the phase and frequency offsets by means
of the DPFKE. This dual estimator is very similar to the previous single Kalman estimator and
almost the same steps are followed, with only slight changes concerning the phase estimation.

e Obtain frame and symbol synchronisation according to the procedures previously outlined.

¢ Next, an estimate of the frequency offset, ép(k). k=0,...,K —1, is obtained over the length
of the preamble sequence. Furthermore. an initial frequency error estimate. fro is obtained
and stored for later processing. It will be used to initialise the recursive DPFKE.

* The received training sequence is de-rotated with the frequency estimate. ép(k), so that the
absolute carrier phase offset, considered a constant over the hopping period, can be estimated
and corrected. Recall, from the previous method that a second cross-correlation was needed to
estimate this carrier phase offset. However, in this estimator the tracking of this information
is interleaved with that of the frequency estimation. The problem is that no initial estimate
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of the phase information is available at this stage. This is needed to obtain an initial value for
the variable Kalman gain factor, in the phase tracking loop. The value of this initial estimate
is crucial to the satisfactory convergence of the estimator, which will have to be evaluated
by means of simulation. An initial estimate can be found from the frame synchronisation
correlation output discussed in section (4.3.1).

4.3.4.4 Recursive estimation process

From equation (4.32) of the recursive algorithm, the Kalman gain factors can be calculated, at
instant k, for the frequency tracking loop:
px(0)

Bi(k) = e 0) £ 2700 (4.38)

and for the phase tracking loop:
pi(0)

Bik)= ——————— 4.39
= ) + 20 i
Then from equations (4.31) and (4.36) the frequency estimate can be obtained:
br(k) = 6p(k — 1) + Bu(k) (6:(k) = Bp(k - 1)} ck=1,2,. .. (4.40)
with MSE from equation(4.34):
pr(0)
(k)= ——— 441
P = T k002 .
Similarly equations (4.31) and (4.37) produce the phase estimate:
Op(k) = Op(k — 1)+ fp(k) + By(k) [6:(k) — 8p(k - 1)] ck=1,2,... (4.42)
with MSE from equation(4.34):
0
ailk) = —21O) (4.43)

1+ kpi(0)/02

By plotting pi(k) and p;(k) as a functions of the iteration index k, an indication of the convergence
of the recursive loops of the estimators can be obtained. These MSE curves can be smoothed by

calculating the running average:
Pe(k) = Bpr(k — 1) + (1 = B)p(k)k (4.44)

and
Bi(k) = Bpilk = 1)+ (1= B)p(k),; (4.45)
starting with px(k — 1) = py(k — 1) = p(0) at instant, k = 1.

This concludes the discussion of the proposed carrier phase and Doppler frequency error estima-
tion and correction procedures for the Q*PSK modem. The carrier phase and frequency tracking
procedures designed and analysed in the foregoing sections have been presented in [74].
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4.4 CONCLUDING REMARKS: CHAPTER 4

The research presented in the foregoing was motivated by the need for carrier frequency and phase
recovery for Q*PSK in a mobile communications environment. One of the main shortcomings of
the Kalman based carrier estimators is that the acquisition characteristics of these estimators are
highly dependent on the initial estimate. The question z:* is to what extend the initial estimates
will be suitable for effective operation. To answer this question, a thorough performance evaluation
Is needed to verify the correctness and also the effectiveness of these procedures. In Chapter 7,
these tracking procedures will be evaluated by means of simulation.
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CHAPTER 5
DESIGN FOR AWGN CHANNELS

This chapter is concerned with the design of trellis codes for AWGN channels,
with specific reference to the application of classical and TCM forward error
correction techniques to Q?PSK. The first section of this chapter considers the
classical techniques. The final sections deal with the design and application of
TCM techniques for Q?PSK.

5.1 INTRODUCTION TO ERROR CORRECTION

The task facing the communications engineer is that of providing a cost-effective system for trans-
mitting information (data or voice) from a sender to a user at a specific rate and an acceptable
level of reliability. Practical considerations usually place a limit on the value that can be assigned
to E4/N,. In other words, in practice. we may find that a specific modulation scheme may not
provide acceptable performance. For a fixed E;/N,, the only practical option available for improv-
ing data quality to an acceptable level is to resort to coding techniques. The use of Forward Error
Correcting (FEC) codes is well suited to channels that can be modeled as Additive White Gaussian

Noise (AWGN) channels [22, 75, 76].

In a general FEC scheme the channel encoder accepts message bits and adds controlled redundancy
according to a prescribed encoding rule. thereby producing encoded data at a higher bit rate. The
channel decoder exploits the redundancy to decide which message bit was actually transmitted. In
FEC systems, the motivation is to achieve a coding gain, defined as the difference in Ey /N, required
for coded and uncoded systems to provide a specified BER when operating on an AWGN channel.
Moreover, the use of coding adds complexity to the system, especially for the implementation of the
decoding operation at the receiver. Thus, the design trade-offs in the use of error-control coding
are considerations of bandwidth and system complexity.
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In the following sections low-complexity sub-optimal convolutional encoding schemes are proposed
for Q*PSK. The first scheme employs a single rate-3/4 convolutional encoder, vielding an effective
data rate equal to that of 3/4, the rate of uncoded Q?PSK, operating at R;. A Maximum-Likelihood
(ML) soft-decision Viterbi decoder is utilised at the receiver. The second encoding scheme, with
so called dual-use of conventional 2D signals, employs two rate-1/2 convolutional encoders. At the
receiver two soft-decision Viterbi decoders are utilised in parallel. The resulting bit rate is reduced
by a factor of two, compared to that achieved with the uncoded transmission, to yield an effective
bit rate equal to that of conventional 2D-QPSK.

Since the envelope of the Q?PSK signal in the absence of any additional constraint is non-constant,
a third encoding scheme is proposed, employing a hybrid convolutional-block coding scheme. The
encoder consists of a rate-2/3 convolutional encoder, followed by a simple block encoding scheme
to facilitate a constant envelope. At the receiver a single soft-decision Viterbi decoder, together

with a block decoding scheme, is employed.

5.2.1 Convolutional Channel Coding

Convolutional codes differ from block codes in that the encoder contains m memory elements, and
the n encoder outputs at any given time unit depend not only on the & input bits at that time,
but also on m previous input bits. A convolutional code is generated by passing the information
sequence to be transmitted through a linear finite-state shift register. In general, the shift register
consists of L. (k-bit) stages and n linear algebraic function generators, called generator sequences.
The parameter L. is called the constraint length of the convolutional code, and can be interpreted
as the maximum number of encoder outputs that can be affected by a single information bit. The
number of states N, of the convolutional encoder which generates n encoded bits is a function of
L. and k input bits, given by N, = 2*(Le=1),

An (n,k, L.) convolutional code can be implemented with a k-input, n-output linear shift register
with input memory, m = kL., and at most knL, modulo-2 adders. For each of the n outputs,
a generator sequence of length kL. is needed. describing the connections of the kL, shift register
stages to the modulo-2 adder of that output stage.

For our application, ra.te-ki‘_—'1 trellis encoders. introduced by Ungerboeck [28, 29], are employed to
select 2" (n = k + 1) equally likely channel symbols.

5.2.1.1 Rate-3/4 encoder for Q*PSK

The first encoding strategy proposed for Q?PSK consists of a single rate-3/4 convolutional encoder,
as illustrated in Figure 5.1. The serial data bit stream is Serial-to-Parallel (S/P) converted, pro-
ducing three parallel bit streams, a,b and c¢. These uncoded bit streams are then fed to the rate-3/4
encoder, producing a coded signal set A consisting of four coded bit streams {a1,az2,b1,b5}. Signal
set A therefore consists of 2 equally likely signal symbols.

Since the ratio between the number of input bits to the number of output bits is 3/4. the effective
code rate is reduced by 1/4 compared to that of uncoded transmission.
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Serial S/P b Rate-3/4 —  + a,
Data i c Encoder 21
2

Figure 5.1: Rate-3/4 encoding scheme for Q?PSK.

5.2.1.2 Rate-1/2 Encoder for Q*PSK

In the coding scheme proposed for Q*PSK, two rate-1/2 (k = 1) convolutional encoders, i.e., dual-
use of 2D encoders, are employed as depicted in Figure 5.2. The serial data bit stream is S/P
converted, producing two parallel bit streams. a and b at a rate R = Ry/2. Recall that R, is the
original data rate. The uncoded bit streams, a and b. are then fed to the two rate-1/2 convolutional
encoders, each producing two sets, 4 and B, consisting of two encoded data streams {ai,a2} and
{b1, b2}, respectively. The two sets of encoded data streams each produce a signal set consisting of
2? = 4 symbals, resulting in a total signal set of M = 16 symbols given by the Cartesian products

of the sets A and B.

Rate-1/2

a Encoder . s

Serial o
Data Jilg

| | Rate-1/2
L—] Encoder

Figure 5.2: Half rate encoding scheme for Q?PSK.

Since the ratio between the number of input bits to the number of output bits is one half, this is a
true half rate convolutional encoding scheme.

5.2.1.3 Encoder for CE-Q?PSK

The coding scheme proposed for constant envelope CE-Q*PSK employs a hybrid convolutional-
block coding scheme. The block encoding scheme is incorporated to force a constant envelope
signal.

The front-end of this encoder is formed by a single rate-2/3 (k = 2) convolutional encoder as
depicted in Figure 5.3. As for the Q2PSK encoder. the serial data bit stream is S/P converted,
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J
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Serial S/P [ Rate-2/3 : as
Data L Encoder ’ by
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Figure 5.3: Half rate encoding scheme for CE-Q2PSK.

producing two parallel bit streams. a and b. These uncoded bit streams are then fed to the rate-2/3
convolutional encoder, which produces a single symbol set, C, consisting of the three encoded data
streams, a;,az and by, respectively. Note, that this set consists of 23 = § equally likely symbols.

The block coding scheme used to achieve a constant envelope Q?PSK signal can be described as
follows: the coder accepts serial input data and for every three information bits {ai,az,b:}, it
generates a codeword {ay,ay, by, by} such that the first three bits in the codeword are the encoded
information and the fourth one is an odd parity check bit. The parity check bit by(¢) is given by

_ax(t)bi(2)

ax(t) @)

ba(t) =

In agreeing with (2.15). By substituting (5.1) into (2.13), a constant envelope CE-Q?PSK signal is
obtained.

The resulting codeword from this block encoding has a minimum Hamming distance of a’ﬁm =2,
Recall from block coding theory that ¢ = [(df, - 1)/2| errors can be corrected. where [z] is the
largest integer less than or equal to z. implying that the added extra data bit, ba(t), can not be
used for error correction. Instead, the redundancy in the resulting signal set can be used to improve

the BER performance of the modulation scheme.

5.2.2 Maximum Likelihood Decoding

In Appendix A (section A.4) it is stated that Maximum Likelihood (ML) decoding implies finding
the path with largest metric through the trellis by comparing the metrics of all branch paths
entering each state with the corresponding received sequence in an iterative manner. The general
Viterbi algorithm can be described as follows: In the decoding process, if at some level it is found
that a path cannot possibly yield the largest metric, then the path is discarded by the decoder
[77, 24]. In this manner, a decoder that compares the metrics of all paths entering a state and
keeps only the survivor at that state, will vield a most likely path if the operation is repeated for
all distinct states at each level.
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In a coded system one would normally wish to structure the decoder such that for a given code
the probability of error is minimised. In the hard decision case the optimum decoding procedure is
to pick the codeword which differs from the received sequence in the smallest number of positions,
i.e., choose the codeword which minimises the "distance” between the codeword and the received
sequence. This is the definition of a ML decoder, which can be generalised to include the soft deci-
sion case. The trick is to define a suitable distance measure to utilise soft decisions. The use of hard
decisions prior to decoding causes an irreversible loss of information at the receiver. To overcome
this problem, soft-decision coding is used. This is achieved by including a multilevel quantiser at
the demodulator output. Although, the use of soft-decisions complicates the implementation of the
decoder, it offers significant improvement over hard-decision decoding [25, 24, 30].

5.2.2.1 ML Decoder for Rate-3/4 Q?*PSK

Figure 5.4 depicts the decoding procedure for rate-3/4 Q?PSK, consisting of a Q-bit multi-level
soft-quantiser and a Viterbi decoder. The Q-bit quantiser accepts serial input data and produces
serial output data quantised into 29 levels. These quantised outputs are then fed into the Viterbi
decoder, where the data is decoded and the output data stream formed.

4D-QPSK
Demodulator Q-Bit Viterbi
Ou‘t&put Quantizer Détadar — Decoded Data
Serialization

Figure 5.4: Decoding scheme for rate-3/4 Q2PSK.

5.2.2.2 ML Decoder for Rate-1/2 Q*PSK

= Q-Bit Viterbi day, d
4D-QPSK Quantizer Decoder g
Demodulator L L m
b | _Decoded
OQutput . r o i Data
Serialization ] Q-Bit Viterbi by. by g
Quantizer Decoder

Figure 5.5: Decoding scheme for rate-1/2 Q2PSK.

Figure 5.5 depicts the decoding procedure for Q2PSK, consisting of two Q-bit multi-level soft-
quantisers and two ML decoders, employing the Viterbi algorithm. Each of the two Q-bit quantisers
accepts serial input data and produces serial output data quantised into 29 levels. These quantised
outputs are then fed into the Viterbi decoders, where the data is decoded. From the decoders the
output data streams are combined to form the decoded output data stream.
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5.2.2.3 ML Decoder for Constant Envelope CE-Q?PSK

Figure 5.6 depicts the decoding scheme for CE-Q?PSK, consisting firstly of a block decoding pro-
cedure, and secondly, of a ML Viterbi decoder.

ayr
A2y
;{T ] Serialization
air | a2 a1d (@24
4D-QPSK ,
Demodulator b D Q'Bl_t Viterbi Decoded
B e Quantizer Decoder Bits
Output b, (1) S
Serialization c d o1,
k e
r

Figure 5.6: Decoding scheme for rate-1/2 CE-Q2PSK.

Decisions about demodulator outputs a;, and a,, associated with pulse trains a;(¢) and a,(t) respec-
tively, are made from the other Q*PSK demodulator outputs to produce the decoded information
streams, a14 and az4. These two streams, together with the redundant information associated with
by(t), are used only in making the decision about the information bit in b1(t). To make a decision
about b(2). a simplifying assumption that a;; and asy are decoded correctly has to be made. These
decoded information streams, along with the estimates b;, of b; and its redundant version by, of
ba; observing a decision estimate about b, given by: b}, = by, — (a14/a24)by- (in agreement with
the discussion in section 4.1.2.1), is made.

The decision estimate, b}, together with estimates a;, of a; and ay, of as, are then serialised
and fed to the Q-bit quantiser. From here the serial quantised data stream is fed to the Viterbi
decoder, producing the decoded data stream. The code classical trellis code designs carried out in
the foregoing sections have been published in [78].

9.2.3 Performance Estimates

The most useful techniques of estimating the performance of convolutional coding are the union
bound technique and computer simulation. This section will try to quantify the expected perfor-
mance of the Forward Error Correction (FEC) coders presented in the foregoing sections. Most of
the performance evaluation will, however be based on extensive computer simulations. The use-
fulness of computer simulation is limited by the long execution times required to obtain a good
statistical sample (it may take several hours to yield a single point on the error graph). The union
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bound approach for convolutional codes is virtually identical to that of block codes, and it provides
performance estimates accurate within a small fraction of a decibel for all SNR. large enough to
give an error rate of 102 or less.

Assume that coherent Q?PSK is used with a hard quantised demodulator output. Then to apply
the union bound (presented in Appendix A, section A.3.3) we must calculate the probability that
the distance betwecn the received sequence and a weight-g codeword is less than the distance to the
transmitted all-zero word. Call this probability, P,. P, is a function of E,;/N, and the number of
positions in which they differ. In summing the demodulator output voltages for these ¢ positions,
a new random variable is formed having a mean of :}:qﬁ’,1 & (depending on whether a 1 or 0 was
transmitted) and a variance of ¢/N,/2. Since the demodulator is coherent and unquantised, P, is
identical to the bit error probability of Q?PSK but with a factor of g more energy. Thus,

2qE, }

N (5.2)

heo|
Therefore, P, is the probability that two sequences will differ in g positions when coherent Q2PSK
is assumed. This value of P, can be used to compute the performance of the codes for Q*PSK. In
performing this computation the first five nonzero values of w, (see Appendix A equation (A.24))
must be computed for each of the proposed codes and then be substituted in the truncated version
of (A.24). The results of this calculation are shown in Figures 5.7 through 5.9, where the BER
performance P is plotted as a function of Ey/N, (in dB). The BER performance curves are for the
code rates of 1/2, 2/3 and 3/4, respectively and include the constraint lengths L.. In Chapter 7
these performance curves will be benchmarked against graphs obtained by means of simulation.

Rate—1/2

o Q°PsK (Uncoded)

Upper Bounds on BEP
v le 3 6y i = 5
v Le 4 m e =6

L

Pb
|

I':; il el v ol gl Ll g

Eb/No (dB)

Figure 5.7: Bit error probability, P, for Rate-1/2 codes with Viterbi decoding (Hard quantisation )
and Q?PSK modulation.

Department of Electrical and Electronic Engineering 74
University of Pretoria



University of Pretoria etd — Van Wyk, D J (2005)
5.2. CLASSICAL ERROR CORRECTION

Rate—2/3
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Figure 5.8: Bit error probability for Rate-2/3 codes with Viterbi decoding (Hard quantisation)
and Q?PSK modulation.
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Figure 5.9: Bit error probability for Rate-3/4 codes with Viterbi decoding (Hard quantisation)
and Q*PSK modulation.
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The BER performance are for a BSC (i.e., hard-decision decoding) in an AWGN channel. Com-
paring the graphs depicted in Figure 5.7 to those in Figure 5.9, it is noted that an increase in code
rate at a constant value of L. will require a slightly higher value of E, /N,. It is interesting to note
that decoders with the same L. for each of these code rates have roughly the same complexity.

The problem of constructing good codes for use with the Viterbi algorithm has received much
attention in the open literature (sec [25, 24]). The code construction of most convoiational codes
has been done by means of computer search. Once the desired code rate has been selected, the
performance bounds for constructing a good code suggests constructing codes with as large a free
distance, dy,.. as possible. Although the case of hard-decisions has been considered, it is expected
that coding gains up to 3 dB are available with soft-decision decoding.

5.3 TRELLIS CODED MODULATION

It was shown in Chapter 2 (section 2.3) that significant gains in spectral efficiency can be gained
with the Q?PSK modulation scheme compared to 2D schemes by exploiting all available signal space
dimensions within the given transmission bandwidth. Furthermore, utilisation of all available signal
space dimensions may bring about further improvements in the coding gain. Therefore, high coding
gains are expected when TCM techniques are combined with Q?PSK.

The Minimum Squared Euclidean Distance (MSED), d?%_.. between any pair of 4-tuples or code
words (a; az az a4), say s, and s,, can be easily evaluated and is given by

Brra =3 (ol = a0’ (5.3)

=1

When the MSED between all combinations of code word pairs are investigated, the following
distances are obtained (summarised in Table 5.1 below.)

From Table 5.1, the Q?PSK signal space can be partitioned into two groups, By and By, such that
the MSED between any pair of symbols within either By or By is d*(By, By) = 8E,, known as the
intradistance of a code. This distance must be maximised in order to ensure an optimum code.
The resulting subgroups are given by By = {0.3.5,6,9, 10,12, 15} and By = {1,2,4.7,8,11,12, 14},
The foregoing partitioning results in a MSED between subgroups, Bg, B; of 4E,, which is known as
the interdistance of the code. It is interesting to note that the code words from group By maintain
an even parity, while the code words from B; have odd parity.

It was shown by Saha in [12] that the minimum correlation among code words is achieved when
they are antipodal. Considering the partitioned groups By and B, we identify four pairs of such
code words out of each of the subgroups. These symbol pairs are, from group By:

{0,15}, {3,12}, {5,10}, {6,9} (5.4)

and from group By:

{1.14}, {2,13}, {4,11}, {7,8} (5.5)

Note that for these antipodal code word pairs the MSED is maximised. Therefore, we can partition
subgroups Bg and B; even further, such that the MSED between the antipodal symbol pair in any
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Table 5.1: Minimum squared Euclidean distances between all pairs of Q?PSK code words.

group is 16 £y, forming subgroups Cy,. .., C7, each containing an antipodal code word pair. These
subgroups are defined by

Bo = {Co,C1,Cy,C3} (5.6)
Bl = {C‘hCEa Cﬁv C?}
where
Co = {0,15}‘ ¢y = {3, 12}, Oy = {5,10}, C3 = {9,6} {5.7)
Cy = {1. 14}, C5 = {'2.13}. Cs = {4,11}, Cr= {87}

as illustrated in Figures 5.10 and 5.11.
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4D Signal 4D Signal  Coder
Symbol a1 az a3 a4 Gc be a5 b, Components Space Output
0 ~l1-1-1-1 ~1-1-1+1 $13 + S22 S’e: 1
Co
15 +14+1+1+41 +1-14+1+41 S11 + S24 %TXR -15
3 —1-141+1 -14+1+1-1 S14 1+ $23 S«e'{ 5
Ch
12 +1+1-1-1 +1+1~-1-1 812 + $21 ~ -11
5 —“14+1-141 —1+41-1-1 512 + 823 9
Cy
10 | -1-1+1-1 Hi+1+1-1 $14.+ 821 5{%: -7
9 +l-1-1+1 +1-1-1+1 $11 + S22 H -3
C3
6 —1+1+1-1 -l1-1+14+1 813 1 824 H 13
Figure 5.10: Group By = {Cy, (3, Cs, C3}: Even Parity
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4D Signal 4D Signal Coder
Symbol a1 a2 a3 a4 2 be as b, Components Space Qutput
1 | —1—-1-1+41 “141-141 822 + 923 X% 3
Cy
14 +l+1+1-1 +1+1414+1 831 + 824 —-13
2 ~1—-1+1-1 -1-1+1-1 813 + $14 7
Cs
13 +1+1-1+1 +1-1-1-1 311 + S12 -9
4 -1+1-1-1 -1-1-1-1 312 + S13 xle-i 11
Ce
11 +1-141+41 +l-14+1-1 811+ S14 %R -3
8 +1-1-1-1 +l4+1-1+1 821 T 822 *Ai -1
Cz
T -14+14+141 ~-l+1+1+1 823 + S24 H 15
Figure 5.11: Group By = {(y.C5,(%, Cr}: 0dd Parity
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The foregoing set partitioning of the Q*PSK signal space is graphical displayed in Figure 5.12.

MD-QPSK Signal Set
16 code words

Bo Bl

Cs Cs Cr

mininin=ist

0 15 3 12 5 10 9 6 1 14 2 13 4 11 8 7

Figure 5.12: Q®PSK signal space partition tree.

In the design of the rate 3/4 and rate 2/4 Q2PSK trellis codes, the original 4D Q?PSK constellation
(i.e. unexpanded) is utilised. Therefore, coding gains are obtained by sacrificing the effective data
rate of the system.

For small code memory codes, the design can be produced "by hand”, following the set partition-
ing concepts of Ungerboeck and then applying the analytical code design approach, presented in
Appendix A. For more complex codes, say with more than 32 trellis states, a computer search for
maximal free distance codes is definitely warranted. However, it will be shown that surprisingly
large coding gains can be achieved with simple rate 3/4 and 2/4 TCM "hand” code designs.

5.3.1 Rate 3/4 Q?*PSK/TCM

In the following section. the design of codes for rate 3/4 TCM are carried out. The 3/4 code
rate implies that the information transmission rate is reduced by a factor of 3/4, resulting in a
bandwidth efficiency of 1.5 bits/s/H-. compared to the 2.0 bits/s/Hz of the uncoded case.

5.3.1.1 3-State Code design

The code structure for the half-connected code is presented in Figure 5.13, defining the sliding
block of source variables (by, b, b3, by, bs,bg). The trellis diagram illustrated in Figure 5.14, has
been labeled with the Q?PSK code words (presented in Figures 5.10 and 5.11), and the variables of
the sliding block, (by, b,. .., bg) taking on the values 0 or 1. For the rate 3/4 code, the 3 input bits
(by,b2,b3) are input to the encoder. producing the 4 output bits (by, by, bs,bs). The values of the
output bits are not only determined by the current input bits, but also the encoder state formed by
bits (b4, bs, bs). The 4-tuple code word (b1, b4, b5, bs) produced, must then be converted to values of
=1 instead of 0 and 1, producing a Q*PSK symbol being output as presented in Figures 5.10 and
211,

Substituting the coder output code words for the Q?PSK code words, and by using the Calderbank—
Mazo algorithm (presented in Appendices A and B), the following solutions for the D matrix is
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bS T.s b5 b5
b2 T, by T, be
b by

Figure 5.13: Inputs and state variables for the half-connected 8-state code.

\ - s
femory variables Input variables Parailel transitions
be b5 by (b3 by by)
0 0 0 0.15! 3,12 510 9.6
¢ 0 1 I.14 2.13 4.11 8,7
o 1 0 3,12 0,15 9.6 5.10 .
6 1 1 213 L4 87 411 S
I 0 0O 3,10 9.6 0.15 3.12 ’2{?‘.
1 0 1 4,11 8.7 1,14 2,13
1 1 0 9,6 5,10 3,12 0,15
H 1 1 8,7 4,11 2,13 114

Q?PSK output code words

Figure 5.14: Half-connected R = 3/4 8-state trellis code.
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obtained:
dy = 8,dy = ~1,dzs = —2,d3s = —4 (5.8)
The analytical description of the encoder is:
./Y = 8b1 - b4 - 2b2b5 - 4b3b6 (59)

where X' denotes the coder output code word.

The achievable coding gain of the 8-state code is limited by parallel transitions which occur when
two different symbols can cause a transition along the same trellis branch. The minimum {ree
distance, d%,,, of the code is equal to % cec = 8Es, where Ej is the average energy per bit in
the coded signals. (For uncoded Q?PSK the minimum free distance, d%,eew = 4E3). Therefore an
asymptotic coding gain (defined in (A.4)), v. = 10logy, @} ree e/ @rpen = 101l0g,o8E/AE, = 3.01
dB is obtained for the 8 state trellis codes, given by a length L =1 Error Event Path (EEP).

The code structure for the fully-connected code is presented in Figure 5.15, again defining the
sliding block of source variables (b, by, b3, by, bs, be). No parallel transition is included in the code
structure. The corresponding trellis diagram is illustrated in Figure 5.16.

ba T_g b6
by T, bs
"z .

Figure 5.15: Inputs and state variables for fully-connected 8-state code.

be bs b4 (b3 by by)

0 0 0 0 15 3 12 ) 10 9 6
0 0 1 1 14 2 13 4 11 8 T
0 1 0 i5 0 12 3 10 3 4] 9
0 1 1 14 1 13 2 11 4 T 8
1 0 0 3 12 0 15 9 §] 3 10
1 0 i 2 13 1 14 8 7 4 11
1 1 0 12 3 15 0 6 9 10 5
1 1 1 13 2 14 1 N 3 11 4

Figure 5.16: Fully-connected R = 3/4 8-state trellis code.

The d}ree of the code is equal to 12 £, representing an asymptotic coding gain of 10log,n12/4 = 4.77
dB achievable with this 8 state trellis codes. The EEP is [, = 3, since the code performance is not
limited by parallel transitions.

5.3.2 Rate 2/4 Q*PSK/TCM

In the following discussion. the design of codes for rate 2/4 TCM are carried out. The information
transmission rate is reduced by a factor of 2/4, resulting in a reduction in bandwidth efficiency to
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1.0 bits/s/Hz. In the design of the new rate 2/4 Q*PSK trellis codes, selecting code words from the
Q?PSK code words that maintain odd parity, a constant envelope Q?PSK signal is obtained which
improves performance on non-linear channels.

Learning from the experience gained from the Rate-3/4 code designs, we consider in the following
only coders excluding parallel transitions in their trellis structures. The code structures for the half-

rate coders are preseuted in Figure 5.17, defining the sliding siock of source variables (b, . . ., bg).
b
b2 T, bg by 2 T, b4 T, be
— ——
by T, by T, bs by T, b3 T, bs
(2) (b)

Figure 5.17: Code structures for half-rate trellis coders.

5.3.2.1 Non-Constant Envelope

bs by b3 (b2 b1)

0 0 0 0 15 3 12
0 0 1 1 14 2 13
0 1 o0 5 10 9 6
0 1 1 4 11 8 T
1 0 0 15 0 12 3
10 1 14 1 13 2
I 1 0 10 5 6 9
11 1 11 1 7 8

Figure 5.18: Half-connected R = 2/4 8-state trellis code.

The trellis diagram of the 8-state code is illustrated in Figure 5.18, leading to the analytical
description of the encoder, given by:

X = 8bybs — 4by — 2by ~ bs (5.10)

The analytical description of the encoder, depicted in Figure 5.19 is given by:
X = Thibs — 3by — bybg —~ b5 (5.11)

Half rate trellis codes for Q*PSK signals have been reported by Saha and Acha, [47, 23, 48], different
2, 8 and 16 state trellis codes were designed, and asymptotic coding gains up to 6.0 dB were
calculated. However, a closer examination of the 2/4 rate codes proposed by Saha revealed a few
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bs bs by b3 {02 by)

0 0 0 0 0 15 3 12
¢ 0 0 1 1 14 2 13
0 0 1 0 5 10 9 5
0 0 1 1 4 11 R 7
] 1 0 0 15 0 12 3
0 i 0 1 14 1 13 2
0 1 1 0 10 ) 6 9
0 1 1 1 11 4 7 8
1 0 0 1] 3 12 0 15
1 0 )] 1 2 13 1 14
1 0 1 0 9 6 5 10
1 0 1 1 8 ¥ 4 11
| 1 0 0 12 3 15 0
1 1 0 1 13 2 14 1
1 1 1 0 6 g 10 5
1 1 1 1 7 8 11 4

Figure 5.19: Quarter-connected R = 2/4 16-state trellis code.

catastrophic deficiencies. Firstly, the trellis labeling proposed by Saha for the 2 state 2/4 rate code
leads to catastrophic error propagation. This can be attributed to the fact that Saha incorporated
no redundant information into the symbol sequences, resulting in infinite error propagation.

5.3.2.2 Constant Envelope

The analytical description of the encoder, depicted in Figure 5.20, is given as:

_\’ = 75155 -— 364 _— b?bs — ba (512)

The squared minimum distance, djm of this code is equal to 24F; resulting in an asymptotic
coding gain of 10log;, 16/4 = 6.02 ¢B. Note, that the coding gain of this 8-state code is not limited
by parallel transitions and that the number of nearest neighbors at a distance of dfree, is Teduced
from 4 to 2.

5.3.3 Q?PSK/TCM code performance

In this section the performance evaluation of TCM systems when utilised on AWGN channels are de-
rived. The classical performance measure for TCM, is the asymptotic coding gain, which is directly
determined by the MSED of the code (see Appendix A}). While this is an indication of the limit
of the code performance, it can be an unreliable measure to use under practical operational con-
ditions. For this reason, performance evaluation of trellis coded systems are usually accomplished
by derivation of the upper and lower bounds of the code if the convolutional coders are linear.
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bs by ba (b2 by)

0 4 ¢ 1 14 2 13
0 0 1 il b 7
0 1 0 1 1 13 2
0 1 1 1 4 7 8
1 0 0 13 1 14
1 0 1 8 7 4 11
i 1 0 13 2 14 1
1 1 1 7 8 11 4

Figure 5.20: Half-connected R = 2/4 8-state trellis code for Constant Envelope (CE) Q?PSK.

If the code is non-linear theoretical performance calculation becomes extremely cumbersome, and
computer simulations are commonly used to evaluate code performance.

In the following section upper bounds for TCM schemes are derived when employed on the AWGN
channel based on the so-called transfer function bound (30). Furthermore, we will discuss the
application of a new algebraic algorithm for generating the transfer function of a trellis encoder,
proposed by Chan and Norton [79] (presented in detail in Appendix C).

There are basically two ways to generate the transfer function. The first one is by graphical means
— the state diagram is first drawn and properly labeled. The transfer function can then be found
by a graph-reduction technique, or Mason's rule. The second approach is algebraic, i.e., solving
state equations, or performing matrix inversion. All of these methods have a common difficulty:
The complexity of calculation increases exponentially as the number of encoder states increases.

3.3.4 Analytical upper performance bounds for Q’PSK/TCM

As an example we consider the derivation of the tight upper bound on BEP for the 8-state fully-
connected rate-3/4 trellis code presented earlier in this chapter (see section 3.3.1).

In order to calculate the transfer function one has to utilise the error weight profiles, and the trellis
diagram showed in Figure 5.15. The error weights are easily calculated as defined according to
(A.18) for the error vector = (1, €q, €3, €4), and are given by

W(0000)=1 W(0001)= D* W{0010)= D* W(0011)= D®
W(0100) = D* W(0101) = D® W(0110)= D8 W(0111) = D'?
)
)

Il

W(1000) = D' W(1001)= D® W(1010)= D® W(1011)= D2 (5.13)

W(1100) = D® W(1101) = D'* W{1110)= D'? W(111l)= D8

Following the algebraic approach described in Appendix C, the transfer function of this encoder
after some intermediate algebra) is given by

D 4 24D _ 16D18 L 48 D8 + 24D
24+ 18D4 —8D% + p12

T(D) = (5.14)
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By substituting D = ezp(—E}/N,) in equation (5.14), one obtains the upper bound (UB1) to the
BEP. The derivation of the tighter upper bound (UB2) requires knowledge of the minimum free
distance, dy,.. of the code, which was computed by the algorithm proposed by Mulligan and Wilson
[80], and discussed in Appendix B. The calculation gave dy,.. = 3.464. Substituting the values for
D and djree into equation (A.21), the tighter upper bound (UB2) is obtained.

10
- TCM Rate—3/4
-2
10 e Q?PSK (Uncoded)
-3
10 Upper Bounds on BEP

v UB1 v UB2

Pb

"I T I T Y NS T (A N | [
2 3 4 5 B8 7 8 9 10 11 12

Eb/No (dB)

Figure 5.21: Upper bounds to bit error probabilities for 8-state rate-3/4 Q?*PSK/TCM.

The calculated upper bounds to the BEP have been calculated for this trellis coder and are shown
in Figure 5.21. The curve defined as UB1 denotes the upper bound calculated by equation (A.20),
and that defined as UB2 corresponds to the bound calculated with (A.21), i.e.. the tighter bound
on the BEP.

5.4 CONCLUDING REMARKS: CHAPTER 5

In this chapter the designs of classical and TCM codes were carried out, performed for a Q?PSK
system when utilised on the AWGN channel.

For the classical code designs, low-complexity sub-optimal convolutional encoding schemes were
proposed for Q?PSK. Three coding schemes were presented: The first scheme employs a single
rate-3/4 convolutional encoder, yielding a effective data rate of 3/4 uncoded Q?PSK. The second
encoding scheme, with so called dual-use of conventional 2D signals, employs two rate-1/2 convolu-
tional encoders. At the receiver two soft-decision Viterbi decoders are utilised in parallel. F inally, a
third encoding scheme was proposed, employing a hybrid convolutional-block coding scheme. The
encoder consists of a rate-2/3 convolutional encoder, followed by a simple block encoding scheme
to produce a constant envelope. At the receiver a single soft-decision Viterbi decoder, together
with a block decoding scheme, is employed. Performance estimates of these classical coders were
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carried out based on the union bound technique. Upper bounds to BEP were derived. In Chapter
7 these bounds will be benchmarked against actual simulation curves.

The final sections of this chapter dealt with the design of TCM codes for Q2PSK when utilised on
the AWGN channel. For these channels, the parameter to be maximised, is the Euclidean distance
of the TCM code. The designs and realisations for rate 3/4 and 2/4 “hand designed” trellis codes
were presented. In addition, upper bound: on the BEP for a specific 8-state rate 3/4 icellis code
were derived, which will be evaluated by means of simulation in Chapter 7.

The design criteria for the design of trellis codes for AWGN channels utilised in this chapter, is not
valid for code design for transmission over the mobile fading channel. In the following chapter, the
design of trellis codes for Q?PSK will be considered, when utilised on the mobile fading channel.
This will necessitate the adoption of new design criteria.
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CHAPTER 6

DESIGN OF TCM AND MTCM
FOR FADING CHANNELS

In this chapter the design of Multiple-Trellis Coded Modulation (MTCM) for
Q?PSK is presented when transmitted over a fading channel. Although, both
Rician and Rayleigh fading channels are considered, most of this section is con-
cerned with the design for transmission over the Rician channel. The latter choice
has been made in view of the fact that the distortion introduced by the Rayleigh
channel requires the use of an adaptive equaliser which does not form part of this

study.

Digital communications over mobile channels often suffers from multipath effects. which results in
signal fading. Multipath fading plagues the propagation medium by imposing random amplitude
and phase variations onto the transmitted waveform. It is well known that this fading degrades
the performance of the communications systems. Therefore, this research is primarily concerned
with the application of MTCM to Q?PSK in order to achieve superior performance on the fading
channel, compared to that achievable by conventional (single channel symbol per trellis branch)
TCM of the same throughput and decoder complexity.

Divsalar and Simon did some excellent work on the effects of fading in M-PSK signals [39, 81]. They
showed that whereas maximising free Euclidean distance (dfree) is the optimum criterion on the
AWGN channel, in the case of fading channels (specifically Rician) with interleaving/deinterleaving,
the asymptotic (high SNR) performance of TCM is dominated by several other factors. These
factors are catagorised as primary and secondary considerations and depends on the value of the
Rician parameter, K. Specifically, for small values of K, the primary design criteria become

o the length of the shortest error event path (measured in number of symbols), and
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e the product of branch distances along that path, with d free & secondary consideration.

As K increases, the significance of these primary and secondary considerations shift relative to
one another until K reaches infinity (AWGN channel), in which case optimum performance is once
again achieved by trellis code designed solely to maximise d frees

In this sectivn atteution is focused on implementing the [oregoing considerations in the design and
implementation of trellis codes for Q*PSK to give optimum performance on the fading channel.
The design of Multiple Trellis Coded Modulation (MTCM) codes is considered, since the diversity
potential offered by the latter codes is fully exploited by the fading channel.

6.1 MULTIPLE TRELLIS CODED MODULATION

Recall that with conventional trellis coding (i.e., one symbol per trellis branch), the length L of
the shortest EEP is equal to the number of trellis branches along that path. Equivalently, if it is
assumed that the all-zeros path in the trellis diagram represents the transmitted sequence, [ is the
number of branches in the shortest path to which a nonzero symbol is associated. Since a trellis
diagram with parallel paths is constrained to have a shortest error event path of one branch, thus
L = 1. This implies that asymptotic region of the graph of expected (average) bit error probability
will vary inverse linearly with E,/N, or E,/N,, since E, = E, [30]. Therefore, from an error
probability viewpoint it is undesirable to design conventional TCM codes to have parallel paths in
their trellis diagrams. Unfortunately, for a convolutional code of rate m/(m+ 1), when 2™ exceeds
the number of states, one is forced to utilise a trellis containing parallel paths.

When MTCM is employed. the option of designing a trellis diagram with parallel paths may again be
considered, since achieving an asymptotic performance on the fading channel which varies inversely
with E,/N, at a rate faster than linear may now be achieved. The reason behind this lies in the
fact that even if parallel paths exist in the trellis. it is now possible to have more than one coded
symbol with nonzero Euclidean distance associated with an EEP branch of length, L = 1.

[
. my
—.-! moy
Pl ————— \ M-ary
b — i 1 - ~lapper —~ Output
Encoder 5 Modulator Symbols
: [Mk—1
L =

Figure 6.1: Generalised MTCM transmitter.

In its most general form, MTCM is implemented by an encoder with b binary input bits and s
binary output bits that are mapped into k Q?%-ary symbols in each transmission interval, illustrated
in Figure 6.1. The parameter k is referred to as the multiplicity of the code, since it represents the
number of Q%-ary symbols allocated to each branch in the trellis diagram (k = 1 corresponds to
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conventional TCM). To produce such a result, the s binary encoder output bits are partitioned into
k groups containing my, ms,...,my symbols. Each of these groups, through a suitable mapping
function, results in an @%-ary output symbol. The transmitter parameters are constrained such

that

s = klog, M (6.1)
where M = 16 for Q?PSK, without exparded cignal set (note that M = 32 when ai cxpanded
signal set is utilised). The throughput of the MTCM transmitter is given by r = b/k bits/s/Hz,
which is not necessarily integer-valued.

6.1.1 Ungerboeck Set Partitioning: From Root-to-Leaf

In the design of the trellis codes a procedure similar to that presented in [30], known as the
Ungerboeck: Root-to-Leaf approach, has been followed. The method, makes use of k-fold Cartesian
products of the sets found in Ungerboeck’s original set-partitioning method for conventional trellis
codes [27]. The set-partitioning procedure is started with a k-fold Cartesian product of the complete

Q?PSK signal set.

Attention is focused on the design of a code with multiplicity, £ = 2. Let Ay denotes the complete
Q?PSK signal set (i.e., signal points 0, 1,..., M —1 = 15) and Ag® Ay denote the two-fold Cartesian
product of Ag with itself. (Note, that for a multiplicity, & = 4, the process should have started
with the four-fold Cartesian product set, 49 ® Ao ® Ag ® Ag). Thus, an element of the set Ag® Ag
is a 2-tuple, denoted by (ji, j2), with symbols chosen from the set Ag. The first step is to partition
Ao ® Ap into M signal sets defined by the ordered Cartesian product {Ao® B;},i=0,1,..., M —1.
The second element {j,} of B; is defined by nj+i mod M. Thus, the j-th 2-tuple from the product
Ao @ B; is the ordered pair (j; = j,j; = nj + i).

The first partitioning step has two purposes. These are summarised below [30]:

o Firstly, it guarantees that within any of the M partitions, each of the two symbol positions
has distinct elements, from the viewpoint of maximising the length of the shortest error event
path. That is, for a 2-tuple within the partitioned set, the Euclidean distance of each of
the two symbols from the corresponding symbols in any other 2-tuple within the same set is

nonzero.

e Secondly, it accomplishes a minimum Euclidean distance product between 2-tuples within the
partitioned set (i.e.. the minimum of the product of the distances between corresponding

2-tuple symbol pairs) is maximised.

Since the squared Euclidean distance between any pair of 2-tuples is the sum of the squared Eu-
clidean distances between corresponding symbols in the 2-tuples, the set partitioning guarantees
that the intradistance (i.e.. distance between pairs within a specific set or partition) of all of the
partitions Aq ® B; is identical. It is, therefore. sufficient to study the distance structure of 4q® By,
referred to as the generating set by Biglieri et al.[30]. For this set, the minimum product of squared
distances over all pairs of 2-tuples in Ay ® By, Hd?j must be maximised. This is done by choosing
the odd integer multiplier, n such that it produces a mazimin solution. A computer search for
possible values of n to be utilised, revealed the solution as n = 11. In [30] it was stated that the
additive inverse of n, denoted by n* = M —n, could also have been used. However, in our design the
solution for n* does not produce optimum (i.e., maximum) intradistances. The ordered Cartesian
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product set, Ag ® Ao, together with the generating set, 49 ® By are illustrated below for Q?PSK
with M = 16.

[0 0 8 8] 0 0 8 8]
11 9 9 1 11 9 3
2 2 10 10 2 10 14
S A B L e B
5.5 13 13 I 13 15
6 6 14 14 6 2 14 10
| 7 7 15 15 | [ 7 13 15 5 |

The sets obtained by this first partition, each with minimum intradistance of 8.0 E;, are illustrated
in Appendix D, for n = 11. The interdistances (i.e., minimum distances between pairs of 2-tuples
from different sets), for these sets are summarised in Table 6.1 below.

Table 6.1: Interdistances between partitioned subsets, with Ay ® B, used as reference.

| Subset ] Distance || Subset I Dista,ncﬂ
Ao ® By — Ao ® Bg 4.0F,
Ao @ By 4.0F, Ao ® Bg 8.0E,
Ao @ B, 4.0E, Ao ® Byo 8.0E,
Ag ® B3 B.0F, Ao ® By 8.0F,
Ag @ By 4.0F), Ao @ Bya 4.0E,
Ag® Bs 8.0F, Ap ® Bqa 3.0E;
Ag ® Bsg 8.0F)% Ag ® By 4.0F,
Ag @ B- R.O0FE, Ap @ Bys 4.0E,

The second step in the set partitioning procedure for MTCM design also differs somewhat from
the traditional set partitioning procedure. The second step should guarantee that the resulting
sets, of dimensionality M /2, have an intradistance product structure equal to that achieved by the
first-level partitioning in occordance with the requirement to achieve a mazimin Euclidean distance.
In the second step of set partitioning M is replaced by M/2.

In order to perform the set partitioning, another odd integer multiplier, denoted by n’ is introduced
such that it again results in a maximin solution. A computer search revealed the optimum solution
for the second level multiplier as n’ = 3. Note that if one of the solutions for n’ (or its additive
inverse n™* 1) is equal to the solution of the first level multiple, n, when M is replaced by M/2,
then the first two levels follow a tree structure. Since. this is not the case here, the sets formed
by the second level partition have to be recalculated, repeating the procedure followed in the first
partitioning. The two subsets, Cy @ Do, and Cy @ Dy, resulting from partitioning set 4o @ By,
are shown in (6.3); the complete partitioned subsets are given in Appendix D. The interdistances
for these sets, with reference to subset Cp @ Dy, are summarised in Table 6.2 below. Each of
the subsets have a minimum intradistance of 8.0E. corresponding to the sets formed by the first
partitioning step.

' Additive inverse, n'* is given as M — n’.
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0 0 4 8 0 3 4 11

1 6 5 14 1 9 5 1 :
Co®Doa=|,y 19 g 4| Co®Du=|, o . - (6.3)

3 2 7 10 3 5 713

Table 6.2: Interdistances between partitioned subsets, with Cy ® Dq, used as reference.

l Subset [ Distance ” Subset [ Distana
CO @ DOa =1 Co ® ng 120E5
Co® Dy, 4.0F, Co® D1y 12.0F,
Co® Da, 4.0F, Co ® Doy 16.0E,
Co® Da, 8.0F, Co ® D2 12.0F,
Co® Dy, 4.0F} Co® Dgp 16.0E,
Co ® DSa. SOEb Co ® Dsb 120Eb
Co ® Dag, 4.0E, Co ® Dg 12.0F
Co® D7, 4.0F, Co® Dny 8.0F,
Co ® Dg, 0.0, Co ® Dgy 12.0E,
Co® Dg, 4.0F, Co ® Dgyp 12.0E,
Co ® Dyoa 4.0F; Co ® Digs 16.0E,
C() ® D“a SOEb C() ® D]_]b 120Eb
Co® Diza | 4.0F, Co®@ Dy | 16.0E,
Co ® Dise 8.0E; Co ® Di3p 12.0E,
Co® Dyya 4.0E, Co® D1y 12.0E,
Co® Dysa | 4.0E, Co® Disy | 8.0E;

The set partitioning procedure is illustrated in Figure 6.2 for & = 2. To extend the previous
procedure to higher multiplicity of order k > 2, simply form the k/2-fold ordered Cartesian product
of all the sets on a given partition level created by the procedure for k = 2. The result of this
procedure is illustrated in Figure 6.3 for & = 4.
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Ao ® Ao
Ao @ By Ao ® By Ao ® B, S Ao ® Bys
I I ’ [
Co ® Do, Co ® Dy, Co® Dqg Co ® Dis,
Co @ Doy Co®@ Dy Co® Dy Co ® Diss

Figure 6.2: Set partitioning method for multiple (k = 2) trellis codes on the fading channel.

Ao@ByRA0® By Ao®@B10A0®B1 40@B®A4c®By - - 49D Bis ® A9 @ Bys
CC'O @ DDq. C'CI @ Dla CO & Dﬂa CD 2 Dlsg ‘
2Co ® Dy ®Co® Do , _ 9Co @ Daq 3Co 3 Dy
* Co @ Dos 4 " Co® Dy = ° % Co® Dy 3L JDI“"“CO ® Disp
2Co @ Doy ®Co ® Dy 2Co @ Dy DCo @ Dys

Figure 6.3: Set partitioning method for multiple (k = 4) trellis codes on the fading channel.
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6.2 Q*PSK/MTCM CODE DESIGN

6.2.1 Design of 4-State Rate 6/8 codes

In this section the design of a 4-state trellis code, with multiplicity & = 2,4, is discussed. Two
Q?PSK symbols are trausmitted over the channel for each 6 bits accepied by the encoder. Hence,
the throughput of the system is lowered by a factor 8/6, resulting in a spectral efficiency of 1.5
bits/s/Hz, compared to the 2.0 bits/s/Hz of the uncoded system.

Since, the number of input bits are & = 6, the number of branches associated with each state
(i.e., emanating from or terminating in a node) equals 26 = 64. Dividing this by the number of
states, i.e., 4 in this case, a cardinality ? of 16 symbols is required [30]. The trellis diagram of this
fully-connected code is shown in Figure 6.4, where A, B, ..., H are chosen as those sets which have
the largest interdistance in the construction of Figure 6.2, as summarised in Table 6.1.

64 branches

/{ Cardinality=16

N W
tx e
S -
Q O
/
4

Figure 6.4: Rate-6/8 4-state Q?PSK/MTCM

Thus. for a multiplicity of k = 2, the sets are given by

A=40® By . B=A40® B3

C=40@Bs . D=A¢? Bs

E=403B: . F=403 By
G=Ag® By ., H=A40® By, (6.4)

If the number of sets required to satisfy the trellis is less than the number of sets generated on a
particular partition leave, one would choose those that have largest interdistance. The sets formed
by this generalised set-partitioned procedure will have distinct elements in any of the & symbol
positions. Thus, the length of one-branch EEP will have value k, and hence the asymptotic BER
performance of the trellis code on the fading channel will vary inversely as (E,/N,)", with n > k.

For a multiplicity of & = 4, the sets are given by

A=Ae@Bo®@Ag@By ., B=Ag®@B3® Ay ® Bs
C=A400Bs®A40@B5 . D=Ay® Bs® Ay @ Bg
E=A43B:9A40@B; , F=A42Bs® Ao ® By
G=A0@B1o®As@Bro . H=Ao® By;; ® 40 ® By; (6.5)

*The cardinality is a number used to represent the size of a subset.
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Several MTCM code designs were carried out. The designs are summarised in Table 6.3.

Table 6.3: Design summary for Q?PSK/MTCM.

Code Rate | Branches | Number of | Connectivity Multiplicity | Required
. per State States k Cardinality
6/8 64 4 Fully 2 > 16
5/8 32 4 Fully 2 > 8
4/8 16 4 Half 2 > 8
6/16 64 4 Fully 4 >16 |
5/16 32 4 Fully 4 >8
4/16 16 4 Half 4 > 8
6/8 64 8 Half 2 > 8
5/8 32 8 Half 2 >4
4/8 16 8 Quarter 2 >4
6/16 64 8 Half 4 > 8
5/16 32 8 Half 1 >4

4/16 16 8 Quarter 4 >4

6.3 PERFORMANCE ANALYSIS

6.3.1 TCM for fading channels

It was shown by Biglieri et al. [30] that the asymptotic pairwise error performance for coherent
detection varies inversely with (Es/Ng)&n. L, is the smallest number of elements with non-zero
pairwise distances between the symbols along its branches and those along the correct path. Evalu-
ation of the pairwise probability depends on the proposed decoding metric, the presence or absence
of Channel State Information (CSI), and the type of detection used. In [30] the relation between
the asymptotic behavior of the pairwise error probability to that of the BEP is approximately given
by

-y L
1 (14 A )e A i
Pz — . Eg/IN, > K J
b=7 ( 2/ No ) [NV K (6.6)

where b is the number of bits transmitted per branch in the trellis. & is the Rician parameter and
C is a constant that depends on the distance structure of the code, defined as (30]

-
Coherent detection with ideal CSI

4Lq [ann J ‘Iﬂ = ‘L‘“ﬂ IB
-2

Chi=

2e Ly r.'n:',,:.i:'“[2 Coh d : ‘ith 1
E;) 1] (- oherent detection with no CSI

(Zn.q\rnzfnﬂ)m

From the above it may be concluded that the primary objective for good trellis code design on the
fading channel is the maximisation of the number of symbols with non-zero ED between the error

and correct paths, denoted by L,,.
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As an example the rate-3/4 trellis coded Q*PSK with 8-state trellis diagram is considered, corre-
sponding to the design carried out in the previous chapter (see Figure 5.14). Referring to the state
diagram of Figure 5.14, the shortest EEP branches is of length, L = 3, and all of these have nonzero
distance with respect to the branches of the correct path (assumed to be the all-zeros path). Thus
the length L of the shortest EEP equals 3, or equivalently, the code has a diversity equal to 3.

For coherent detection with no CSI, the product of the squared branch distances need to be com-
puted, normalised by the square root of their sum in accordance with C of (6.7). From Figure 5.14,
the square of this ratio is easily computed as

-2

| 2o = &5 |2 _[ 4-8-4 ]_2_1 (6.8)
B 1/2 - 3/2 T4 :
nemn (an I Ba = Tp I?) (4 + 8+ 4)

Thus letting L, = 3 and b = 3 in (6.6), the approximated average BEP in terms of Ey/N, and K is

L2838 ((1+ K)eK\°
ne i (M e

for Ey/N, > K.

For coherent detection with CSI, the product of the distances in accordance with C' in (6.7) need
to be computed. For the shortest EEP this product is easily computed as

[Tlzn—in[>=4-8-4=128 (6.10)

nemn

Substituting this value for C' into (6.6), the BEP is given by

4 43
Ll f(1+RK)e A
Py = 5 (ﬁ—) (6.11)

6.3.2 MTCM for fading channels

The throughput of multiple trellis codes can be compared with the computational cutoff rate R,
of the decoding channel to determine the efficiency of the code design. The computation of R,,
which is very similar to the channel capacity C discussed in Chapter 2, in not at all straight
forward. In fact, it is an extremely complex process. For this reason the theoretical analysis has
been omitted. The efficiency of the MTCM designs will therefore only be evaluated by means of
computer simulation. In the following chapter these MTCM coding designs will be subjected to
extensive simulations.

6.4 CONCLUDING REMARKS: CHAPTER 6

Optimum design criteria for trellis coded Q?PSK systems on fading channels have been derived and
presented in this chapter. These criteria were utilised in the designs of new multiple trellis coded

Q?PSK systems.
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Initially, the study model of the coded Q?PSK system on the fading channel has been presented.
Fading channel statistics have been analysed and utilised in the design of the trellis coded systems.
Design criteria derivation has revealed that design of trellis coded Q%PSK systems to achieve
optimum performance on the Rician fading channel is guided by factors that differ from optimum
code design on the AWGN channel. In particular, to minimise the error probability, the code
has to maximise the length of symbols at nonzero Euclidean distance from the shortest EEP. The
secondary objective is to maximise the product of the branch distances along the shortest EEP,
normalised by the Euclidean distance if coherent detection is utilised. The final objective will be the
maximisation of the free squared Euclidean distance of the code. However, the relative i importance
of these parameters varies with the variation of the Rician factor encountered on the Rician fading
channel.

Several new TCM and MTCM trellis codes for Q?PSK signals have been designed and constructed.
In the next chapter these coding schemes will be subjected to extensive simulation tests on the
AWGN channel, as well as to fading channel conditions, to establish comparitive coding efficiencies.
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CHAPTER 7
PERFORMANCE EVALUATION

This chapter presents the performance results of the Q?PSK and Constant En-
velope Q*PSK modems in the presence of impairments due to AWGN, ISI from
bandlimiting and fading, due to the mobile V/UHF radio communication environ-
ment. The integration and evaluation of the developed carrier tracking strategies
are carried out. The validity and efficiency of the said algorithms are evaluated
under typical mobile channel conditions. Furthermore, the bit error probability
graphs are presented to compare the performance of the classical, trellis and mul-
tiple trellis codes designed in Part II of this study. The derived upper bounds on
bit error probability are benchmarked under typical channel conditions based on
the same criteria of equal complexity and throughput.

7.1 INTRODUCTION

The performance evaluations are started by investigation of the uncoded Q?PSK and constant
envelope CE-Q?PSK by appropriate modem back-to-back tests in AWGN. followed by evaluations
in the presence of phase and frequency uncertainties. Then the evaluation of the convolutional
(Classic, TCM and MTCM) trellis codes under similar AWGN channel conditions will be carried
out. The second half of this chapter deals with the performance evaluation of the uncoded and
coded Q2PSK and CE-Q?PSK modem under mobile fading channel conditions.

7.1.1 SNR versus E;/N,

Before the performance investigation is continued, probably the most important quantity in the
evaluation of different communications systems. namely the required SNR measured in dB, is
quantified. Conventional power requirements are concerned with the average carrier power ', and
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the average noise power N. The ratio C'/N, is however meaningless unless the noise bandwidth
of the receiver is specified. For this reason it is necessary to normalise the ratio C /N so that it
becomes independent of bandwidth. The result of this normalisation is the quantity Ey/N,, which
becomes the independent variable in all subsequent BER measurements.

By specifying the required E;/N, in dB, the correct scale factor is calculated by which the noise
samples are weighted to produce tlc required noise variance o2 [58, 82]. The noise is added to the
output of the Q*PSK transmitter to produce the required E,/N, ratio. By introducing the signal
bandwidth, W (taken to be 10.0 kHz in this study) the following relationship between SNR and
Ey/N, can be written for binary signals,

2
SNR = P,/P, = 2%, (In the bandwidth W of the signal)
o}
Ey Ry
A (7.1)
where

02 = signal variance
o? = required noise variance
Ey = nominal energy per bit
Ry = 1/T, = nominal bit rate
N, = Level of single-sided power spectral density of white noise (7.2

Equation (7.1) can be manipulated to obtain an expression for the required noise variance to obtain
a specified E},/N, ratio. This produces

(7.3)

where E,/N, has been specified in dB.

The noise generator used in the simulation is based on the Wichmann-Hill algorithm (see Byte,
1984), and employs the Marsaglia-Bray transformation to generate AWGN with variance oh =
Nnfsamp/2 = 1 Watt, where fyy,, is the sampling frequency. From this expression., N, can be

obtained %

fsamp

Both 07 and N, will have to be weighted with a constant &,, to obtain the required noise variance
o? for a specified Ey/N, ratio. This constant is obtained as follows:

Nn (7.4)

- 03 e ' 2 __ B
,_E_a-r. since o, =1 (7.5)
producing
. _ 03 feamp -
ki = _(EE_QT (lﬁ)
10\ %/ . 2Ry

The noise samples must finally be weighted by the square root of k,, since k, is a power scale
factor, and noise samples are generated in voit. Since the Marsaglia-Bray algorithm produces noise
samples with unit variance, o2 = 1 Watt, scaling by VE will directly produce noise samples with
variance o7, as required by (7.1) [82].
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7.1.2 Simulation software

Detail concerning the implementation of the Q*PSK mobile communication system in software
(written in C'and C'++), can be found in technical research reports of the Laboratory for Advanced
Engineering at the University of Pretoria [83, 84, 85, 86, 87, 88]. Complete descriptions of the
software developed over a long period of time, as well as the actnal simulation software utilised in
this study, are contained in these reports.

7.2 EVALUATION ON AWGN CHANNELS

The AWGN, or static (non-fading) channel is probably the most studied channel in communication
system evaluation. In this section the modem’s performance under these static channel conditions
will be investigated.

Block diagrams of the digital Q2PSK modulator and demodulator were given and analysed in detail
in Chapter 4. At the receiver the blocks labeled 'BPF’, i.e., the bandpass filters, were implemented
by modulating specific lowpass filter responses to the desired passband frequencies. For all the
simulation results presented in this chapter the lowpass impulse responses were taken to be full
Nyquist LPFs with roll-off factors of & = 0.5. The Intermediate Frequency (IF) is chosen as 12.5
kHz.

The geometry of the Q?PSK hypercube is affected by bandlimiting since the orthogonality of the
data shaping pulses, ¢;(¢) and q2(t) may be partially lost in the process. The loss of orthogonality
causes ISI, resulting in loss of system performance (i.e., a degradation of BER performance).

0 T I T T
__—Q’PSK (unfiltered)

| | | | | |
Gt L N R =
0 O Ot o i

| |
& B
o o

-50 ,
0.00 6.25 12.50 18.75 25.00 31.25 37.50 43.75 50.00

Power spectral density, W/Hz [dB]

Frequency, kHz

Figure 7.1: Power spectral densities of unfiltered and filtered Q*PSK (CE-Q?PSK).
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Figure 7.1 shows the power spectral densities of unfiltered and filtered Q?PSK (CE-Q?PSK). The
latter modem has an effective bandwidth efficiency, s = 2.0 bits/s/Hz. It was shown by Saha [12]
that under these bandlimiting conditions the effect of ISI interference on the Q?PSK signal is as
mild as the effects of ISI on QPSK when operating at 1.0 bit/s/Hz.

An effective way of displaying the qualitative effects of ISI is to construct the signal space constella-
tions in accordance with the discussion in Chapter 4 (see Figure 4.7). Figures 7.2 to 7.3 depict the
bandlimited Q?PSK signal constellations operating at 2.0 bits/s/Hz in AWGN with E;/N, = 25.0

and 5.0 dB, respectively.

I*% alct):a2(t)

Oxx a3(t):adq(t)

I&0xx aldt):a3(t)

. o (s o | s »
" | s e o

COSINE CARRIER

SINE CARRIER

CROSS INFORMATION

Figure 7.2: Q?PSK operating at 2.0 bits/s/Hzin AWGN with E;/N, = 25.0 dB.

- Ixx alct):a2Ct) " Qxx a3¢t):adct) 11 —18Q%x alct)ia3ct)
o o
|11 : ' 11 g -
~1i o 11 -11 0 i1

CROSS INFORMATION

COSINE CARRIER

SINE CARRIER

Figure 7.3: Q?PSK operating at 2.0 bits/s/Hzin AWGN with E,/N, = 5.0 dB.

From these figures it should be clear that the signal clusters are spread out primarily as a result of
the thermal noise, and not as much as a result of the severeness of the bandlimiting. In the case
of more severe bandlimiting (i.e., operation at 2.4 bits/s/Hz and higher) the ISI is more severe and
clusters tend to blend into neighboring signal points, as is to be expected These figures show the
correct phase positions, in the absence of any carrier phase or frequency offset. The former error
will manifest itself as a constant phase offset of 6y rad, whereas the latter will result in a constant
rotation of the phase symbols at a rate equal to the frequency difference between the local carrier
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in-phase I and quadrature phase Q references, and the received Q?PSK signal. These above results
will serve as reference for the simulation tests to follow.

2.68

2.01

-2.01

-2.68

(1] 1024 2048 3072 4096 5120 6144 7168 8192

Figure 7.4: Q?PSK signal under static channel conditions (X-axis: samples, Y-axis: volt).

0 1024 2048 3072 4096 5120 6144 7168 81392

Figure 7.5: CE-Q?PSK signal under static channel conditions.

Figures 7.4 and 7.5 depict the discrete time (sampled) signals for Q*PSK and CE-Q?PSK trans-
mitted over the bandlimited AWGN channel, for a SNR of E;//N, = 35 dB. Note the non-constant
envelope of the Q?PSK signal, whereas the CE-Q?PSK signal envelope is constant except over the
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(8 or 16 symbol) header (designed for optimum correlation properties), preceding each data frame
according to the block transmission strategy outlined in section 4.2, Figure 4.11.

Figure 7.6 depicts the BEP graphs for (filtered) Q?PSK and CE-Q?PSK (operating at 2.0 bits/s/Hz)
compared to the BEP graphs for unfiltered MSK and QPSK (operating at 1.0 bit/s/Hz).

oL L

e Q?PSK (2.0 bits/s/Hz)

v CE-Q?PSK (2.0 bits/s/Hz)
QPSK (1.0 bit/s/Hz)

MSK (1.0 bit/s/Hz)

0O«

gl

Pb
il

Ll

Ll

Eb/No (dB)
Figure 7.6: BEP curves for MSK, QPSK, Q?PSK, and CE-Q?PSK.

Note the effect of bandpass filtering on the BEP performance curves of the forementioned mod-
ulation schemes. Recall from the analysis carried out in Chapter 2 that all of the modulation
schemes shown have exactly the same theoretical BEP. From Figure 7.6 it is noted that compared
to unfiltered MSK and QPSK. Q?PSK requires. respectively 1.5 and 1.1 dB more energy to achieve
the same error performance at P, = 10~3. Furthermore. Q?PSK requires to achieve a bit error rate
of 107>, an E3/N, of 11.1 dB. whereas CE-Q?PSK requires only 10.4 dB. This performance gain of
0.6 dB is a direct result of the inherent coding gain brought about by the block coding scheme to
maintain a constant envelope signal.

Figure 7.7 depicts the BEP results for Q?PSK and CE-Q2PSK operating at 2.0 and 2.4 bits/s/Hx.
respectively. Note the slight degradation in performance due to the effects of ISI as a result of severe
bandlimiting. Specifically, Q*PSK operating at 2.0 bits/s/Hz requires 11.1 dB, while it requires 1.1
dB more energy per bit when operating at a bandwidth-efficiency of 2.4 bits/s/Hx. Comparing the
non-constant envelope schemes, it is noted that Q?PSK requires approximately 0.9 dB more bit
energy to achieve the same performance when operating at 2.4 bits/s/Hz, compared to operating
at 2.0 bits/s/Hx.
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QPSK (2.0 bits/s/Hz)
CE-Q?PSK (2.0 bits/s/Hz)
Q?PSK (2.4 bits/s/Hz)
CE-Q*PSK (2.4 bits/s/Hz)

4 049 @
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Figure 7.7: BEP curves for Q?PSK and CE-Q?PSK, operating at 2.0 and 2.4 bits/s/Hz, respec-
tively.

7.2.1 Mobile Channel effects in AWGN

In this section the effects of mobile channel non-linearities will be investigated on the performance
of the Q*PSK modem. The BEP performance curves are shown for values of phase and Doppler
frequency normalised by the symbol rate, B, = 1/T,. The normalised phase offsets 8,7, range from
10 x 107 to 40 x 10~° at a bit rate of Ry = 20.0 kbits/s, this range corresponds to phase offsets in

the range 0.05 to 0.2 rad.

For vehicle speeds of 30,60 and 120 km/h, and a carrier frequency of 900 MHz. the corresponding
Doppler frequencies are 25,50 and 100 H-=. respectively. For these vehicle speeds and bit rate, the
normalised Doppler frequency, fpT, ranges from 5 x 103 to 20 x 10~2. In satellite mobile systems
however, much higher Doppler frequencies will be experienced.

Figures 7.8 to 7.10 display the Q*PSK modem signal constellations for phase offsets 4, of 0.05.0.1
and 0.2 rad. respectively, with E,/N, = 30 dB. The phase offsets result in the signal constellation
clusters to be rotated with an amount corresponding to the phase offset. Figures 7.11 to 7.13
display the Q?*PSK modem signal constellations for Doppler frequencies, fp of 25,50 and 100 H=
and E;/N, = 30 dB. The Doppler frequencies result in a constant rotation of the phase symbols
at a rate equal to the frequency difference between the local carrier references, and the received

Q?PSK signal, over one symbol period.

Figures 7.14 to 7.16 illustrates the effects of phase offsets on the CE-Q2PSK signal space constel-
lations for values of , in the above ranges. Interestingly, when these constellations are compared
with those presented in Figures 7.8 to 7.10, it is noted that the phase effects are restricted. This can
easily be explained. Recall, in order to force a constant envelope signal, a block coder of rate-3/4 is
utilised. The effect of this coder is to add an amount of redundancy to one of the four information
carrying data streams, resulting in a 1/4 reduction in dimensionality. Therefore, the qualitative
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Figure 7.8: Q?PSK signal constellations for phase offset, 8, = 0.05 rad.
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Figure 7.9: Q?PSK signal constellations for phase offset, 8, = 0.1 rad.

I#=% aiCt):a2ct)

8 Q%% a3Ctr): a4 t) 8 I180#%% a1C(t):a3Ct)
® s ®
s & ° ¢ = t‘
& . @ &
s * * s * c‘
0 o
' ™
o ¢ ° .« ® % 3 ﬁ
- -
« ¢ ° . ¢ ’ %
-8 -8
o 8 -8 o 8 -5
COSINE CARRIER

SINE CARRIER

CROSS INFORMATION

o 8

Figure 7.10: Q®PSK signal constellations for phase offset, 8, = 0.2 rad.
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Figure 7.11: Q?PSK signal constellations for Doppler frequency of 25 Hz at RF frequency of 900
MH:.
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Figure 7.12: Q2PSK signal constellations for Doppler frequency of 50 H-.
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Figure 7.13: Q?PSK signal constellations for Doppler frequency of 100 Hz.
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Figure 7.14: CE-Q?PSK signal constellations for phase offset, 8, = 0.01 rad.
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Figure 7.15: CE-Q*PSK signal constellations for phase offset. 8, = 0.1 rad.
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Figure 7.16: CE-Q*PSK signal constellations for phase offset, 8, = 0.2 rad.
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Figure 7.17: CE-Q2PSK signal constellations for Doppler frequency of 25 Hz at RF frequency of
900 MH:-.
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Figure 7.18: CE-Q?PSK signal constellations for Doppler frequency of 50 Hx.
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Figure 7.19: CE-Q?PSK signal constellations for Doppler frequency of 100 H-.
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Figure 7.20: BEP curves for Q?PSK for 6, = 0.1 rad and Doppler frequencies of 25,50 and 100
Hz, compared to the ideal Q*PSK modem transmission in AWGN.
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Figure 7.21: BEP curves for CE-Q?PSK for 8, = 0.1 rad and Doppler frequencies of 25,50 and
100 H:z, compared to the ideal CE-Q?PSK modem transmission in AWGN.
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effects of phase non-linearities are restricted to a three-dimensional (3D) signal space.

Figures 7.17 to 7.19 illustrate the effects of Doppler on the CE-Q?PSK signal space constellations
for values of fp in the range given above. The same restriction is again evident in the constellations,
Le., the constant phase rotation is again restricted to a 3D signal space.

Figures 7.20 and 7.21 depict the BEP results for Q?PSK and CE-Q?PSK under different Doppler
and phase offset impairments. In all simulations a constant phase offset 8, of 0.1 rad was introduced,
while the evaluations were carried out for three different vehicle speeds, namely 30,60 and 120 km/h.
An RF carrier of 900 MHz was assumed. Degradation in BEP curves, as a result of the different
Doppler frequency shifts, are evident. Consider the E;/N, needed to achieve a bit error rate of 10—4.
For Q?PSK, under mobile channel effects in AWGN, the required Ey /N, are, 9.6,9.9,11.1,12.0 dB,
for Doppler shifts of 0 (vehicle stationary), 25, 50 and 100 Hz, respectively. With an induced Doppler
frequency of fp = 100 Hz, the system requires approximately 2.4 dB more energy to achieve a error
rate of 107*, compared to Q?PSK transmission with no phase and frequency uncertainties.

Comparing the performance curves of CE-Q?*PSK, the required energy per bit are, E;/N, =
9.0,9.3,10.5,11.5 dB, for Doppler shifts of 0,25,50 and 100 Hz, respectively. With an induced
Doppler frequency of fp = 100 Hz, the system requires approximately 2.5 dB more energy to
achieve a error rate of 10~4, compared to Q?PSK transmission with no phase and frequency uncer-

tainties.

7.2.2 Phase/Frequency Tracking and Correction

Some simulation results are presented to illustrate the capability of the carrier phase and Doppler
frequency offset algorithms discussed in section 4.3, under typical mobile channel conditions.

Figure 7.22 depicts mesh plots of the frequency and phase Minimum Square Error (MSE) for the
Dual Phase and Frequency Kalman Estimator (DPFKE), taken over the header period only, for
different values of E;/N, asindicated. The modem is subjected to a constant phase offset of 8, = 0.1
rad. The Doppler frequency is taken to be a cosinusoidally variable frequency with a maximum of
100 f7z (i.e.. corresponding to a vehicle speed of 120 km/h at a fpr = 900 MHz), centered around

the nominal (0 Hz offset) value.

Note from Figure 7.22(a) for the frequency MSE, pi, that the rate of convergence at low values
of E4/N, is not very fast. However. at higher values of Ey/N,, i.e., Ey/N, > 15 dB, the rate of
convergence is significantly higher with acceptable results. Considering the phase MSE, p;, depicted
in Figure 7.22(b), it is noted that the DPFKE finds it difficult to effectively track any phase offsets
at low values of Ej/N,. Acceptable convergence rates are again achieved for values of Ey/N, higher

than 15 dB.

Figure 7.23 depicts the plots for the DPFKE frequency MSE, px taken over a part of the data
period. The line plot clearly indicates, that at high Ej/N, values, it is useful to track any possible
carrier frequency variations over the data interval. Note, however that it does not seem to be
feasible to do this at lower values of E;/N,. It is therefore concluded that carrier tracking should
only be attempted under relatively good AWGN channel conditions (i.e., E,/N, > 14 dB).

To Track or Not To Track

Figure 7.24 depicts the BEP graphs for the Q?PSK and CE-Q?PSK, under mobile channel condi-
tions in AWGN, with the DPFKE activated. Note that the BEP curves are again given for different
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Figure 7.22: Minimum Squared Errors for DPFKE estimator tracking carrier phase and frequency
uncertainties over the header period (a) Frequency MSE. Pk (b) Phase MSE, p,.
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Figure 7.23: Frequency MSE for DPFKE estimator tracking carrier frequency uncertainties over

the data period.
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Doppler frequency shifts (0,25, 50 and 100 Hz), and for a constant carrier phase error of 6o = 0.1
rad. From the BEP curves only a slight degradation in bit error rate performance at low values of
Ey/N,, for frequency shifts up to 100 Hz can be seen. Note also that hardly any noticeable degra-
dation in bit error performance occurs at values of Ej /N, larger than 8.0 dB. This improvement can
be attributed to the ability of the DPFKE to adaptively adjust its bandwidth, by employing two
time-varying gain factors, namely pi(k) and pi(k), respectively in order to produce MSE estimates,
Pk and py, of the frequency and phase offsets, respectively.

10~" =
= e Q%Psk (Vehicle stationary)
Ll y v Q2PSK (25 Hz Doppler)
10" 3 = Q%PSK (100 Hz Doppler)
E E v CE-Q2%PSK (Vehicle stationary)
153 o CE-Q?PSK (25 Hz Doppler)
o E 3 a CE-Q?PSK (100 Hz Doppler)
o - 3
10~* = E
107° L 3
ol o s £ vy 4§ o o |
4 5 6 7 8 9 10 11

Eb/No (dB)

Figure 7.24: BEP curves for Q?PSK and CE-Q?PSK with DPFKE activated.

7.2.3 DSP implementation

The TMS320C30 floating point Digital Signal Processing (DSP) chip from Texas Instruments.
provides an ideal platform for the suitable implementation of modems (89, 90, 91]. The DSP is

fully programmable in C or in assembler.

For the implementation of the Q*PSK modulator and demodulator on the DSP, all the frequencies
and sampling instants were scaled down by a factor of 10. This is done to eliminate the necessity
to optimize the C30 source code for true "real time™” operation, because the aim of the exercise was
only to verify the modulator and demodulator implementation principles. When the simulation
code is optimized, or directly written in assembler and then cross-compiled to produce machine
code, a speed-up factor of at least 10 times can easily be achieved.

Figures 7.25(a) and (b) depict the two 2D Q?PSK signal constellations associated with the cosine-
carrier information (see Figure 4.7) under static AWGN channel conditions, for values E3/N, of
20.0 and 15.0 dB, respectively. Figures 7.26 to 7.27 similarly depict the two 2D Q?*PSK signal con-
stellations associated with the cosine-carrier information under mobile channel conditions at a RF
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carrier frequency of 900 MH:z. Specifically the constellation depicted by Figure 7.26(a) correspond
to the cosine-carrier for a constant phase uncertainty ¢, of 0.1 rad, while Figure 7.26(b) corresponds
to a Doppler frequency of 100.0 Hz, both for a Ej/N, of 25.0 dB. Note that these figures correspond
well to that obtained by computer simulation (refer to Figures 7.11 to 7.19). The constellations
depicted in Figure 7.27 corresponds to the Q*PSK signal space constellations associated with the
cosine-carrier information (see Figure 7.27(a}) and cosine-sine-carrier information associated with
shaping function ¢1(¢) (see Figure 7.27(a)) for a constant phase offset 6, = 0.1 rad, a Doppler
frequency fp = 50.0 Hz and E;/N, = 15.0 dB.

-

-

Figure 7.25: Q?PSK constellations ( cosine-carrier information) under static AWGN channel con-
ditions (a) E»/N, = 20.0 dB (b) E4/N, = 15.0dB.

(b)

SK constellations (cosine-carrier information) under mobile channel impairments
(a) carrier phase offset §, = 0.1 rad (b) Doppler frequency fp = 100.0 H-.

o,
o o

Figure 7.26: Q?
{ 5
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Figure 7.27: Q*PSK constellations for a constant phase offset 8, = 0.1 rad, a Doppler frequency
fp = 50.0 Hz and E,/N, = 15.0 dB (a) cosine-carrier information (b) cosine-sine-carrier informa-
tion.

7.2.4 Classical and TCM error correction in AWGN

In this section, the results of the software simulations which were performed to evaluate the per-
formance of the coded Q?PSK systems operating in a static AWGN channel are presented. For all
the simulation tests, perfect carrier and time synchronisation were assumed.

7.2.4.1 Classical error correction

Figures 7.28 to 7.30 illustrate the BER, P, performance results of the convolutionally (classical)
coded Q*PSK and CE-Q?PSK systems. Employing the Union bound approach described in Chapter
5, the performance of the different convolutional coded Q?PSK systems have been evaluated in an
AWGN channel. These results, presented in Chapter 5 are repeated in the BEP results as a means
of comparison in order to benchmark the accuracy of these bounds.

Figure 7.28 illustrates the BEP results obtained for coded rate 1/2 Q?PSK, compared to that
of uncoded Q?PSK and the upper bounds to BEP presented in Figure 5.7. For the simulation
tests two 8-and l6-state rate-1/2 encoders were employed. When the performance curves of the
16-state coder to that of the uncoded system at P, = 10™> are compared, an improvement in bit
energy requirement of 2.0 dB is seen. Furthermore, it is noted from the figure that the simulation
curves correspond well to the derived bounds (illustrated by the dashed lines) for values of E;/N,
larger than 8.0 dB. It is clear that these upper bounds of probability of bit error provide accurate
performance estimates to the coded system for E;/N, > 8.0 dB.

Figure 7.29 illustrates the BER performance results obtained for coded hybrid rate 1/2 constant
envelope CE-Q?PSK, compared to that of uncoded CE-Q?PSK. As was the case for Q2PSK. the
simulation tests were performed employing 8- and 16-state coders, the only difference being that
a single rate-2/3 convolutional coder, together with the block coder to force a constant envelope,
was employed (see Figures 5.3 and 5.6).

Department of Electrical and Electronic Engineering 115
University of Pretoria



University of Pretoria etd - ManykiRP1d2°0R aweN CHANNELS

10 E
2 x Rate—1/2 3
3 . e Q?PSK (Uncoded)
2] i 2
Lo 3 v QPSK — B-state
- J v Q PSK — 16-state
1o~ i T - - - Upper Bounds on BEP
a : 5 7
0t 3
107k 3
- e .
L \ ‘\
10_6 (D S R | | | (a1 O (I

S 6 7 8 9 10 11 12 13
Eb/No (dB)

Figure 7.28: BEP graphs 8- and 16-state rate-2/4 Q?PSK, compared to uncoded Q*PSK and the
upper bounds to BEP.
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Figure 7.29: BEP graphs 8- and 16-state hybrid rate-2/4 Q?PSK employing a single rate-2/3
convolutional coder, compared to uncoded CE-Q?PSK and the upper bounds to BEP.
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Comparing the performance curves of the 8- and 16-state coders to that of the uncoded system at
P, = 107>, improvements in bit energy requirements of 1.2 and 1.7 dB, respectively are evident.
The resulting lower gains in performance, compared to the previous rate-1/2 coder, is as a result
of the utilisation of lower rate encoders, (i.e. 2/3 versus 1/2) and also since the redundancy added
to maintain a constant envelope can not be used for error correction. Note from the figure that the
simulation curves do not correspond at all well to the bounds (again illustrated by the dashed lines)
derived in Chapter 5, and presented in Figure 5.8. This may be attributed to the fact that although
the block coding scheme does not provide any error correction capabilities, it does improve the noise
performance of the code. Specifically, an improvement of 0.6 dB can be expected at a BEP of 10~
for CE-Q*PSK, compared to uncoded Q?PSK, both operating at 2.0 bits/s/Hz. Comparing the
16-state simulation curve to the upper bound at a BEP of 103, the difference in required energy is
approximately 0.7 dB. However, when one take the foregoing improvement (0.6 dB) into account,
the latter difference between the performance bound and actual simulation point, can be corrected
by the 0.6 dB giving a difference of 0.1 dB. Therefore, keeping the foregoing discussion in mind,
the upper performance bounds to probability of error are seemingly tighter.

10 =
Rate-3/4 3
g i e Q’PSK (Uncoded)
2 J 2
g E v Q PSK — 8-state
C 8 v Q PSK — 16-state
_3 i T - -- Upper Bounds on BEP
w0 e E
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o 5 ]
107 = E
107° L E
¥ Tl AR RO | Il spue i o o} o oy

| .
5 6 7 8 9 10 19 12 15
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Figure 7.30: BEP graphs 8- and 16-state rate-3/4 Q?PSK employing a single rate-3/4 convolu-
tional coder, compared to uncoded Q?PSK and the upper bounds to BEP.

Figure 7.30 illustrates the BER performance results obtained for coded rate-3/4 Q?PSK, compared
to uncoded Q*PSK. For the simulation tests, 8-and 16-state rate-3/4 encoders were employed.
Comparing the performance curves of these 8- and 16-state codes at a BEP, P, = 10~° to that
of uncoded Q*PSK, improvements of respectively, 0.6 and 1.8 dB in bit energy requirement are
seen. As was the case for the rate-2/4 Q?PSK code performance (Figure 7.29), it is noted from the
performance results that the simulation curves correspond well to the derived upper bounds (see
Figure 5.9) for values of Ey/N, larger than 8.0 dB.

From the BER graphs shown it is clear that reasonable coding gains can be achieved by employing
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simple low-complexity sub-optimal encoding and decoding strategies for Q?PSK and its constant
envelope CE-Q?PSK version. Recall that the effective coding gain, G., is the dB decrease in signal
energy per bit-to-noise power density ratio (E,/N,) to maintain the same error performance as
uncoded transmission.

7.2.4.2 Evaluation of TCM strategies

Simulation results of the trellis codes for Q?PSK/TCM on the static AWGN channel are shown
in Figures 7.31 to 7.32. Figure 7.31 illustrates the BEP results obtained for rate-2/4 trellis coded
Q?PSK/TCM and CE-Q?PSK/TCM, compared to that of uncoded Q*PSK. For the simulation
tests 4-and 8-state trellis codes were evaluated. Comparing the performance curves at a BEP of
Py, = 107%. Comparing the simulation results of Q2ZPSK/TCM to that of the uncoded system,
coding gains of 1.6 and 2.6 are achieved for the 4- and 8-state encoders, respectively. Comparing
this with the results obtained with the classical techniques, it is noted that the trellis codes perform
better than the classical codes (see Figure 7.28). Furthermore, these improvements are brought
about with lower order trellis codes and therefore also lower complexity.

The same improvements in BEP results are evident when the trellis coded CE-Q*PSK/TCM system
performance is compared to the uncoded system. Note that relative to the uncoded Q?PSK system
(this curve is not displayed in the figure), improvements in required bit energy in excess of 1.3
and 2.5 dB can be expected, for 4- and 8-state codes. respectively. Figure 7.32 illustrates the BEP
results obtained for rate-3/4 trellis coded Q*PSK/TCM, compared to that of uncoded Q%PSK
and the upper bounds on BEP for the 8-state code (derived in Chapter 5). As before, 4-and 8-
state trellis codes were evaluated for the performance simulation tests. Comparing the simulation
results of Q*PSK/TCM to that of the uncoded system at P, = 107°, coding gains of 0.5 and
1.9 are achieved for the 4- and 8-state encoders. respectively. Comparing this with the results
obtained with the classical techniques, it is noted that these trellis codes also perform better than
the classical codes (see Figure 7.30), while requiring lower order trellis codes. Comparing the
simulation curves of the 8-state to that of the upper bounds, the tighter upper BEP bound (UB2)
given by (A.21) is surprisingly not as tight as expected over the evaluated range Ey/N,. This can
be easily explained in terms of the validity of the derived upper bounds, i.e. at high values of
Ey/N,. By close investigation of the simulation curve and the tighter upper bound (UB2), it is
seen that the derived bounds can be expected to provide accurate performance estimates to the
coded system for Ey/N, > 11.0 dB. For values of E;/N, lower than 11.0 dB. the less tight upper
bound, UBI (given by (A.20) should be used as performance estimate.

7.3 EVALUATION ON FADING CHANNELS

We consider a typical mobile channel, which is both power-limited and bandwidth-limited. In a
mobile channel the available bandwidth is constraint to accommodate a large number of users in
a given transmission bandwidth, and power is constrained by the flux density limitation of the
mobile (radio or satellite) transmitter’s transmission and the physical size of the mobile’s antenna.
In addition to the usual additive thermal noise background, the mobile channel is also impaired
by Doppler frequency shift due to vehicle motion, the potential of a nonlinear channel due to non-
linear amplifiers in the transmitter, voice delay, multipath fading and shadowing. The latter two
are most definitely the most serious, whereas for reliable performance the system must be able to
be robust under short fades and recover quickly from long fades.
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Figure 7.31: BEP graphs 8- and 16-state rate-2/4 Q?PSK/TCM and CE-Q?PSK/TCM compared
to uncoded Q?PSK.
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Figure 7.32: BEP graphs 8- and 16-state rate-3/4 Q*PSK/TCM, compared to uncoded Q?PSK.
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Figures 7.33 and 7.34 depict the Rician faded discrete time (i.e., sampled) signals for Q?PSK and
its constant envelope counterpart, with a Rician parameter of K = 10 dB (typical of the mobile
satellite channel).

-3.05

o 1024 2048 3072 4096 5120 6144 7168 8192
Figure 7.33: Q?PSK under Rician fading channel conditions, K = 10 dB.

-2.26
-3.00
o 1024 2048 3072 4096 5120 6144 7168 8192
Figure 7.34: CE-Q*PSK under Rician fading channel conditions, K = 10 dB.
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Figures 7.35 and 7.36 depict the Rayleigh faded discrete time signals for Q?PSK and CE-Q?PSK,
with a Rician parameter of K = 0 dB. For these channel conditions, the Line-of-Sight (LOS)
(coherent) component is totally blocked out (typical of the land mobile channel).

o 1024 2048 3072 4096 5120 6144 7168 8192
Figure 7.35: Q2PSK under Rayleigh fading channel conditions, K = 0 dB.

0 1024 2048 3072 4096 5120 6144 7168 8192
Figure 7.36: CE-Q?PSK under Rayleigh fading channel conditions, K = 0 dB.

We again consider the signal space constellations as an effective way of displaying the detrimental
effects of mobile fading channels. Figures 7.37 to 7.38 show the bandlimited Q?PSK signal constel-

Department of Electrical and Electronic Engineering 121
University of Pretoria



University of Pretoria etd — Van Wyk, D J (2005)
7.3. EVALUATION ON FADING CHANNELS

lations operating at 2.0 bits/s/Hz under typical mobile fading channel conditions in AWGN with
E,/N, = 25.0.

I** ai(tdl)a2(t) Q%% a3(tr:ad4ct) I30=* aicti> a3Ct)

2 2 2
o i P 0 - 0
-2 -2 -2
-3 0 2 -2 0 2 -2 0 2
COSINE CARRIER SINE CARRIER CROSS INFORMATION

Figure 7.37: Q?PSK operating at 2.0 bits/s/Hz under Rician fading channel conditions with
K =5 dB and Ey/N, = 25 dB.
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Figure 7.38: Q?PSK operating at 2.0 bits/s/Hz under Rayleigh fading channel conditions with
K =0 dB and E,/N, = 25 dB.

For the shown constellations it was attempted to reduce the effects of the additive thermal noise
to a minimum in order to visualise the effects of fading more clearly. It is seen that the signal
clusters are spread out over a region associated with the combined effects of thermal noise, the
severeness of the bandlimiting, and finally the effects of mobile channel amplitude fades. With the
latter being a function of the strength of the LOS component in the fading channel model. When
the LOS component is severely attenuated the effects of amplitude fading become more severe and
it is expected that the signal clusters will move closer to the decision boundaries. The latter effects
are clearly visible on the constellations depicted in Figure 7.38 where the LOS component power is
taken to be equal to the power in the scatter components (i.e., dual equal amplitude propagation
model [63]). .

Figures 7.39 to 7.40 show the BER results of the Q?PSK and CE-Q?PSK modem operating at
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Figure 7.39: BER results for Q*PSK modem operating on AWGN, Rician and Rayleigh fading
channel.
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Figure 7.40: BER results for CE-Q?PSK modem o

channel.
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2.0 bits/s/Hz, under AWGN, Rician (K = 5,10 dB), and Rayleigh (K = 0 dB) fading channel
conditions. The degradation in performance as a result of the mobile channel fading conditions are
clearly visible on these performance curves. Note, that the results only reflect the degradation due
to the effect of fading on the amplitude of the reflected signal, since the LOS component is kept
constant. Note that beyond E,/N, > 30.0 no increase in BEP performance can be expected as a
result of the inherent degradation in system performance due to the fadine channel. In other words
the performance curves saturate at a BEP above 10~ for values of K less than 5.0 dB. This is the

so-called "irreducible” fading channel error floor [76, 75].

7.3.1 Trellis Coded Q?PSK

In the first part of this section the performance of the multiple trellis coded Q?PSK/MTCM (4-
state) system (designed in Chapter 6) will be considered, when operating on the Rician fading
channel in the absence of Channel State Information (CSI). The BER performance of rate-6/8 and
rate-5/8 coded 4-state Q*PSK/MTCM will be considered, with multiplicity k¥ = 2 obtained on a
Rician fading channel. Two different Rician factors of K = 5.0 and 10.0 dB have been selected. The
decoding depth of the Viterbi decoders has been selected to be at least 4 times the length of the
minimum Error Event Probability (EEP) in all the cases. The block bit interleaving size was chosen
to be equal to 196 Q?*PSK coded symbols, with the interleaving depth equal to 16 symbols (64 bits),
and the interleaver span equal to 12 symbols (48 bits). This will cause a worst case-delay (due to
the block interleaver) of 768 coded Q?PSK information bits. When one considers a transmission
rate of By = 20.0 kbits/s, the worst case-delay will be 38.4 ms, which is quite acceptable for the
transmission of digitally encoded speech [58, 76].

Results of the Rician fading channel for A = 10 dB are shown in Figure 7.41. The important point
made in this figure is that the improvement in achievable BEP performance for MTCM codes under
Rician channel fading conditions, with high Rician parameter, are not at all substantial. This can
be attributed to the fact that for a Rician parameter, K larger than 10.0 dB, the channel tends to
be AWGN, that is the criteria for the design of multiple trellis codes are not suited for these fading
channels. Therefore, maximisation of the minimum free distance should under these conditions still

be the primary design objective.

The foregoing is clear when we consider the improvement in BEP of Q*PSK/MTCM compared to
uncoded Q*PSK, operating on the Rician fading channel with & = 5 dB. Importantly, we note
that the probability of error for the rate-6/8 and 5/8 codes varies inversely with (Es/N,)%, because
of the length of the shortest EEP (or code diversity) is equal to 2. Note that when the multiplicity
is increased to k = 4, the probability of error is expected to vary inversely with (BN

In the foregoing discussion no CSI was available during the demodulation process. Recall, that
the metric chosen for the Viterbi decoder depends on whether or not CSI can be obtained. As
discussed in Chapter 3 (see Figure 3.3). a measure of CSI can be obtained from the channel state
extractor. For our application, the use of the magnitudes of the complex correlation function at the
optimum timing instant during the frame and symbol synchronisation period, has been considered
to determine the fading magnitude over the header interval, This is used as a direct indication of
channel state or reliability. In general, any other measure could have been employed. Consider,
for instance the utilisation of a channel estimator based on a recursive Least Mean Square (LMS)
estimator. The latter technique was found to be as effective as the correlation-magnitude method,

but at a much higher complexity.

Employing the correlation-magnitude as an indication of CSL i.e., the reliability or state of the
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Figure 7.41: BER results for 4-state rate-6/8 and rate-5/8 Q?PSK/MTCM operating on Rician
(A = 10 dB) fading channel.
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Figure 7.42: BER results for 4-state rate-6/8 and rate-5/8 Q?PSK/MTCM modem operating on
Rician (A" = 5 dB) fading channel.
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channel, the performance of the 4-state rate-5/8 Q*PSK/MTCM coded system was evaluated on
the Rician fading channel, with A" = 5 dB. The BEP curves are depicted in Figure 7.43.
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Figure 7.43: BER results for 4-state rate-5/8 Q*PSK/MTCM modem operating on Rician (K = 5
dB) fading channel without and with CSI based on the correlation-magnitude of the frame and
symbol synchronisation process.

As expected, the coded system employing CSI is superior to the system without CSL. It is interesting
to note that the accuracy of the CSI estimate only mildly effects code performance compared to for
instance the large difference in performance obtained when hard decisions instead of soft decisions
is used in the decoding process. The important point to note is that for the uncoded case. the
presence of CSI provides little improvement. if any, in bit error performance, unless an attempt is
made to constructively make use of this information in the demodulator/detection process.
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7.4 CONCLUDING REMARKS: CHAPTER 7

In this chapter an extensive simulation performance evaluation of the Q*PSK and CE-Q?PSK
modems have been carried out under AWGN and mobile fading channel conditions. The perfor-
mance results of the modem operating under different mobile channel conditions were presented,
and the effectivenass of the carrier phase and frequency synchronisation loops were evaluated. It
has been found that the Dual Phase Frequency Kalman Estimator ( DPFKE) is well suited for
tracking the phase and frequency uncertainties at values of Ey/N, in excess of 10.0 dB. For val-
ues of Ey/N, below this value, the DPFKE is unable to track any uncertainty in carrier phase or
frequency during the data periods.

A large part of this chapter was concerned with the evaluation of the trellis coded (classical, TCM
and MTCM) Q?PSK systems operating under typical mobile channel conditions. Furthermore, the
bounds on BEP derived in Part II of this thesis were used as benchmarks under these channel
conditions. In the following we summarise some of the most important results of the trellis codes
that have been considered.

Table 7.1 provides a summary of the performance of the trellis coded Q?PSK system investigated
in this chapter.

Table 7.1: Comparison of trellis codes for Q?PSK at a BEP of P.=10"°dB.

Trellis Code No. of | E}/N, for Channel Gain, G, over
Code Rate, R. | states | P. < 10~3 uncoded Q?PSK
Classical 2/4 8 10.3 dB AWGN 1.1 dB
Classical 2/4 16 9.4 dB AWGN 2.0 dB
Classical 2/4(CE) 8 9.6 dB AWGN 1.8 dB
Classical 2/4 | 16 9.0 dB AWGN 2.4 dB
Classical 3/4 3 10.9 dB AWGN 0.5 dB
Classical 3/4 (CE) 16 9.7 dB AWGN 1.7 dB
| TCM 2/4 1 [ 10.0 dB AWGN 1.4 dB
| TCM 2/4 8 9.0 dB AWGN 2.4 dB
| TCM 2/4 (CE) 4 9.6 dB AWGN 1.8 dB
TCM 2/4 (CE) S R.7 dB AWGN 2.7 dB
TCM 3/4 (CE) 4 11.0 dB AWGN 0.4 dB
TCM 3/4 (CE) 8 9.6 dB AWGN 1.8 dB
MTCM 6/8 4 13.0 dB | Rician (K = 10) 1.5dB ]
MTCM 5/8 4 12.0 dB | Rician (K = 10) 2.5 dB
MTCM 6/8 4 22.0 dB | Rician (K = 5) > 13.0 dB
MTCM 5/8 4 20.0 dB Rician (A = 5) > 15.0 dB
MTCM (CSI) 5/8 1 17.5dB | Rician (K =5) [ >17.5dB

The performance is compared to the corresponding performance of uncoded Q?PSK, expressed as
a coding gain, G. in dB. From the table it can be seen that the low rate classical convolutional
codes provided good performance, compared to their relative complexity. The hybrid rate-2/4
code. employing the single rate-2/3 convolutional encoder, provides the best performance of all the
classical error correction strategies considered. This is in spite of the lower expected performance of
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the rate-2/3 encoder, when compared to that of the rate-1/2 encoders of the non-constant envelope
Q?PSK system. It should therefore be clear that the choice of constant envelope coded scheme
should be strongly considered for application on non-linear channels.

When we compare the performance of the trellis coded modulation codes, similar observations
are made. Specifically, the performance of the rate-2/4 trellis coded constant envelope Q?PSK
provides the best performance under AWGN chaunel conditions. The rate-3/4 trellis codes aiso
provide relatively high coding gains, compared to that of the uncoded Q?PSK system, without a
substantial reduction in throughput rate.

Finally, we compare the multiple-trellis codes, specifically designed for transmission over the fading
channel, with and without the availability of CSL.

In the first part of this section the performance of the multiple trellis coded Q?PSK/MTCM (4-
state) system operating on the Rician fading channel in the absence of Channel State Information
(CSI) was considered. For all the simulation results a block interleaver was employed with bit
interleaving size was chosen to be equal to 16 x 12 = 196 Q?PSK coded symbols. We have
considered the bit error rate performance of rate-6/8 and rate-5/8 coded 4-state Q?PSK/MTCM,
with multiplicity k& = 2 obtained on a Rician fading channel for two different Rician factors of 5.0
and 10.0 dB.

From the results of the Rician fading channel for A = 10 dB, shown in Figure 7.41, it can be seen
that the coding gains achieved by the 4-state MTCM are not as high as one may have expected.
The important point to keep in mind when considering these results, is that the trellis codes which
are optimum for the AWGN channel, will also be optimum for the Rician channel, when K is
greater than 5.0 dB. This can be attributed to the fact that a Rician channel, K larger than 5.0
dB strongly resembles an AWGN channel.

Comparing the results of the 4-state Q?PSK/MTCM, at the same code rates operating on the
Rician fading channel for A" = 5 dB, a large increase in coding gains is noted. Recall, that for
a code multiplicity & = 2, the probability of error of the 4-state rate-6/8 and 5/8 codes varies
inversely with (E,/N,)?, since the length of the shortest EEP is equal to & = 2.

Therefore, it is concluded that some of the optimum codes specially designed for the AWGN channel.,
may also be very suitable for application over fading channels with Rician parameter in excess of 5.0
dB. This is true, since in channels with A" large, the diversity factor does not significantly influence
the BEP behavior of the codes.
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CHAPTER 8

CONCLUSIONS AND FUTURE
RESEARCH

In this chapter a summary of the research work performed during this study is
presented. Furthermore, we present future research areas of interest. F inally, the
chapter is concluded with a discussion and dissertation conclusions.

First of all a brief summary of the research work carried out during this study, is presented.

The research covered in this dissertation was presented in three parts. In Chapter 1 the overall
introduction and literature survey on specific topics related to four-dimensional modulation. demod-
ulation, synchronisation and coding were presented. In the first part of this dissertation. Chapter 2,
3 and 4, the most important theories and general communication system concepts were given. More
specifically, we have considered in Chapter 2 the principles of four-dimensional Q?PSK signalling,
as well as the advantages of multidimensional signal space utilisation. Furthermore. considerations
of energy and bandwidth efficiency, and capacity have been given. In Chapter 3 we have presented
detail concerning the mobile digital communication system, as well as the fading channel model
adopted for evaluation purposes. In Chapters 4 the three main topics of modulation. demodula-
tion and synchronisation of the digital Q*PSK and CE-Q?PSK communication system operation
were treated and discussed in detail. The digital modulation and demodulation block diagrams
were presented and analysed in detail. A novel frame synchronisation procedure for Q?PSK was
presented. Furthermore, investigations into the effects of carrier phase and frequency uncertainties
were investigated. The final parts of Chapter 4 considered the problems concerning the design and
implementation of carrier phase and frequency tracking loops for the Q2PSK system.

In the second part the concepts of trellis coding have been considered. including classical, TCM and
MTCM error correction techniques, for application into the Q?PSK modem. In Chapter 5 specific
designs of trellis codes for Q?PSK for transmission over the AWGN channel have been considered.
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The design and implementation of forward error correction codes, based on classical convolutional
error correction were carried out, as possible solutions when complexity (low computational load)
and cost are the primary design objectives. Furthermore, the state of the art TCM techniques
were compared to the classical techniques with a view of achieving even better BEP performance.
Appendix A presents the general theories of channel coding, with specific reference to the concepts
of TCM. The Ungerboeck and analytical (Calderbank—Mazo) code descriptions, the decoding
procedure and finally the very important issues of code performance evaluation are considered. The
trellis codes designed and analysed were derived from the original unexpanded Q?PSK signal set.
Throughout this part of the dissertation, theoretical performance bounds on bit error probability
were derived, when feasible, i.e. for codes of low complexity.

In Chapter 6 the designs of trellis codes (TCM and MTCM) have been carried out for Q?PSK
transmission over the mobile fading channel, again employing the original (unexpanded) Q2PSK
signal constellation. Therefore, the coding gains are obtained at the expense of the information
data rate. We have concentrated on the design for Rician fading channels, with high Rician factors,

ie. K 25 dB.

The final part of this dissertation was concerned with the extensive performance evaluation of
the proposed modem, synchronisation and coding techniques presented in the foregoing chapters.
Chapter 7 dealt with this performance evaluation by means of computer simulation. The coded
and uncoded Q?PSK signals have been evaluated on the AWGN, non-linear channel, and typical
mobile fading channel conditions. For the non-linear channel, we have considered the effects of
carrier phase and Doppler frequency effects in AWGN. Our system was evaluated under typical
non-linear mobile conditions, where a maximum Doppler frequency fp = 100.0 Hz and maximum
phase offset 6, = 0.2 rad were simulated. The effects of phase fading on the received signal, typical
of frequency selective multipath fading channels, have not been investigated in this dissertation,
since the latter require the implementation of a multidimensional complex equaliser.

8.1 FUTURE RESEARCH

The work presented in this dissertation has brought about many new questions and possible areas
of future research.

8.1.1 Design and implementation of a multidimensional equaliser

In this dissertation we have only considered the effects of amplitude fading on the received signal. In
general, in a land mobile channel characterised by multipath effects, fading causes severe distortion
of the transmitted waveform, i.e., random amplitude and phase variations and accordingly long,
densely packed noise bursts. These effects cause phase and amplitude uncertainties, which result
in Intersymbol Interference (ISI) and distortion of the signal space geometry. In order to maintain
the signal space geometry as closely as possible to the original one, equalisation is required. As
long as two orthogonal baseband signals are present in each of the in-phase and quadrature-phase
signals, which is the case for four-dimensional Q?*PSK, a multidimensional complex equalisation
procedure is required. At this point in time the design of such an equaliser. remains a subject for

future research.
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8.1.2 Application of a burst-error correcting Viterbi decoder

Interleaving random-error-correcting codes to combat burst noise is a standard technique that
can be applied to any bursty channel. Interleaving randomises error clusters by spreading the
erroneous bits in a burst so far apart that the bursty channel is effectively transformed into a
random-error channel, i.e. a memoryless Additive White Noise (AWGN) channel. In general, the
interieaving mechanism is robust in that changes in the channel statistics do not influence the
system'’s performance appreciably [30, 92, 42].

The burst-error-correction Viterbi decoder, proposed by Schlegel and Herro [93], combines maximum-
likelihood decoding with a burst error detection scheme and can be considered as an alternative
coding method for bursty channels. As proposed by Schlegel and Herro, the burst-error-correction
strategy combines maximum-likelihood decoding with a burst error Viterbj detection scheme. The
decoder nominally operates as a Viterbi decoder and switches to a burst-error-correcting mode
when the receiver detects incoming error patterns the Viterbi decoder is unable to correct, i.e., the
dual-mode decoder automatically switches modes according to the state of the channel.

The strength of using the Viterbi decoder in this dual-mode configuration lies in its undiminished
error-correcting power when the channel is in the random-error state. Most known burst correction
schemes sacrifice error-correcting power in order to detect bursts, which makes them unsuitable for
use on random-error channels plagued by occasional deep fades and associated error bursts. The
proposed burst-error-correcting algorithm could therefore be investigated as an alternative to the
standard interleaving strategies usually employed on digital communication systems utilising the
Viterbi algorithm.

8.2 Design of Ungerboeck-type codes for fading channels

Under certain conditions it is possible to reduce a multiple trellis code with parallel paths, to an
Ungerboeck-type code (multiplicity & = 1) with no parallel paths, but an increased number of
states. We first note that in order for an Ungerboeck-type code with rate b/(b+ 1) and no parallel
paths to achieve diversity L, the smallest number of states required is '

¢ = g4E-1) (8.1)

For example, for b = 3, the minimum number of states required to achieve L = 4 would be N: =
23(4=1) = 2512 The application of these codes to the Q?PSK modem operating on fading channels
needs to be investigated on merits, with considerations on application, bandwidth constraints, cost
and complexity.
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8.3 CONCLUDING REMARKS: CHAPTER 8

In this dissertation the problem of modulation, demodulation, synchronisation and coding of a
four-dimensional signalling digital modem have been addressed for the mobile digital communi-
cation environment. Evaluation of the Q*PSK communication system was carried out by means
of extensive computer simulations nnder typical mobile communication chaunel conditions. Two
different cases were considered, namely the conventional Q*PSK and the constant envelope version.
In most cases the CE-Q?PSK system achieved superior performance to that of the non-constant

envelope system.

Concerning, the synchronisation aspects of the Q*PSK system, it was found that the novel frame
synchronisation procedure yielded good performance under AWGN channels, as well as under
fading channel conditions. The complex correlation-magnitude information obtained during frame
synchronisation can furthermore be used to provide a means of Channel State Information (CSI).
It was shown by means of simulation that this channel reliability information can lead to improved
bit error performance under fading channel conditions when a coded system is utilised. It is should,
however, be mentioned that for the uncoded systems, the presence of CSI provide no improvement
in performance. The designed carrier phase and frequency tracking loops performed well under
specific non-ideal channel conditions in AWGN. It was found however, that the Dual Phase and
Frequency Kalman Estimator (DPFKE) is not well suited for typical mobile fading conditions.
This can be mainly attributed by the fact that the phase tracking loop in this DPFKE is unable to
track the effects of phase non-linearities due to fading. It should, however be mentioned that the
application of a complex equaliser may prove advantageous in estimating these carrier phase and

frequency uncertainties.

For the uncoded Q*PSK system operating over the fading channel, it was found that the system
performed poorly in the Rayleigh and Rician mobile fading channels, with all of the performance
curves saturating at a BEP above 107>, except for the cases of high Rician channel factors, i.e.

K > 5.0 dB.

Several design criteria in the design of optimum trellis coded system on the fading channel have
been derived. Design criteria revealed that the design of trellis coded Q?PSK systems aimed to
achieve optimum performance on the Rician fading channel is guided by a factor that differs from the
optimum trellis code design on the AWGN channel. In particular, the primary objective to minimise
the bit error probability of the code. requires the maximisation of the number of symbols at non-zero
Euclidean distance to the shortest error event path. The secondary objective is to maximise the
product of the branch distances along the shortest error event path normalised by the Euclidean
distance. Following the criteria derived, different multiple trellis codes were designed, aided by
computer searches to find the optimum Q?PSK/MTCM codes. The 4-state rate-5/8 and 6/8 trellis
codes were evaluated on Rician fading channels with A = 5 and & = 10 dB. Results on the Rician
fading channel with A" = 5 dB have shown the importance of the multiplicity or diversity factor
of the trellis coded system under these channel conditions. On the contrary, the results obtained
for Rician fading channels with A" = 10 dB, demonstrate that for these channel situations, the
diversity of the code does not constitute the primary objective for optimum performance. This is
true since the free Euclidean distance of the code dominated the performance of the trellis coded

system.

In conclusion, it should be kept in mind that the best error correction strategies discussed in
this dissertation are probably good in overall terms, but that better schemes do exist if unlimited
complexity is allowed. The existence of possibly better schemes of similar complexity cannot be
proved or denied. The problem is that there is no unified theory for the design of error correction
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codes — the design of new codes should be the result of long term research and the application
of the experienced gained in the field over time. Evaluation of the coded and uncoded Q2PSK
mobile digital communication system was accomplished on the AWGN and typical mobile fading
conditions. It was shown that this four-dimensional modulation scheme may be advantageously
utilised for digital communications over these mobile channels at data rates exceeding that of for
instance the American adopted 7/4-QPSK modulation scheme under identical channel bandwidth
and propagation conditions.
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APPENDIX A
A TUTORIAL ON TCM

This appendix presents a tutorial on trellis codes as applied to Q?*PSK. Specif-
ically, the general concepts of trellis coded modulation are discussed, including
some fundamental principles, decoding and evaluation.

A.1 INTRODUCTION

In this appendix the techniques of combined modulation and coding, known as Trellis Coded
Modulation (TCM) are introduced. Over the last 2 decades TCM has emerged as an efficient and
reliable coding scheme used for data communication with the purpose of gaining noise immunity over
uncoded transmission without altering the data rate. Stated in other words, TCM is a combined
coding and modulation scheme for improving the reliability of a digital transmission system without
increasing the transmitted power or the required bandwidth. In a power-limited environment, the
desired system performance should be achieved with the smallest possible power. One solution
is the use of error-correcting codes, which increase the power efficiency by adding extra bits to
the transmitted symbol sequence. This procedure requires the modulator to operate at a higher
data rate and hence requires a larger bandwidth. In a bandwidth-limited environment, increased
efficiency in frequency utilization can be obtained by choosing higher-order modulation schemes
(e.g. 8-PSK instead of QPSK), but larger signal power would be needed to maintain the same
signal separation and hence the same error probability.

The idea is indeed not new, since multilevel modulation of convolutionally encoded symbols was
a known concept before the introduction of TCM. The innovative aspect of TCM is the concept
that convolutional encoding and modulation should not be treated as separate entities, but rather,
as a combined operation. The parameter governing the performance of the transmission system is
consequently not the free Hamming distance of the convolutional code, but rather, over the additive
Gaussian noise channel, the free Euclidean distance between transmitted signal sequences. Thus
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the optimization of the TCM design will be based on Euclidean distances rather than on Hamming
distances, so that the choice of the code and of the signal constellation will both be performed
separately. Finally, the detection process will involve soft rather than hard decisions (i.e., received
signals are processed before making decisions as to which transmitted symbol they correspond.)

A.1.1 Fundamentals of TCM

Assume here a discrete-time, continuous-amplitude model for the transmission of data on the
additive white Gaussian noise channel. In this communications model, independently introduced
by the Russian scholar Kotel'nikov and by C.E. Shannon, the messages to be delivered to the user
are represented by points, or vectors, in an N-dimensional Euclidean space RV, called the signal
space. When the vector z is transmitted, the received signal is represented by the vector

2=z 4+v (A.1)

where v is a noise vector whose components are independent Gaussian random variables with mean
zero and the same variance N,/2. The vector z is chosen from Q' consisting of M’ vectors, known
as the signal constellation. The average square length

P 1
E'=E,.= a Z [EXk (A.2)

el

will be referred to as the average signal energy of the uncoded transmission. This parameter is very
important when analyzing TCM schemes, since it is used in quantifying the effective coding gain
of the coding scheme.

Consider now the transmission of a sequence {z;}%, of L signals, where the subscript i denotes
discrete time. The receiver that minimises the average error probability over the sequences operates
as follows. It first observes the received signal y,..., yr, and then decides that Xy,..... X was
transmitted if the squared Euclidean distance

L
d® = Z | i — i || (A.3)
=1
is minimised for z; = X,;,i = 1..... L, or, in other words, if the sequence X,,..., X is closer

to the received sequence than to any other allowable signal vector sequence. The resulting error
probability, as well as the symbol error probability, is upper bounded, at least for high SNR, by
a decreasing function of ratio d2,,, /N,, where d? , is the Minimum Squared Euclidean Distance

min

(MSED) between two allowable signal vector sequences.

One way of improving the system performance is that of removing the assumption that the signals
are independent. This can be done by restricting the transmitted sequences to a subset of QK.
Now, to do this, the transmission rate will also be reduced. To avoid this unwanted reduction, one
may choose to increase the size of Q. For example, if Q' is changed into Q D @’ and M’ into M. M’,
and select M'K sequences as subset of QX one can have sequences that are less tightly packed and
hence increase the minimum distance between them.

In conclusion, a minimum distance dy,.. between two possible sequences is obtained that turns out

to be greater than the minimum distance d,,;, between signals in ', i.e., the constellation from
which they were drawn. Hence use of ML sequence detection will yield a distance gain d%,,,/d2,;,.
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On the other hand, to avoid a reduction of the value of the transmission rate, the constellation is
expanded from Q' to Q. This may entail an increase in the average signal energy from E' = B
to £ = E,_, and hence an "energy loss” E/E' = Eyc/Esy. Thus the asymptotic coding gain of a
TCM scheme is defined as

d? E d?
Y, = 3 rcc.c/ e 10 logm 2ree.c (A4)
""}ree,u/EJ-u freeu

where E,, and Es . are the average energies associated with uncoded and coded transmission,
respectively.

The introduction of interdependencies among the signals and the expansion of the signal set are
two of the basic ideas underlying trellis-coded modulation, another is set partitioning introduced
by Ungerboeck [27, 29].

Memory part Select
On Constellation

an

' Select signal
L from =% &n

constellation

Figure A.1: General model for TCM.

Assume that the signal z,, transmitted at discrete time n depends not only on the source symbol
a@n transmitted at the same time instant (as it would be with memoryless modulation), but also on
a finite number of previous source symbols:

In:f(aman-lw---aan—LJ' (A.5)

By defining
Tii = (Oimdy oo G ) (A.6)

as the state of the encoder at time n. can be rewritten (A.5) in the more compact form

In = f{ﬂmo'n)

Tny1 = g(an,0n). (A.T)

Equations A.7 can be interpreted as follows. The function f(-,-) describes the fact that each
channel symbol depends not only on the corresponding source symbol, but also on the encoder
state parameter, o,. In other words. at any time instant the transmitted symbol is chosen from
a constellation that is selected by the encoder state, o, at time instant n. The function g(+-)
describes the memory part of the encoder and shows the evolution of the modulator states. The
general model for TCM is shown in Figure A.1.
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A.2 HEURISTIC AND ANALYTIC REPRESENTATION OF
TCM

In this section the two different approaches to code design are examined, the first proposed by
Ungerboeck, consisting of modeling the memory part of the TCM encoder through a convolutional
encoder [27, 29, and the second introduced by Calderbank and Mazo [31, 30], where the output
channel signals are directly expressed in terms of a sliding block of input bits.

A.2.1 Ungerboeck Codes

Ungerboeck proposed a channel coding technique that achieves remarkable coding gains, without
sacrificing the data rate or expanding the bandwidth of the transmitted signal [27, 29]. The basic
idea is to encode m information bits into m+1 bits by means of a rate R = m/(m+1) convolutional
encoder, which selects according to certain rules called mapping by set partitioning,” points from
one of the conventional 2™*! signal constellations. The interdependence between the resulting
sequences of channel signals, introduced by the encoder, is such that the free ED, dyf,.. between
any two possible sequences is greater than the minimum distance d,, between any two points
in the 2™ signal constellation. Such memory can then be exploited by the ML decoder, yielding
a coding gain, 7. defined in (A.4). The coding gain (v.) is a function of the amount of memory
introduced by the encoder, i.e., the constraint length L., and of the positioning of the signal points
in the signal space, i.e., the signal constellation.

m—1m m+1
2 <
b‘(m') T — Select signal
' ' Sk from
plt1) o 1 i constellation
: - ' i i
mo WL o
b(ﬁl) — — 0, gl
' SR . ERBRE- Y ded bit .
| I Convolutional P A Coselect s Zi
il £ Encoder A o ; =
" o P ' o constellation
b; =G v S——r

Figure A.2: Block diagram of an Ungerboeck code (m = log, M).

It is convenient to represent an Ungerboeck code by the scheme depicted in Figure A.2. At every
time instant ¢, the rate 7 /(7 + 1) convolutional encoder receives 1 input bits and generates m+ 1
coded bits. These, in return, determine the subconstellation from which the transmitted signal has
to be chosen. Furthermore, these coded bits move the encoder to the next state. In the figure, the
m — m source bits left uncoded are explicitly shown. The presence of uncoded bits causes parallel

transitions.

Ungerboeck’s codes or variations of these codes have received a great deal of attention in that they
are readily implemented, and considered as standards for high-speed modems on the voiceband
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data channel.

A.2.2 Calderbank—Mazo Codes

The analytic description of the trellis codes was developed for one dimensional modulation, and
channel signals have to be real numbers for the analytic process. Basically, the output channel
signals are directly expressed in terms of a sliding block of input bits, with the intermediate step
of output coded bits being irrelevant for analytical described trellis codes.

When a trellis code is used to encode data at a rate of r bit per channel symbol, each channel
input z will depend not only on the most recent block of k bits that enter the encoder but will also
depend on the v bits preceding this block. Formally [31, 30]:

XJ = m(a’jT'l Qjr=1y ey Qir—(r—1)5 (j=1)ry -+ +» a(j-—l)—(u—l)) (AS)

m bm - i

: . ba
by | X,k T X

M1 Omse

aj bz 1\“3/[ w

9 . m bm+2
; . ol O

r i YO b] § #1

g —— é

Figure A.3: General structure of the Calderbank—Mazo analytical description

The v bits determine one of the 2“ states of the encoder, and 2" possible output symbols are
associated with each state. The structure of the analytical description of trellis codes is shown
in Figure A.3, and then the output symbol may be determined by solving the set of equations
resulting from all the input bit combinations:

2(br,bz, . bn) = D dibi+ Y dijbib; +
t=1 i,g=1;7>1

+ Y dijibibibi + ...+ dia.nbiby. . .by (A.9)
L50=1;0>5>1

or by solving its equivalent matrix equation, describing the encoder function as follows:

X = Bd (A.10)

where b; = 1 — 2a;, X is the channel signal matrix, B is the Hadamard matrix with elements +1
and d the matrix of constants which determines the code.
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In order to calculate the coefficients of the matrix d. the matrix of the channel symbols is calculated
from the trellis diagram and the solution for d is obtained from:

_B'X

s = (A.11)

where X is the channel signal matrix, B is the Hadamard matrix with elements +1, and d is the
matrix of constants to be determined. In (A.10) one has X = X(by,bs,....b,) which present the
modulation output X for the input information and memory bits by, bs, ..., b,, which denote the
k-th row of the (1 x n‘) matrix B given by By = (by,b2,...,b5,b1b2,...,b1b5...b,); dT will be a
(1 x n') matrix given by d¥ = (dy,dy,...,dn,d12,...,d1d>...d,), Where n* = 2" — 1, n being the
number of input bits per interval plus the number of memory bits of the encoder.

The discussion of the Calderbank—Mazo algorithm, together with the C software listing can be
found in Appendix B.

A.3 PERFORMANCE EVALUATION

In order to obtain bounds on the error performance for coded systems used on memoryless channels,
the Chernoff or Bhattacharyya bounding techniques can be applied to trellis coded communication
systems [30]. In the following, the upper and lower bounds on the error probability of a coded svstem
are discussed, based on the transfer function approach [75, 33, 30]. Channel State Information (CSI)
may also be available in the decoding procedure. In general CSI is the information derived from
the channel that can be used to design the decoding metric to give improved performance for
communication over fading channels [81].

In order to simplify performance analysis, a number of important simplifying assumptions are made:

¢ First, assume perfect coherent detection and consider the effects of amplitude fading only,

e In order to ensure independent fading of adjacent demodulated signals, infinite interleav-
ing/deinterleaving depth is assumed. This permits a memoryless channel approximation,
which in turn makes analytical performance analysis feasible.

¢ Third. an infinite decoding delay is assumed in the decoding (Viterbi) process.

e Finally, it is assumed that fading over a single signalling interval may be represented by a
single fading amplitude.

The assumptions made here are consistent with those in [61].

A.3.1 Analytical Upper Bound to the Error Probability of Q?’PSK

The discussion is started by expressing a coded sequence of transmitted Q*PSK channel signals

of length L by x1, = (71,(73,...,(T¢), where Tz, k = 1,2,..., L, are Four-Dimensional (4D)
representations of the allowable Q2PSK channel signals. Corresponding to Xr,, is the channel
output sequence y1, = (71,(%2,.-..(7z) where g, k£ = 1,2,..., L, is the 4D continuous random
variable,

Uk = Pk Tk + Tk (A.12)
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where pf represents a (normalised) random fading amplitude, and where 7% is a 4D additive Gaus-
sian noise process with zero mean and variance o? in each of the four dimensions.

Based on a suitable decoding metric, the receiver will make a decision on the transmitted sequence
X, which is called x{, which leads to the definition of a pairwise error probability [61],

Pe(xy, — x1) = Pr(m(yL,xy) > m(yL,xy) | x,) (A.13)

where
L
m(yLst) = Zm(ykaﬁ)

(A.14)

m(Tk, Tk)

k=
— |T-PETE|® , ideal CSI
|72k  ,noCSI

is the decoding metric [61, 30].

In the case of ideal CSI, the receiver is assumed to have exact knowledge of pg, & = 1,2,....L,
and the decoding metric is then ML. On the other hand, when no CSI is available at the receiver,
the decoding metric is no longer ML and this introduces an additional weakness into the bounding

procedure [94, 95].

A tight upper bound on the average bit error probability can be obtained from

ko
P, < —T(D) |p= A.l5
b < g (D) b=z (A.15)
where V is the number of trellis states; b is the number of information symbols associated with each
branch in the trellis; kg is a factor that depends on the type of channel, the type of demodulation
and the code structure; and Z = exp{—E,/4N,} is the so-called Bhattacharyya parameter. For
AWGN with optimum coherent demodulation. kq is given by

A‘O = Q { %dzrcc} D-d:}'" (Alﬁ)

which means to compute ko, knowledge of df,.. is required, the minimum free distance. As a
consequence, availability of fast algorithms to evaluate dy,.. is of crucial importance. The software
listing of the program written in C to calculate dfree is presented in Appendix B.

In (A.15), T(D) a function of D, is the (scalar, closed loop) transfer function of the error state
diagram, , where its power generally represents the distance ( Hamming or Euclidean) between two
code words. In this study a new algebraic algorithm for the derivation of the transfer function for a
trellis encoder, originally introduced by Chan and Norton [79], is utilised. This algebraic algorithm
is discussed in detail in Appendix C. Alternatively, the computational algorithm introduced by
Biglieri et al. [30], based on matrix-algebra could have been used with equally good affect.

From the analysis by Biglieri et al. [30] for the symbol error probability, the SEP is given as
P, < T(D) ID:Z (A'l?)

where T(D) = 3; W(€), Z = exp(—E}/N,) is the so-called Bhattacharyya parameter, and  is the
error vector. T'(D) is called the (scalar) transfer function of the error-state diagram.
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Define W (€) as the weight profile given by

Jw
1 2(2,CiBE
W(e) = 57 3 D* B&e) (A.18)

i

where M is the number of Q?PSK symbols in a subset after set-partitioning, ¢; denotes the M sym-
bol vectors constituting the subset, and d?(-) is the MSED between two symbol vectors separated

by the error vector €.

A better upper bound on P, than (A.17) can be derived by knowledge of the free distance, dy,..
of the code and is given by

d:__E; d%. . E
free freeb
P,<Q { N } exp ( N ) T(D) |p=z (A.19)

From (A.17) the upper bound on the BEP is easily found and given by

Py < -T(D) |p=2z (A.20)

| —

where b is the number of source (input) bits per trellis transition.

Yet, another tighter upper bound can be found from (A.19), given by

1 d},..Es d},.e Eb
P < 3 N exrp TIN T(.D) |p=z (A.21)

A discussion of the Chan—Norton algebraic algorithm utilised for generating the transfer function
of the trellis encoder may be found in Appendix B.

A.3.2 Lower Bound to Error Probability

An lower bound to the average bit error probability is given by

n> So{l] e

where v is the probability that at any time, a trellis path chosen at random has another path
splitting from it at that time, and remerging later, such that the Euclidean distance is dyee. In
(A.22) m denotes the number of information bits at any node.

A.3.3 Union Bound techniques

Before proceeding with the union bound, consider the case of comparing the correct path with
another path that differs from it in ¢ positions. Denote the probability of error in this comparison
by P,. For the BSC with channel symbol error rate p, the probability of error in this computation
is simply the probability that more than ¢/2 errors occur plus 1/2 the probability that ¢/2 error
occur [24].
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An union bound on the probability of a first-event error, P. at branch i may be obtained by
summing the error probabilities for all possible paths that merge with the all-zero path at this
point. This overbound is then given by

P. <> n,P, (A.23)
g=0

Furthermore, an union bound on the probability of bit error, P, may be obtained from(A.23) by
weighting each term by the corresponding number of bit errors, i.e. the information weight for
each path). However, for a rate-k/n code there are k symbols decoded on each branch. T hus, P,
is bounded by
1 oo
A<l mh, (A.24)
q=

The evaluation of (A.23) and (A.23) requires knowledge of the path weight distribution of the code.
One can also perform various manipulations with the transfer functions to provide approximate
closed-form expressions for bounds on P, and P;. Observe that (A.23) and (A.24) would be identical
if the term P, could be written in the form a?. This is possible for a few channels. For example, it
can be shown that for the BSC, P, is over-bounded by [96]:

P < {2[p(1 - p'?}’ (A.25)

Thus, from (A.23) and (A.25) one may write the bound on the symbol error probability as

Fi < T(D, ‘V)lN:l.D=2[p(1—p)]”2 (A.26)

In a similar fashion, from (A.24) and (A.25) one can write the bit error probability as

1 §T(D,N) :
p o L ST(D,N) A.27
85 F 6N |N=1,D=2[p(1-p)/2 ( |

A union bound which is valid for demodulator soft decisions may be similarly established [96].
Bounds similar to (A.26) and (A.27) can also be obtained for more general channel models than
the BSC. For a binary input AWGN channel with no output quantization, the bounds respectively
become

Pg < T(D, ;\r)[:\r:].'D:eRch[No (‘A.QS)
and 1 6T(D,N)
Pb N E (SJ"V _N:l,D:eRCEb/NO (*A'zg)

where R, is the code rate.

A.4 DECODING TCM

In this section the Viterbi algorithm as applied to decoding TCM signals is considered. If the
TCM signal is described by using a trellis, whose branches are associated with transitions between
encoder states and with signals transmitted over the channel, the task of the TCM decoder is to
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estimate the path that the encoded signal sequence traverses through the trellis. This is done by
associating with each branch of the trellis a number, called the branch metric, and looking for the
path whose total metric is minimum. This path corresponds to the transmitted sequence. Thus
the decoding problem can be split into two parts:

¢ Definition of a branch metric, and its computation based on the observed values of the received
signal.

e Evaluation of the minimum-metric path.

In this section, the Viterbi Algorithm (VA) is considered for decoding TCM. This decoding algo-
rithm, introduced by Viterbi in 1967 [96], uses the trellis structure of the code and determines the
ML estimate of the transmitted sequence that has the largest metric.

ML decoding implies finding the path with largest metric through the trellis by comparing the
metrics of all branch paths entering each state with the corresponding level elements of the received
sequence in an iterative manner. In the decoding process, if at some level it is found that a path
cannot possibly yield the largest metric, then the path is discarded by the decoder. In this manner,
a decoder that compares the metrics of all paths entering a state and only retains the survivor path
at that state will yield a most likely path if the operation is repeated for all distinct states at each
level. This simple iterative process is known as the Viterbi Algorithm (VA), described by Dr. A.J.
Viterbi in the late 1960’s [96].

Viterbi decoding consists fundamentally of three processes. The first step in the decoder process
is to generate a set of correlation measurements, known as branch metrics, for each n-tuple of
codewords input from the communication channel (where k& and n are, respectively the number of
bits input and output to a rate k/n convolutional coder. These branch metric values indicate the
correlation between received codewords and the 2™ possible codeword combinations.

The Viterbi decoder determines the state of the L.-bit (where L. is the constraint length) memory
at the encoder using a maximum likelihood technique. Once the value of the encoder is determined,
the original information is known, since the encoder memory is simply information that is a function
of the state (value) of the encoder. To determine the encoder state, the second step in the Viterbi
algorithm generates a set of 2L<~! state metrics which are measures of the occurrence probability
for each of the 2L<~! possible encoder memory states. For this reason, the exponential growth
of the decoding effort is related to the encoder memory order, L. — 1. As the state metrics are
computed, a binary decision is formed for each of the 2<~! possible states as to the most probable
path taken to arrive at that particular state. These binary decision are stored in a path memory.

Step three computes the decoded output data. To do this, the path from the current state to some
point in the finite past is traced back by chaining the binary decisions stored in the path memory
during step 2 from state to state. The effects caused by noise to the one and only correct result
are mitigated as the paths within the chainback memory converge after some history. The greater
the decoding depth of the chainback process the more likely that the final decoded result will be
error free. As a result, higher code rates and constraint lengths require longer chainback depths for
best performance. The chainback memory of the Viterbi decoder traces the history of the previous
states to arrive at the most probable state of the encoder in the past. and thus determine the
transmitted data.
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A.5 CONCLUDING REMARKS: APPENDIX A

In the classical approach to channel encoding, the two functions of coding and modulation are
regarded as separate operations. It was seen that in TCM these two functions are combined at the
trellis decoder. However, the code design goal is to exploit the redundancy (whether in the form of
parity bits or a enlarged signal space) to maxiniize the minimum distance (Hamming or Euclidean)
between different codewords.
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APPENDIX B
TCM CODE DESIGN — Utility

Software

The evaluation of the coefficients of the analytical description and finding d free are
the two main tasks in the design procedure, and compliments the results presented
in Chapter 7. In this appendix a discussion of the analytical description of trellis
codes proposed by Calderbank and Mazo, and the utility software developed for
computing the coefficients of the analytical equation are presented. In the second
part of this appendix the computational algorithm proposed by Mulligan and
Wilson for the computation of dj,.. is considered. The software code written in
C'is discussed.

B.1 Calderbank—Mazo Description of trellis codes

The general theory of the Calderbank—Mazo [31] formulation of trellis codes was presented in
Appendix A The structure of the analytical description of trellis codes may be determined by
solving its equivalent matrix equation, describing the encoder function as follows [30]:

X =BD (B.1)

where b; = 1 — 2a;, X is the channel signal matrix, B is the Hadamard matrix with elements +1
and D the matrix of constants which determines the code. Calderbank and Mazo show that B is
an orthogonal matrix. Therefore, in order to calculate the coefficients of the matrix D, the matrix
of the channel symbols is calculated from the trellis diagram and the solution for D is obtained

from:
_BTx

2?1.

D (B.2)
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where X is the channel signal matrix, B is the Hadamard matrix with elements +1, and D is the
matrix of constants to be determined. Here n = k 4 v, where k is the number of input bits and v
is the number of memory elements for the trellis code.

In the following the computer software to calculate the coefficients of D is presented. The program
is based on simple matrix algebra, from which an analytical description can be derived by means
of a trellis representation of a code, by knowing the input bits and the corresponding signals in the
modulation signal set.

1 // s===============s===========c============
2 // Program Name: ANALYTIC.CPP

3 7/

4 // Description: EVALUATION OF

6 /f CALDERBANK-MAZO ANALYTICAL
6 [// DESCRIPTION OF TCM

T 1

8 [/ sss====== ==== B ==

9 #include <iostream.h>
10 #include <conio.h>
11 #include <stdio.h>
12 #include <stdlib.h>

13 #include "matrix_d.h" // Includes the matrix algebra routines
14 #include "mathstat.h" // Includes general mathematical and statistical
15 // functions

16 void main(int argc, char *argv[])

17 {

18 Matrix B, A;

19 Matrix £, d;

20 FILE *Config; // Configuration file

21 int i[K], P[X];

22 int a5 by my o n; 05 ps g 85 B T

23 int N, R, C;

24 double element;

25 clrscr();

26 if (arge !'= 2)

27 {

28 cout << "Usage: Analytic Configuration_File"; exit(1);
29 }

30 Config = fopen(argv[i],"rt");

31 fscanf (Config, "%d", &N);

32 R = pow(2,N);

33 for (a = 0; a < K; a++) P[a]l = 999;
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34
35
36
37
38
39
40

41
42
43
44
45
46
47
48

49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65

66
67
68

69
70
5
72
73
74
75
76
(4
78

C = 0;
for (a = 1; a <= N; a++)
{

// C is the number of columns in matrix B
// (i.e. the number of possible solutions of D)
// It is given by

// Sum of all the combinations of N and a, where a=1,...

P[a-1] = Combination(N,a);
C += P[a-1];
}
// Initialisation of matrices
B.Set_dimension(R,C);
A.Set_dimension(C,R);
f.Set_dimension(R,1);
d.Set_dimension(1,C);

// Obtain trellis structure from configuration file
for (a = 1; a <= R; a++)
{
fscanf(Config,"%d", &t);
f(a,1) = t;
}
fcloseall(); // Close configuration file
r=1;

for (a = 0; a < N; a++) // initialise the sliding block input-output

// bits to initial condition (-1,-1,....

ifa] = -1;
clrscr();

cout << "CALDERBANK-MAZO: Analytical Description of TCM coders (c)dvw96\n\n";

cout << MC: = " K 0 <€ "\nts
for (a = 0; a < N; a++)

cout << P[a] << " + ";:
cout << "\n\n";

/[======================z=zz=z=zz===
// INITIALISATION OF MATRIX --- B
//======================zzz==z=====
for (a = R; a > 0; a--)
{

// L=1

for (m = 0; m < N; m++)

B(a,r++) = i[m];
// L =2
for (m = 0; m < N-1; m++)
for (n = m+1; n < N; n++)
B(a,r++) = i[m]*i[n];
// L =3
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79 for (m = 0; m < N-2; m++)
80 for (n = m+1; n < N-1; n++)
81 for (o = n+l; o < N; o++)
82 B(a,r++) = i[m]*i[n]*il[o];
83 //' L =4
84 for (m = 0; m < N=-3; m++)
85 for (n = m+1; n < N-2; n++)
86 for (o = n+l; o < N-1; o++)
87 for (p = o+1; p < N; p++)
88 B(a,r++) = i[m]*i[n]#*ilo]*i[p];
89 // L=65
90 for (m = 0; m < N-4; m++)
91 for (n = m+1; n < N-3; n++)
92 for (o = n+1; o < N-2; o++)
93 for (p = o+1; p < N-1; p++)
94 for (q = p+1; q < N; q++)
95 B(a,r++) = i[m]*i[n]*ilo]*i[p]*ilq];
96 // L=28
97 for (m = 0; m < N-5; m++)
98 for (n = m+1; n < N-4; n++)
99 for (o = n+l; o < N-3; o++)
100 for (p = o+1; p < N-2; p++)
101 for (q = p+1; gq < N-1; q++)
102 for (s = gq+1; s < N; s++)
103 B(a,r++) = i[m]*i[n]*i[o]*i[p]l*ilql*il[s];
104 /l L=1
105 for (m = 0; m < N-6; m++)
106 for (n = m+1; n < N-5; n++)
107 for (o = n+l; o < N-4; o++)
108 for (p = o+l; p < N-3; p++)
109 for (q = p+t1; q < N-2; q++)
110 for (s = q+1; s < N-1; s++)
111 for (t = s+1; t < N; t++)
112 B(a,r++) = i[m]*i[n]*ilo]*il[pl*il[ql*il[s]*i[t];
113 for (m = 0; m < N; m++)
114 {
115 i(m] += 2;
116 if (i[m] == 1) break;
117 else i[m] = -1;
118 }
119 r=1;
120 }
121 e
122 // SOLVE MATRIX --- D
123 //=================z==
124 d = T(T(B)*£/R); // Solve for D
125 printf ("\n\nSolution for coefficients of D:\n* ");
126 for (a = 1; a <= C; a++)
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127 cout << d(i,a);
128 cout << "\n\n***x FIN *¥x";
129 }

B.2 DNiulligan—Wilson Algorithm for computation of dy,..

In this study it was shown to what extent the Euclidean free distance of a TCM and MTCM defines
the asymptotic coding gain of the scheme. Furthermore, it was shown that d free Plays a central
role in determining tighter bounds on system performance. It is stated in the book by Biglieri et
al. that if a single parameter is to be used to assess the quality of a trellis coded scheme, dy,..
is the only sensible one that comes to mind. Therefore, it makes sense to look at an algorithm to
compute this parameter.

The algorithm for computation of dy... is described, as derived by Mulligan and Wilson [80]. Our
presentation here follows from [30] (pp. 128-131). Consider the trellis description of the TCM
scheme. Every pair of branches in a section of the trellis defines one distance between the signals
labeling the branches. If there are parallel transitions, every branch will be associated with an
entire subconstellation (partitioned subset). In this case, only the minimum distance between any
two signals extracted from the pair of subconstellations will be used. The squared distance between
the signal sequences associated with two paths in the trellis is obtained by summing the individual
squared distances. The algorithm is based on the update of the entries of a matrix D). which are the
minimum squared distances between all pairs of paths diverging from any initial state and reaching
a specific pair of states at discrete time n.

In the following we present the computer program to calculate d free- The program requires the
number of states N,, the number of branches leaving a state or re-emerging at a state and the
number of parallel transitions. The signals are sequentially assigned in an configuration input
file, with the signal order corresponding exactly to the signal assignment of the trellis. Following
the signals, there are NV, additional entries, specifying the trellis structure (e.g. fully, half- or
quarter-connected trellis).

1 // ss==ss=ss s=============z====z=s==z===
2 // Program Name: DMIN.CPP

3 //

4 // Description: EVALUATION OF MINIMUM FREE
5 // EUCLIDEAN DISTANCE

6 //

7 /] ================s=====ss==sszz==z=zsz=====
8 #include <conio.h>

9 #include <stdio.h>

10 #include <stdlib.h>
11 #include <iostream.h>
12 #include <math.h>

13 #include <mem.h>
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14 #define FALSE 0

15 #define TRUE 1

16 // =======

17 // GLOBALS

18 /] =s======

19 float #kX, **%xPT, *xCDT, *+TEMP;

20 // ===========z===

21 // PROCEDURE MAIN

22 // =sss============

23 void main(int argec, char *argv[])

24 {

25 FILE *Config;

26 int S, K, KT, D;

27 int TOTAL1, TOTAL2, TOTAL3, TOTAL4, TOTALS, TOTAL6;
28 unsigned int FIRST, STILL:

29 int TD, SN;

30 int C1, G2, C3; // Counters
31 int P> 49, Y, Z, ROWPT, ROW, COL;

32 float MIN, DIST, DMIN, TEMPO;

33 int i, j, k, 1, m, n, r, Itemp;

34 float Ftemp;

35 clxger();

36 if (argc !'= 2)

37 {

38 cout << "Usage: Dmin Configuration_File";
39 exit(1);

40 }

41 cout << "Mullligan & Wilson Computational Algorithm";
42 cout << " = (c) dvw96";

43 cout << "\n\nAssuming Configuration File: " << argv[1];
44 Config = fopen(argv[i],"rt");

45 fscanf(Config, "%d", &S);

46 fscanf(Config, "%d", &K);

47 fscanf(Config, "%d", &KT);

48 fscanf(Config, "%d", &D);

49 [/ ==============

50 // INITIALISATION

51 // ==============

52 TOTAL1 = S*pow(2,K);

53 TOTAL2 = S*pow(2,KT);

54 TOTAL3 = pow(2,KT);

55 TOTAL4 = pow(2,K-KT);

56 TOTALS = pow(2,2%KT);

57 TOTAL6 = S*S;
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58 // ===============z==
59 // MEMORY ALLOCATION

60 // =================

61 Memory_Allocation();

62 // X[TOTAL1] [D]

63 // cDT[S][s]

64 // TEMP[S][s]

65 // PT[TOTAL6] [TOTALS] [2]

66 Y=2=0; // Position indexes
67 /| s==s============z===== == ===
68 // Input channel signals into matrix X
69 s === = ==========
70 for (i = 0; i < TOTAL1; i++)

71 for (j = 0; j < D; j++)

T2 {

73 fscanf(Config, "4f", &Ftemp);
74 X[i1[j] = Ftemp;

75 }

76 for (i = 0; i < S; i++)

77 for (j = 0; j < S; j++)

78 {

79 if (i == j)

80 {

81 CDT(il[j]l = 0.0;

82 TEMP[i][j] = 0.0;

83 }

84 else

85 {

86 CDT[i] [J] = 1000.0;

87 TEMP[1i] [J] = 1000.0;

88 ¥

89 }

90 // s===============zzszsz==========

91 // Initialize Pair-state Table (PT)

92 // ========== EEs===========
93 TD = 0; // Trellis-Depth = 0

94 c1 = 0;

95 for (n = 0; n < S; n++)

96 { // 10

97 fscanf (Config, "%d", &C2);

98 cC2 =C2-1;

99 C3 = 0;

100 SN = 0;

101 j =0; // loop-control variable for column
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102 for (m = 0; m < TOTAL2; m++)

103 { // 20

104 for (1 = 0; 1 < TOTAL3; 1++)

105 £ // 30

106 MIN = 1000.0;

107 for (p = 0; p < TOTAL4; p++)

108 { // 35

109 for (q = 0; q < TOTAL4; g++)
110 { // 38

111 DIST = 0.0;

112 for (r = 0; r < D; r++)
113 DIST = DIST + pow(X[Y+pl[r] - X[Z+q][r],2.0);
114 if (DIST < MIN) MIN = DIST;
115 } // 38

116 } // 35

117 Z = Z + TOTAL4;

118 if (Z >= TOTAL1)

119 {

120 Z=0;

121 Y = Y + TOTAL4;

122 }

123 PT[C1 * S + SN][C3 * TOTAL3 + 1][0] = MIN;
124 PT[C1 * S + SN]J[C3 » TOTAL3 + 1][1] = C2#S+(j+1);
125 j=3+1;

126 if (j ==5) j = 0;

127 } // 30

128 SN = SN + 1;

129 if (SN == 3)

130 {

131 SN = 0;

132 C2 =C2 + 1;

133 C3 =C3 + 1;

134 }

135 } // 20

136 Cl=C1+1;

137 } // 10

138 // s==ss======z=== ==========================
139 // Compute TEMP for the next trellis depth
140 /] ======== ==========zz=z======
141 FIRST = TRUE;

142 DMIN = 1000.0;

143 do

144 {

145 for (i = 0; i < S; i++)

146 { // 70

147 for (j = 0; j < S; j++)

148 { // 80
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149 if ((CDT[il1[j] !'= 0.0 || FIRST == TRUE) &%
150 (CpT[il1[j] < 1000.0 ))
151 { il If 4
152 for (1 = 0; 1 < TOTALS; 1++)
153 { // 90
is4 ROWP1 = i*S + j;
155 TEMPO = CDT[i][j] + PT[ROWPT][1][0];
156 ROW = (int) (PT[ROWPT][11[1] - 1.0)/S;
157 COL = (((int) PT[ROWPT][1][1]) % S)-1;
158 if (COL == -1) COL = S-1;
159 if ((TEMPO < TEMP[ROW][COL]) || (TEMP[ROW][COL] == 0.0))
160 TEMP [ROW] [COL] = TEMPO;
161 if ((ROW == COL) && (TEMP[ROW][ROW] > 0.0) && (TEMP[ROW] [ROW]
162 DMIN = TEMP[ROW] [COL];
163 } // 90
164 } [ IE %
165 } // 80
166 } // 70
167 J// =ss===========z=z=====
168 // Update CDT from TEMP
169 // ====================
170 STILL = FALSE;
171 FIRST = FALSE;
172 for (i = 0; i < 3; i++)
173 { // 120
174 for (j = 0; j < S; j++)
175 { // 130
176 cDT[i][j] = TEMP[i][j];
17T if (i == j) TEMP[i] [j] = 0.0;
178 else TEMP[i] [j] = 1000.0;
179 if (CDT[i]l[j] < DMIN) STILL = TRUE;
180 ¥ // 130
181 } // 120
182 TD = TD + 1;
183 } while ((STILL == TRUE) && (TD < 100));
184 // ======= =========
185 // Presentation of Results
186 /] s=======z=== =TT
187 highvideo();
188 cprintf ("\r\n\nResults:\n\r");
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B.2. MULLIGAN—WILSON ALGORITHM FOR COMPUTATION OF Drreg

189 if (TD >= 100)
190 {
191 cout << "The code appears to be catastrophic after a ";
192 cout << "trellis depth of 100\n";
193 }
194 else
195 {
196 cout << "Minimum Squared Euclidean Distance, Dmin: " << DMIN << "\n";
197 cout << "Trellis Depth = " << TD << "\p";
198 }
199 fcloseall();
200 // s==========
201 // Free memory
202 // ======z=z=z====
203 Free_Memory();
204 }
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APPENDIX C

TRANSFER FUNCTION
DERIVATION

This appendix the Chan—Norton algebraic algorithm for generating the transfer
function of a trellis code is presented. The algebraic method is presented as an
alternative to the better known transfer function derivation by means of graphical
means, 1.e. by graph-reduction of Mason’s rule.

The Chan—Norton algorithm for transfer function derivation is presented [79]. In order to find the
transfer function representing all paths (except the loop at 0, i.e. the modified transfer function is
considered) starting from state 0 and ending at state 0. Firstly the trellis diagram of the encoder
is drawn. Then each branch of the trellis is labeled. The labels can be in general expressed as a
finite sum 3~; a;z™, which is the weight profile (defined in Chapter 6). The summation accounts
for parallel transitions, z is a dummy variable whose exponent n; is the number of bits in error for
that transition and a; is a scalar which could be a function of the SNR or Euclidean distance.

The transfer function T(z) is a quotient of two polynomials, T(z) = f(z)/g(z), say. From the
discussion in [79], the successive coefficients of the transfer function form a linear recurring sequence,
and the denominator of minimal degree can be used using the Extended Euclidean Algorithm
(XEA). The next step is to generate the adjacency matriz A = A(z) of the encoder from the trellis
diagram. For an N state encoder, A is matrix of dimension (N, + 1) x (N, + 1), and A;; represents
the paths with starting state i, ranging from states 0.1,2,..., N,,0’, and ending in state j also
ranging from states 0.1,2...., V., 0.

Importantly, the entries of the matrix will be the labels on the trellis diagram. If the two states
are not joined on the trellis diagram. the entry will be zero in the adjacency matrix. The column
0" represents the first output column. The Agy entry represents the path starting from state 0 and
ending at state 0’. (Note that the first column and last row in A are zero.)

If p is a polynomial, let §p denote the degree of p. Then determine the upper bound for & det (I—A),
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where I is the identity matrix. An upper bound is found by taking the sum of the maximum of
the degrees of each of the columns in J — A, and adding one. Denote this upper bound by M.
Next all the paths starting from state 0 and ending at state 0’ with degree of z less than 2, Le.,
T(z) mod z*M need to be summed. One method is by repeated multiplication of A with the output
column vector. The sum of the first entries in the resulting column vectors is the answer we are
looking for. Let e(z) = T(z) mod M Apply the XEA to 2*M and e(z) until 6 Tnt1 < M; letting
r_y = z2M po = e(z), rig1 = iy = @i41 '7; is obtained, where § ri+1 < éry, l.e., giyq is the quotient
obtained from dividing r;_; by r; with remainder rit+1 for 0 < i < n. The transfer function is then
given by T(z) = rpyy /tnss.

It is important to note that the general complexity of this algebraic algorithm, as is the case with
the graph-reduction method, increases exponentially with the number of states of the encoder. In
the following detail concerning the derivation of the transfer function of the rate-3/4 8-state trellis
code given in Chapter 6 is presented.

The trellis code structure for the fully-connected rate-3/4 trellis code designed in Chapter 6, is
repeated here for convenience. The trellis diagram is illustrated in F igure C.1.

be bs by (b3 by by)

0 0 0 0 15 3 12 5 10 9 6
0 0 1 1 14 2 13 4 11 8 7
0 1 0 15 0 12 3 10 5 6 9
0 1 1 14 1 13 2 1d 4 T 8
1 0 0 3 12 0 15 9 6 53 10
1 0 1 2 13 14 8 7 4 11
1 1 0 12 3 15 0 6 9 10 5
1 1 1 13 2 14 1 7 8 11 4

Figure C.1: Fully-connected R = 3/4 8-state trellis code.

The adjacency matrix, of dimensions (9 x 9) for the 8-state trellis code in Figure C.1 is

Dgl‘ DM.I: Dll‘z D:rI Da.’r 01132 D.qira D13
i 0 0 0 0 0 0 0 0 J

i 50 SI 52 53 54 55 56 57 Sgﬂ T

0 D15.’C Dg.‘l’,‘ 01212 D5I Dlol‘z D9$2 D6$3 DO

0 D14.’L' DQ.'I: 01312 D4.’C Dnl‘z Dgiﬁz D7I3 D1

0 Dol’ Dlzl‘ D3I2 DlgI D5I2 D6I2 Dg.’r‘?’ D15
'-1(.17) . 0 .DlI D]g.r DQ.Z.‘Z Du.r D41‘2 DT(L‘Z DS:ES D14 (C 1)
i - 0 Dum DUI D15JL‘2 Dgl‘ Dsdfz D5.’u"2 Dlgl's D3 '

0 D13$ Dll‘ DHJL‘E Dgl‘ D7.’I‘2 D41‘2 D]]Ia Dg

0 D3.'I.' D15.17 Do;l’.'z DGI Dgl‘z Dlo.l‘z D5$3 Dlg

0 2

0

where Dy ... D;5 are nonzero scalar labels of the trellis diagram. An upper bound, M for ddet(I—A)
is easily found as the sum of the maximum of the degrees of each of the columns in (I = A), and
adding one. The bound is M = (1+1+2+1 +2+2+2+3+0)+1 = 14. Therefore, we need to
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find all the paths from So to Sor, that have degree less than 2M = 28. This is found by repeated
multiplication of matrix A with an output column vector, for instance

Ch

I
NN
S
W
a
o

After some mathematics (computer mathematics by means of "Mathematica” [97]) the transfer
function of this trellis code is given by (see (5.14))

7(D) — D*° +24D% — 16D18 4 43D8 | 24 p24
(D)= 2+ 18D% - 8D8 + D12

(C.3)

By substituting D = ezp(—E,/N,) in equation (C.3), the transfer function is readily obtained.

In conclusion, it is stated that the foregoing algebraic algorithm, however less severe in terms of
required effort compared to the graph-reduction methods, is not at all straight forward and demands
still a lot of work by the trellis code designer in order to obtain the final expression for the transfer
function.
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APPENDIX D

SET PARTITIONING FOR
Q?PSK/MTCM CODE DESIGN

In this appendix the subsets obtained from the first and second partition levels,
for the multiplier integer n = 11 as required in the MTCM analysis of Chapter 6,
section 6.1.1, are presented. Only the subsets obtained for a multiplicity, k£ = 2

D.1 CODE CARDINALITY OF 16

peignt gty 0 1 8 9

1 11 9 3 1 12 9 g4

2 6 10 14 2 7 10 15

) 3 L.u ¥ ) 3 2 11 10
40 ® By = 4 12 12 ¢ A0B By = | 2 18
5 7. 13.uis 5 8 13 9

6 2 14 1p 6 3 14 11

il < SR T 7T 14 15 6
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D.1.

CODE CARDINALITY OF 16

[0 2 8 10 ] [0 3 8 11
1 13 9 5 1 14 9 6
2 8 10 0 2 9 10 1
3 3 11 11 3 4 11 12 _
Ao ® By = 4 14 12 Ag® B3 = i 15 19 7 (D.2)
5 9 13 1 5 10 13 2
6 4 14 12 6 7 14 13
|7 15 15 7 | |7 0 15 8 |
[0 4 8 12 ] [0 5 8 13
115 9 7 1 0 9 8
2 10 10 2 2 11 10 3
3 11 13 3 6 11 14
A®Ba=|, ¢ 19 g | A®B=|, 1 199 (D-3)
5 11 13 3 5 12 13 4
6 6 14 14 6 7 14 15
[ 7 1 15 9 | | 7 2 15 10 |
[0 8 14 ] [0 7 8 15 ]
1 9 9 1 2 9 10
2 12 10 4 2 13 10 5
3 7 11 15 3 8 11 0
Ao ® Bg = 4 9 12 10 Ao ® By = i1 3 12 11 (D.4)
5 13 13 5 5 14 13 6
6 8 14 6 9 14 1
| 7 3 15 11 | | 7 4 15 12 |
[0 8 8 0] (0 9 g 1177
1 3 9 11 1 4 9 12
2 14 10 6 2 15 10 7
3 9 11 1 , |3 10 11 2 .
4do®Bs=| , 12 12 4@Bo= |, 5 19 13 (D.3)
5 15 13 7 5 0 13 8
6 10 14 2 6 11 14 3
|75 15 13 | (7T 6 15 14 |
[0 10 g 2] [0 11 8 3
1 5 9 13 1 6 9 14
2 0 10 8 3 1 10 9
3 11 11 3 Z 12 41; 4
4®Bw=|, ¢ 15 4 Ad®Bu=|, -+ 19 15 (D.6)
5 1 13 9 5 2 13 10
6 12 14 4 6 13 14 5
|7 7 15 15 | | 7 8 15 0
160
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D.2. CODE CARDINALITY OF 8

[ 6 12 8 4 8 13 8 5
i} & 9 15 E 9 0
o 3 10 10 213 10 11
< T K smaz 11 e
Ao ® B2 = 4 8 12 0 Ag @ B3 = : g 12 1 (D.7)
5 3 13 11 5 4 18 12
6 14 14 6 6 15 14 7
[ 7 9 5 1 | T 21088 455 2 |
[0 14 8 6 ] [0 15 8 T
1 9 9 1 ini6e B 2
2 4 10 12 2 5 10 13
% 15 11,7 , "rSe0 11 8
A®Bu=|, 17 19 9 d@Bis=1|, 11 19 3 (D-8)
5 5 13 13 5 6 13 14
6 1 14 8 6 1 14 9
|7 11 15 3 | [ 7 12 15 4 |
D.2 CODE CARDINALITY OF 8
[0 0 4 8] [0 11 4 3 ]
1 6 5 14 1 1 5 9 _
Co ® Do, = 2 12 6 4 Co® Doy = 2 7 6 15 (D.9)
(3 2 7 10| (3 13 7 5 |
[0 1 4 9 ] [0 12 4 4 ]
| |1 7 35 15 =y 2l 2l 5 10
Co® Dy = 2 192 6 5 Co® Dqp = 2 8 6 0 (D.10)
3 711 | 13 14 7 6 |
o 2 1 10 [0 13 4 5 ]
. 1 8 5 0 K |1 3 5 11
CO\'&‘ D?a— 2 14 6 6 CQ\_‘,-ng— 2 9 6 (D'll)
ERE! 7 12 (315 7 7 |
0 3 4 11 0 14 4 6
1 9 5 1 |1 4 59
Co®Dsa= | 15 6 7 Co® Dy = | 0 6 2 (D.12)
30 7 8 3 0 7 8
0 4 4 12 0 15 4 7
1 10 5 2 1 5 5 13
0 GO = < e
Co® Dy 2 0 6 8 Co® Dy 2 11 6 3 (D.13)
3 6 7 14 | 79
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D.2. CODE CARDINALITY OF 8

[0 5 4 13] 000 4 87
letl -~ 5.3 A hipé -5 14
Co® Ds, = 2 1 6 9 Co® Dsp = 2 12 6 4 (D.14)
13, 7 . 7 15 | SN2 ;% g |
[0 4 14 ] 5T T S
112 5 4 10T 455158 i
Co® Dg, = 2 9 6 10 Co ® Dey = 213 6 5 (D.15
(3,8 7.0 | 98- 7 el |
[0 7 4 157 0 2 4 107
113 5 5 1 8 5 0
Co® Dz, = 9 3 6 11 Co® D7y = 2 14 6 6 (D.16)
39 7 1| 3 4 7 12
[0 8 4 0] 0 3 4 11]
1 14 5 6 1 9 5 1 ~
Co® Dg, = 2 4 6 12 Co® Dg, = 2915 6 7 (D.17)
(3 10 7 2 | 3 5 7T 13
[0 4 1] 0 4 4 127
1 15 5 7 110 5 2
Co® Dg, = 29 5 6 13 Co® Dy = 20 6 8 (D.18)
(3 11 7 3 | 3 6 7 14|
[0 10 4 2] 0 5 4 13]
| |1 0 5 8 N 111 5 3 .
Co ® D1, = 2 6 6 14 Co® Dyop = 2 1 6 9 (D.19)
|3 12 7 4 | 3 7 7 15|
[0 11 4 3] 0 6 4 14 ]

- 11 5 9 112 5 4 _
Co®Dua= |, 7 6 15 Co@Dus= |5 6 10 (D-20)
|3 13 7 5 | 3 8 7 0|
[0 12 4 4] 0 7 4 15]

1 2 510 |1 13 5 5 _
Co ® Dy2q = 2 8 6 0 Co® Dizp = 2 3 6 11 (D.21)
(3 14 7 6 | 39 7 1 |
[0 13 4 5] 0 8 4 0]
1 3 5 11 - |1 14 5 6
Co ® Dy3, = 9 g 6 1 Co® Dyzp = 9 4 & 19 (D.22)
(3 15 7 7 | 310 7 2 |
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D.2. CODE CARDINALITY OF 8

0 14 4 6 0 9 4 1
1 4 5 12 1 15 5 7
©0ODua=1y 19 § 5| Co®Dw=|, 6 13 (B:23)
3 0 7 8 | 3 11 7 3 |
0 15 4 7] 0 10 4 2]
1 3 5 13 _|1 0 5 8 _
Co @ Dysq = 2 11 6 3 Co® Dysp = 2 6 6 14 (D.24)
3 1 7 9 | 3 12 7 4 |
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