CHAPTER 1: GENERAL INTRODUCTION

1.1 INTRODUCTION

In many ways, macroeconometric modelling has provided crucial support to decision-making units at both national and international level. The prediction ability of reliable macroeconomic models has helped to improve the performance of world economies over the years. The building of advanced structural dynamic equation models tested on past data for forecasting experiments has improved the reliability of macroeconomic modelling. More policy makers are making use of such models while most donors rely on the output of these models when it comes to making decisions on fund allocation. In addition, credit allocated to progressive macroeconomic modelling has largely been enhanced by the introduction of social ingredients such as health and education.

The understanding of the macroeconomic returns on human capital has stimulated larger interest from both academics and donors. On many occasions, the two groups have been called to work on common grounds to bring helpful solutions to the issue. However, several aspects of the dilemma remain unattended. Regions of the world that portray the poorest macroeconomic progress are the most vulnerable to human calamities. This constitutes a heavier burden placed on national budgets. The South-to-North dependency relationship remains pertinent as far as education and/or health is concerned. The inadequate health and education systems found in the poor regions of the world (mainly Sub-Saharan Africa) have largely contributed to the widening of the technological gap among developed countries and many of the less fortunate underdeveloped economies. This issue has been identified as part of the world’s developmental priorities on several occasions (see Millennium Development Goals, 2000)\(^1\). Nevertheless, for several economies where lack of good governance has eroded the efficiency of donors’ actions, more drastic solutions are needed.

\(^1\) The **Millennium Development Goals** comprise of eight goals that were established by 189 UN (United Nations) member states during the Millennium Summit held in 2000. The aim is to achieve the goals by the year 2015.
On many occasions, budget restrictions have forced policy makers to prioritise funding requirements using the criteria of return on investment. Development opportunities (sectors or areas) that have been identified as more productive (higher and faster return) have received larger consideration than others.

### 1.2 PROBLEM STATEMENT AND OBJECTIVES OF THE STUDY

This thesis investigates the prediction ability of a Marshallian Macroeconometric Model Disaggregated (MMM-DA) by economic sectors, accounting for health and education through a coefficient of ‘labour effectiveness’. This coefficient of effectiveness\(^2\) as well as the country’s technological diffusion process are thoroughly analysed in the second chapter of this thesis using complementary econometric techniques such as: (1) Iterative Seemingly Unrelated Regressions (ISUR); (2) the Fixed Effects Model; and (3) the Holt Winter Exponential Filter. As part of its findings, the second chapter suggests that the use of effective labour does not reduce the model’s prediction ability. It rather renders the model more flexible, making it more accommodating for social impediments.

The core model presented in this work constitutes a major contribution to both the South African modelling literature and the existing literature on MMM-DA. At present, a MMM-DA has never been built for the South African economy. Also, the original version of the model did not include: (1) social ingredients; (2) an entry cost; and (3) the foreign sector. However, all these components have been successfully incorporated in the MMM-DA in the third chapter of this thesis. Additionally, this chapter suggests that, when carefully implemented, freedom (Thatcher-like) reforms might uplift overall South African economic growth to as high as 5.1 percent (for a 1 percent shock) and 8.1 percent (for a 10 percent shock). These figures are obtained within a reasonable margin of error (1.28). The Thatcher-like policy experiments conducted mainly focus on: (1) the entry cost (to promote a free market); (2) tax cuts (to raise consumers’ power parity); and (3) improving the level of human capital. The modelling approach developed in chapter 3 is supported by a comparative analysis

---

\(^2\) The level of human capital per capita modelled with health and education as explanatory variables.
between: (1) the Autoregressive Leading Indicators Model of order three (benchmark model); (2) the MMM-DA using ISUR without shrinkage; (3) the MMM-DA using ISUR with shrinkage; and (4) the MMM-DA run using Markov Chain Monte Carlo Simulations (MCMC) and Direct Monte Carlo Simulations. Enough evidence could be garnered to advocate the use of the MMM-DA as a tool in improving forecasting models.

1.3 SIGNIFICANCE OF THE STUDY

As it was highlighted earlier, the flexibility and the comprehensiveness of the present thesis in terms of: (1) macroeconomic returns on human capital; and (2) improved forecasting ability of the model through sectoral disaggregation and entry/exit of firms; contribute in providing accurate guidance to policy makers (South African in particular). The modelling exercise described in this thesis has been used to assess several types of reforms (including reforms on human capital) and their applicability to the South African economy.

As it has been shown, and emphasised strongly for many years by Richard Stone, Guy Orcutt, Milton Friedman, Franco Modigliani, and many others, disaggregating wisely and using reliable disaggregated data can lead to significantly improved explanations and predictions. For some recent empirical examples and references, see Zellner and Israilevich (2005). Note that with disaggregation, one not only avoids the negative effects of "aggregation biases" of the sort that is emphasised in the literature, but one also gains extra precision in estimation and prediction. Added precision is gained not only in predicting outcomes for individual sectors, which is impossible with aggregate data, but also extra precision in predicting "totals" or macroeconomic variables as shown theoretically and empirically in some more recent papers, with or without shrinkage (Stein, 1962). These views are supported by De Alba (1991) and others. The rigor undertaken in assessing the forecasting ability of the models used in this thesis will reassure the reader concerning their reliability.

1.4 OUTLINE OF THE REST OF THE STUDY

An outline of the study is as follows. In chapter 2, the functioning and the impact size of social ingredients, essentially health and education, at sectoral level is
investigated using South African data. Additionally, the chapter analyses the country’s conditional convergence process for the selected sectors. Afterwards, the MMM-DA model and its variants are developed in chapter 3. This chapter presents (1) all the estimation techniques used, (2) the fit and the predictive performance of the MMM-DA as compared to its benchmark autoregressive leading indicator (ARLI) model, and (3) an evaluation of the (Thatcher-like) Freedom Reforms’ effects on the growth rate of the South African economy using our MMM-DA. Finally, in the concluding chapter (chapter 4), the results are summarized and direction for future work is indicated. The more technical algebra related to the models together with additional figures and tables of estimates can be found in the different appendices. The last two sections of the appendix section briefly describe (1) the market dynamics for medical products, and (2) the life cycle utility maximization under the probability of death between periods.
CHAPTER 2: SOCIAL INGREDIENTS AND CONDITIONAL CONVERGENCE IN THE STUDY OF SECTORAL GROWTH

2.1 INTRODUCTION

The importance of health as a component of human capital has captivated the attention of several researchers in macroeconomics as well as policy makers. Developments in the world economy are closely linked to health related predicaments. The labour force through its productivity sees its contribution to economic growth enhanced by human factors such as: the workers’ endurance and capacities (mental or physical); the workers’ aptitude to make use of their reasoning ability; the workers’ devotion to delivering efficiently on time; etc. (Canning & Bloom, 2005). The design of any valid macroeconomic policy cannot be performed without inclusion of a health component. Health and education too, might be considered as human capital determinants. Although health on its own constitutes an important ingredient in any growth or development study, both require a particular consideration, especially with regard to their effects on effective labour.

The disaggregating approach used in this study helps with comparison of the effects of increased investment in health or schooling at the sectoral and national levels. One cannot disregard the fact that a healthier worker with higher educational background and more experience is usually more productive. Therefore, the use of physical labour force features while ignoring the effectiveness aspect is no longer sufficient in explaining the production setting. This study acknowledges the fact that technological components also have a labour-related contribution. The coefficient of effectiveness used in this study implicitly includes the level of health and schooling investment per worker as well as the level of experience. It remains plausible that other labour augmentation factors have been omitted in this analysis. Nevertheless, useful outcomes can be extracted.

The importance of health in macroeconomic models is much more perceptible in the developing world where the majority of economies are labour intensive. A stronger level of labour effectiveness will tend to give rise to higher economic growth and vice
versa. Further evidence of these effects has been garnered using microeconomic approaches (Strauss & Thomas, 1998).

The objective of this chapter is to show that the development of a full-fledged macroeconomic model employing effective labour is a valid exercise and that it is much more informative than traditional macroeconomic models. Secondly, the chapter aims to present evidence that the outcomes of investment in health and/or schooling differ according to the sector targeted. Parameter estimates for South African economic sectors are discussed and, under very specific assumptions, the model can be regarded as representative of other African economies. Accordingly, this chapter incorporates an analysis of the technological diffusion process in South African growth sectors.

Health has often been measured in terms of life expectancy. From an expenditure perspective, per capita (or per worker) health expenditure can also be used as an indicator of health when data on life expectancy are unavailable. The same measure, i.e. using expenditures as a proxy, is applicable for schooling. The pathways investigated in this chapter are plausible in explaining the macroeconomic effect of health and schooling in the South African economy, although, data restrictions impose limitations on the study. Consequently, analysis could only be performed on five sectors, namely: (1) Agriculture; (2) Mining; (3) Construction; (4) Transport and Communications; and (5) Manufacturing; spanning the period from 1995 to 2006.

2.2 BACKGROUND

As mentioned earlier, social ingredients, which appear in various forms in the growth literature, have a relatively rich history. They underscore most of economic thinking on the issue. Health and education are among the most important social ingredients referred to in macroeconomic studies. As mentioned earlier, in most of the references studied, health is presented in the form of life expectancy while a weighted average of total years of schooling is used as a proxy for education.

The use of effective labour, defined in terms of social variables, has produced interesting outcomes in terms of policy analysis. A study conducted by Fogel (1994)
provides evidence that a large part of British economic growth in the 1970s was the result of a larger volume of effective labour inputs. Effective labour input was associated with workers with improved health and sufficient nutrition. Very similar results were obtained for the Korean economy where improved nutrition caused available labour input to rise by one percent for the period 1962 to 1995 (Sohn, 2000).

The effects of health improvement on economic growth follow different channels that converge towards income growth (Bloom et al. 2000, 2003, 2004). Investment in human capital associated with labour market participation and worker productivity have influenced the path of economic growth.

An interesting debate raised around the macroeconomic effects of health is that many regressions run in past studies were unable to indicate whether the coefficients obtained were the true reflection of the direct benefits of health on growth or whether they were just a proxy for other mismeasured variables (Bloom et al. 2003). In order to assuage this criticism, Bloom et al. included health in a full-fledged production function and conducted several tests to determine the direct effect of health on labour productivity. Their model encompasses multiple dimensions of human capital in an aggregate growth function. The combination of life expectancy and years of schooling used by Bloom et al. (2005) in their modelling of a coefficient of effectiveness using a panel of countries (Penn World Tables version 6.0) for the time period 1960 to 1995 remains a major contribution to the macroeconomics of health. A few questions could be raised with regard to the assumption that the coefficient of effectiveness equals one whenever life expectancy and years of schooling simultaneously equal zero. In this regard it is important to highlight the fact that the two parameters are specified as summing to unity. When health (life expectancy) equals zero the coefficient of effectiveness will automatically equal one no matter what value the parameter of schooling takes. In fact, it is hardly conceivable that a workforce unit can increase its effectiveness just by using schooling. In this study, a third factor has been introduced, namely a constant that capture any omitted variable. When a worker has no life expectancy, none of the other factors can improve his effectiveness. However, when a worker has some life expectancy with a certain level of education, his effectiveness will be increased by a higher level of experience. The present research does not
involve enough tests which indicate whether or not the impact of experience in the coefficient of effectiveness is mixed up with other mismeasured factors.

It is a difficult exercise to establish whether quantitative evidence of the relationships between education (schooling) and economic growth exists. The majority of studies previously conducted on schooling as a social ingredient to economic growth have made use of variables such as: school enrolment; literacy rates; years of schooling; etc. Schooling implies better skills and higher productivity and a higher level of education in the workforce increases the absorption rate of technology (Barro et al., 2000). The interesting question raised in Barro’s study relates to the adequacy of these variables in the measurement of the stock of available human capital. The matter is addressed by measuring education levels for a panel of countries conducted on intervals of five years. The research provides relevant findings in terms of advice on how to measure the macroeconomic impact of schooling. The authors make adjustments to cover missing observations using gross school enrolment features capturing the movement from students repeating years. Additionally, the average years of schooling used in the research account for amendments in the total number of years of schooling in the panel. This chapter addresses the issue slightly differently, by taking the public expenditure side into consideration. Both health and schooling are defined in terms of per capita expenditure. It might be unwise to argue that more money spent by the government on schooling or health will directly translate into a larger contribution of these two factors to economic growth. However, once it is assumed that government expenditure is efficient, higher per capita expenditures on health or schooling translates into a greater investment in human capital which can then be expected to generate higher worker productivity. By expenditures on schooling we mean real expenditures per member of the school age population. We could not use a direct measure of average years of schooling of the labour force since this type of data is currently unavailable or hard to access at sectoral level. Addressing the issue from an expenditure point of view eliminates some of the criticisms made towards earlier studies concerning potential bias that could occur in estimating the macroeconomic effects of health (through life expectancy) in countries or sectors with

---

3 The use of public expenditures figures on health and education may present some drawbacks. During major health outbreaks, public expenditures on health may be subject to unusual increases. In this study, the use of seasonally adjusted data helps assuage this weakness.
high life expectancy. These countries or sectors tend to have older workforces (the ageing phenomenon) meaning that expenditure on health and schooling do not always translate into greater labour productivity. Nevertheless, older workforces with higher experience are meant to be more productive as long as they remain within the working age. Data constraints have forced us to use expenditure measures in lieu of superior direct measures for education and health.

2.3 THE THEORETICAL MODEL

Production functions

In this chapter an economy with \( n \) sectors operating at time \( t \), each with a Cobb-Douglas production specification (Zellner, 2003) is assumed:

\[
Q_n = A_{Ni} (z_n L_n)^{\alpha} K_n^{\beta}
\]

with:
- \( A_{Ni} \): Neutral technological change factor in sector \( i \);
- \( z_n \): Labour augmentation factor reflecting changes in labour quality (level of human capital in per capita terms).

From the existing literature (see Bloom et al.), the coefficient of effectiveness is developed through the following equations:

**Effective wage:**

\[
w_e = zw
\]

**Labour effectiveness\(^4\):**

\[
z = e^{\gamma s + \delta h}
\]

**Aggregate level of human capital:**

\[
Z = \sum_i e^{\gamma s_i + \delta h_i}
\]

**Log of aggregate level of human capital:**

\[
\ln Z = \sum_i (\gamma s_i + \delta h_i) / L + \sigma^2 / 2
\]

**New logged aggregate production:**

\[
\ln Q = a + \alpha (\ln g L + \gamma s + \delta h) + \beta \ln K
\]

By logging the production function while including the \( z \) function, two equations are obtained:

\[\text{equations}\]

\(^4\) This normalisation of the effective labour unit to one with zero \( s \) (per capita expenditure on schooling) and zero \( h \) (per capita expenditure on health) has been borrowed from Bloom et al. (2005). However, the use of a constant or a time trend improves the definition of estimation or calibration of \( z \).
\[ \ln Q_{it} = \ln A_{N,t} + \alpha \ln z_{it} + \alpha \ln L_{it} + \beta \ln K_{it} \]  
\[ \ln Q_{it} = \ln A_{N,t} + \alpha \gamma s_{it} + \alpha \delta h_{it} + \alpha c_{it} + \alpha \ln L_{it} + \beta \ln K_{it}. \]

In (5), \( \sigma \) represents the standard deviation of the log of wages (lnw). The growth accounting equation is obtained by differentiating both sides of equation (8) with respect to time. In this regard, this section provides a theoretical discussion of two variants of the problem (see sub-sections 2.3.1 and 2.3.2). Another plausible option (see sub-section 2.3.3), relies on the fact that workforces go through a process of recruitment before they form part of a specific industrial sector. Should the given sector decide to recruit a worker, a minimum level of investment on health and education should be observed in the individual. In other words, at recruitment, the worker is expected to have a certain level of education while being in good health. Therefore the model specification can be written as follows:

\[ z_{it} = e^{\gamma (s_{it} - s_{o}) + \delta (h_{it} - h_{o}) + c_{i}}, \]  

where \( s_{o} \) and \( h_{o} \) are the minimum levels of money invested in schooling (education) and health per unit of workforce, respectively. The more money is invested in the worker in terms of health and education, the more productive the worker will be. It is a delicate exercise to find the threshold in terms of basic requirements per industrial sectors (\( s_{o} \) and \( h_{o} \)).

2.3.1 A general approach without specific disentangling of \( A_{N,t} \) (assumed to be constant over time)

\[ \dot{Q}_{it}/Q_{it} = \alpha \gamma s_{it} + \alpha \delta h_{it} + \alpha \dot{L}_{it}/L_{it} + \beta \dot{K}_{it}/K_{it}; \]  

\[ G_{Q} = \dot{Q}/Q; \]

\[ G_{L} = \dot{L}/L; \] and

\[ G_{K} = \dot{K}/K. \]

The growth accounting equation can be written as follows:

\[ G_{Q} = \alpha \gamma \dot{s}_{it} + \alpha \delta \dot{h}_{it} + \alpha G_{L} + \beta G_{K}, \text{ and} \]
\[ G_0 = \alpha (\gamma s_t + \delta h_t + G_L) + \beta G_K. \]  

(12)

Assuming an annual increase \((dt = 1)\), increasing investment in human capital, for example health per capita by one monetary unit, will lead to a \(\alpha \delta\) increase in the growth rate of output. Additionally, an increase by one monetary unit of schooling expenditure per capita will cause the growth rate of output to increase by \(\alpha \gamma\). Using these outcomes, a comparison between the effects of more investment in human capital on the growth rate can be validly made and some policy recommendations in terms of a sectoral scheme of expenditures in both health and schooling can be suggested.

2.3.2 A more specific approach that includes HIV factors which affect \(z_u\), assuming that technological factors vary across time

The two HIV-related factors included in this scenario are the death rate and the absenteeism rate due to an advanced stage of the infection. These factors are considered among variables affecting the labour augmentation factor.

\[ Q_{it} = A_{Nit} [z_{it}(a_{it}; d_{it}; o_{it}) L_{it}]^\alpha K_{it}^\beta \]

(13)

with:

- \(a_{it}\): Work absenteeism observable in HIV patients;
- \(d_{it}\): Death rate associated to HIV pandemic;
- \(o_{it}\): Other omitted factors linked to labour productivity.

Once again, by logging both sides of equation 13 and deriving it with respect to time, the following growth accounting equation is obtained:

\[ \ln Q_{it} = \ln A_{Nit} + \alpha \ln z_{it}(a_{it}; d_{it}; o_{it}) + \alpha \ln L_{it} + \beta \ln K_{it}. \]

(14)

Thereafter, by deriving the total equation with respect to time, the following is obtained:

\[ \frac{\dot{Q}_{it}}{Q_{it}} = \frac{\dot{A}_{Nit}}{A_{Nit}} + \alpha \left[ \frac{\partial \ln z_{it}}{\partial a_{it}} \frac{da_{it}}{dt} + \frac{\partial \ln z_{it}}{\partial d_{it}} \frac{dd_{it}}{dt} + \frac{\partial \ln z_{it}}{\partial o_{it}} \frac{do_{it}}{dt} \right] + \alpha \frac{\dot{L}_{it}}{L_{it}} + \beta \frac{\dot{K}_{it}}{K_{it}} \]

(15)
\[ G_L = G_{AN} + \alpha \left( \frac{\partial \ln z_{it}}{\partial a_{it}} \frac{da_{it}}{dt} + \frac{\partial \ln z_{it}}{\partial d_{it}} \frac{dd_{it}}{dt} + \frac{\partial \ln z_{it}}{\partial o_{it}} \frac{do_{it}}{dt} \right) + \alpha G_L + \beta G_K. \]  

(16)

Assuming that ARV (Antiretroviral) policies are well implemented and that both absenteeism and death rates decrease over time, the result will be that the output growth rate in the economy will be strengthened. Alternatively, assuming an increase in \( a \) and \( d \) over time, the overall output growth rate will be reduced accordingly. Good health policies in terms of HIV should cause a reduction in both absenteeism and death rates in all economic sectors in turn supporting more sustainable economic growth. Both \( a \) (absenteeism rate) and \( d \) (death rate) are assumed to be diminishing over time assuming that ARV policies reduce the magnitude of both \( a \) and \( d \). We assume that the HIV prevalence rate itself follows a sigmoid pattern (see figure 2.1).

![Figure 2.1: HIV Prevalence over time](image)

Considering the sigmoid approach, this issue can be addressed in a slightly different manner. In the African context, policy measures have very little effect on controlling the dynamics of HIV/AIDS. For this reason, referring to related literature, one can depict the production implications of HIV/AIDS through a non-linear function assumed to be logistic. The first stage of HIV prevalence is expected to be exponential. However, as antiretroviral treatment is supplied together with other preventive and counter-cyclical actions, the prevalence decreases and is expected to become completely preventable.
Herewith the parameters introduced in the labour augmentation factor concerning HIV:

- \( h(t) \): HIV prevalence rate;
- \( a(t) \): work absenteeism observable in HIV/AIDS patients;
- \( d(t) \): death rate associated with HIV/AIDS pandemic.

The following is assumed:

\[
h(t) = \frac{\varphi_i}{1 + e^{-t}} = \varphi_i \frac{e^t}{1 + e^t}; \tag{17}\]

\[
a(t) = \varphi_i \frac{e^{t-a}}{1 + e^{t-a}}; \quad \text{and} \quad \tag{18}
\]

\[
d(t) = \varphi_i \frac{e^{t-d}}{1 + e^{t-d}}; \tag{19}\]

with:

- \( \varphi_i \): parameter, assumed to be constant\(^5\) over time in the model that captures the link of HIV prevalence with sectoral production;
- \( a \): average period\(^6\) observed for a tested HIV positive individual to develop AIDS symptoms;
- \( d \): average period observed for a tested HIV positive individual to die of AIDS: \( d > a \).

Absenteeism occurs with a time lag of \( a \) periods relative to the infection stage. In other words, the longer \( a \) is, the larger the gap becomes, and the smaller the negative effects of the pandemic on economic growth. The same applies to the death rate.

Death occurs with a time lag of \( d \) periods relative to the infection stage.

Applying the concept of derivatives to this second variant, the relevant information can be derived in a similar way to the first variant discussed earlier.

\(^5\) This assumption can validly be removed since this parameter is supposed to change over time.

\(^6\) This period could also be assumed as the average across SSA (Sub-Saharan African) countries (3 years) with \( t \) (time of reference based on the HIV prevalence).
\[ a(t) = \varphi_i \frac{e^{t-a}}{1 + e^{t-a}} \]

\[ a(t) = \varphi_i \frac{1}{1 + e^{-(t-a)}} \]

\[ \lim_{a \to \infty} a(t) = \varphi_i , \]

The larger \( a \) is, the smaller \( a \) becomes (work absenteeism as a function of time observable in an infected patient). An adequate ARV treatment supply or a complete eradication of the infection leads \( a \) to tend toward infinity. In fact, infinity in this case only means that the worker will actually never be absent from work because of an HIV infection. Infinity therefore refers to the time of the worker’s normal resignation. In other words, an infected patient who receives adequate ARV supply will probably never be absent from work due to HIV infection\(^7\). Linking this to the growth accounting equation, the negative effect of \( a(t) \) in \( A_{iN} \) will disappear or rather, the derivative of \( a(t) \) goes to zero at \( t \) equals infinity because absenteeism levels off once it reaches a ceiling. In other words, the effect stops getting worse.

\[ \frac{\partial a(t)}{\partial t} = \varphi_i \left( \frac{e^{-(t-a)}}{1 + e^{-(t-a)}} \right)^2 = \varphi_i \left( \frac{1}{1 + e^{-(t-a)}} \right) \left( \frac{1}{1 + e^{(t-a)}} \right) \]

\[ \frac{\partial d(t)}{\partial t} = \varphi_i \frac{e^{-d}}{1 + e^{-d}}^2 = \varphi_i \left( \frac{1}{1 + e^{-d}} \right) \left( \frac{1}{1 + e^{(t-d)}} \right) , \text{ with} \]

\[ \lim_{a \to \infty} \frac{\partial a(t)}{\partial t} = 0 \text{ and } \lim_{d \to \infty} \frac{\partial d(t)}{\partial t} = 0 . \]

As \( a \) increase, \( a(t) \) across time will be reduced until it reaches 0.

\(^7\) It is important to note that several forms of drug-resistant HIV virus with more rapid mutation exist and therefore traditional ARV treatment can simply not produce the expected results. However, in this study the concern is much more on the commonly known form of the virus.
2.3.3 Each of the two social ingredients includes a minimum level required at recruitment

In this sub-section, we introduce a minimum level required for each worker in terms of health \((h_o)\) and schooling \((s_o)\) prior to enrolment in an industry. This expansion in our reasoning is much more in compliance with job market realities. Each industry has particular set of requirements that need to be met by workers prior to their employment.

\[
Z_{it} = e^{\gamma (s_i - s_o) + \delta (h_i - h_o) + c_i}, \quad \text{and}
\]

\[
\ln Q_{it} = \ln A_{it} + \alpha [\gamma (s_i - s_o) + \delta (h_i - h_o) + c_i] + \alpha \ln L_{it} + \beta \ln K_{it}.
\]

The growth accounting equation is redefined as follows:

\[
\frac{\dot{Q}_{it}}{Q_{it}} = \dot{A}_{it}/A_{it} + \alpha\gamma s_i + \alpha\delta h_i + \alpha \ln L_{it}/L_{it} + \beta \ln K_{it}/K_{it},
\]

with:

\[
\dot{s}_i = s_i - s_o; \\
\dot{h}_i = h_i - h_o; \quad \text{and}
\]

\[
\dot{G}_Q = \dot{G}_A + \alpha \gamma s_i + \alpha \delta h_i + \alpha \dot{G}_L + \beta \dot{G}_K.
\]

Using this form of the growth accounting equation it is understandable that, whenever recruitment criteria are tightened, the per capita expenditures need to be increased as well, otherwise a negative effect on growth will be observed.

2.3.4 Considering the diffusion process

Using the diffusion\(^8\) process (Bloom, Canning & Sevilla, 2002b) across sectors, the following equation is introduced:

\[
\Delta A_{it} = \lambda (\bar{A}_{it} - A_{i,t-1}) + \varepsilon_{it}.
\]

Each sector has a ‘ceiling’ level given by \(\bar{A}_{it}\). Recall that \(A_{it}\) represents the level of technological factor productivity of country \(i\) in period \(t\). The sector adjusts toward

---

\(^8\) From a broad perspective, the diffusion process can be referred to as the outcome (solution) of a system of stochastic differential equations. Several processes such as ‘Brownian Motion’ can be referred to as being part of a diffusion process.
this level at a rate $\lambda$. $\lambda$ depends on the sector characteristics and the country’s level of technology.

$$\bar{A}_t = \delta X_t + b_t, \text{ with }$$

(28)

with $b_t$ : time dummy representing the current level of national TFP (Total Factor Productivity).

By including this specific dummy variable, it is assumed that the convergence of sectoral TFPs is analysed in accordance with a national TFP. For the latter reason, this study makes use of fixed effects models. Note that in this subsection, $A_t$, which accounts for all the components of TFP including labour effectiveness, is used instead of $A_{nit}$, which only includes the neutral part.

Lagged technology can be measured by substituting equation 28 into equation 27 so that the following is obtained:

$$\Delta A_t = \lambda_t (\delta X_t + b_t - A_{t-1}) + \varepsilon_t.$$

(29)

with $X_t$: the complete set of sector-specific variables that has an impact on $A_t$.

The higher $\lambda_t$ is, the faster the movement towards a complete diffusion process and the lower $\lambda_t$, the slower the diffusion process. Complete diffusion is achieved when the difference $\bar{A}_t - A_{t-1} = 0$. Therefore, if $\Delta A_t = \varepsilon_t$, technological change will only depend on random shocks. This chapter presents estimated figures for the diffusion factor given the five sectors considered. When the diffusion process is complete the growth equation is presented as follows:

$$\frac{\dot{Q}_t}{Q_t} = \left(\frac{\varepsilon_t}{A_t}\right) + \alpha \gamma s_t + \alpha \delta h_t + \alpha \frac{\dot{L}_t}{L_t} + \beta \frac{\dot{K}_t}{K_t}.$$

(30)

Including equation 29 into the generic growth accounting equation the following is obtained:

$$\frac{\dot{Q}_t}{Q_t} = \lambda_t \delta \left(\frac{X_t}{A_t}\right) + \lambda_t \left(\frac{b_t}{A_t}\right) - \lambda_t \left(\frac{A_{t-1}}{A_t}\right) + \left(\frac{\varepsilon_t}{A_t}\right) + \alpha \gamma s_t + \alpha \delta h_t + \alpha \frac{\dot{L}_t}{L_t} + \beta \frac{\dot{K}_t}{K_t}.$$

(31)
For a diffusion coefficient $\lambda$ that tends to zero, the growth equation can be reformulated as follows:

$$\frac{\dot{Q}_u}{Q_u} = \left( \frac{e_u}{A_u} \right) + \alpha \gamma s_t + \alpha \delta h_t + \alpha \frac{L_u}{L_{u'}} + \beta \frac{K_u}{K_{u'}}. \quad (32)$$

The two extreme cases seem to present similar evidence when $\Delta A_u = e_u$. This equality holds when either the speed of adjustment toward the ceiling rate is zero, or when the speed of adjustment is very high and $\Delta A_u = A_i - A_{i-1} = 0$. The difference in the two cases is therefore that when there is no movement towards the ceiling rate, growth will be hindered by slower shares from both growth in labour and growth in capital. Investment in schooling and education together with a higher level of experience will be even more essential to assist the slow speed of adjustment. However, less additional investment in schooling and education as well as experience will be required when the ceiling rate is achieved, assuming a growth rate that is acceptable and sustainable (such as in the case of developed countries). If there is no technological diffusion among sectors, it is observed that TFP differentials persist among sectors. The latter case can be measured using a fixed effect panel data model. Additionally, in the case where TFPs narrow over time because of high technological diffusion, TFP differentials decrease over time.

2.4 THE DATA

In order to investigate the role played by social ingredients in South African sectoral growth and to study the diffusion process in the country’s economic sectors, this chapter has made use of secondary (official) data, from the following sources: (1) the South African Reserve Bank (SARB); (2) Statistics South Africa (SSA); and (3) Quan tec Research.

The ‘output labour ratio’ extracted from the SARB series, is the proxy used for ‘labour effectiveness’ ($z$). Mainly due to limitations on sectoral employment data, the sample size considered ranges from 1995 to 2006. No reliable data on employment could be located for earlier periods. Other sectoral data such as: capital (with fixed capital stock as the proxy); and output (with gross value-added at basic prices as the proxy); are readily available from official sources. However, data on social
ingredients such as \( s \) (public expenditures on schooling) and \( h \) (public expenditure on health) could not be located at the sectoral level. To overcome this challenge, national estimates have been used here.

Using Cobb-Douglas specifications for the sectoral growth equations, it is simple to compute a TFP (Total Factor Productivity) series from the ISUR regressions estimations.

2.5 EMPIRICAL RESULTS

2.5.1 Sectoral output equations: Testing variant 1 in 2.3.1

2.5.1.1 Isolated regressions per sectors

Before proceeding to an ISUR specification, it is important to present the long-run estimates of labour effectiveness (equation 3). In this regression, labour effectiveness (\( z \)) is the dependent variable while \( h \) as well as a dummy for \( s \) (DUMEDU) are the explanatory variables.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>t-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>( s )*DUMEDU(^9)</td>
<td>0.000230</td>
<td>5.14E-05</td>
<td>4.483760</td>
<td>0.0001</td>
</tr>
<tr>
<td>( h )L</td>
<td>0.000392</td>
<td>3.86E-05</td>
<td>10.14534</td>
<td>0.0000</td>
</tr>
<tr>
<td>( C )</td>
<td>-0.620592</td>
<td>0.020738</td>
<td>-29.92478</td>
<td>0.0000</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.974292</td>
<td>Mean dependent var</td>
<td>-0.309726</td>
<td></td>
</tr>
<tr>
<td>Adjusted R-squared</td>
<td>0.972634</td>
<td>S.D. dependent var</td>
<td>0.126168</td>
<td></td>
</tr>
<tr>
<td>S.E. of regression</td>
<td>0.020872</td>
<td>Akaike info criterion</td>
<td>-4.816746</td>
<td></td>
</tr>
<tr>
<td>Sum squared resid</td>
<td>0.013504</td>
<td>Schwarz criterion</td>
<td>-4.682067</td>
<td></td>
</tr>
<tr>
<td>Log likelihood</td>
<td>84.88468</td>
<td>F-statistic</td>
<td>587.4282</td>
<td></td>
</tr>
<tr>
<td>Durbin-Watson stat</td>
<td>0.644542</td>
<td>Prob(F-statistic)</td>
<td>0.000000</td>
<td></td>
</tr>
</tbody>
</table>

Table 2.1a: The long-run estimate with \( z \) as dependent variable

The long-run estimate presents coefficients with theoretically acceptable signs and magnitudes.

\(^9\) \( s \)*DUMEDU is a variable used to remove the regression time periods that are affected by unexplained structural breaks.
From table 2.1b cointegration (at least at the 5 percent level) from the long-run regression can be observed.

From this graph, it is observable that the actual series, as presented by the SARB, contains several irregularities and therefore misrepresents the country’s labour productivity. The problem seems to be aggravated from the year 1996 onward. This is mainly due to miscalculation errors caused by the South African Reserve Bank that does not account for workers from the illegal sector. This tends to erroneously inflate productivity figures especially after the end of apartheid.

Using the fitted values for labour effectiveness \( z \), as described in table 2.1 and in

---

**Table 2.1b: Cointegration test of the long-run estimate**

<table>
<thead>
<tr>
<th>t-Statistic</th>
<th>Prob.*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Augmented Dickey-Fuller test statistic</td>
<td>-3.221096</td>
</tr>
<tr>
<td>Test critical values: 1% level</td>
<td>-3.653730</td>
</tr>
<tr>
<td>5% level</td>
<td>-2.957110</td>
</tr>
<tr>
<td>10% level</td>
<td>-2.617434</td>
</tr>
</tbody>
</table>

figure 2.210, a new series of effective labour per sector (EL or zL) has been computed and the computed series are included in sectoral growth equations. These estimation results are included in the Appendix to Chapter 2 (from table 2.7 to table 2.21). With the exception of ‘agriculture’, all other sectors portray highly reliable estimation results. The fact that accurate results for the agricultural sector cannot be obtained might be caused by poor data and/or other factors in this sector. For this reason, the final parameters obtained for this sector are not included in the summary table.

For each sector, a long-run cointegration equation is obtained. By making a graphical comparison between the fitted series and the actual series (from figure 2.9 to figure 2.18), it can be seen how interesting and reliable these estimations are. In fact, this exercise has produced insightful outcomes in terms of the impact of changes in expenditures on health or education on sectoral growth. The modelling process used does not enforce any specific input-output scaling. Regressions are conducted on the basis of varying returns to scale and the input shares estimated here are supported by the underlying theories. There is a major weakness in conducting sectoral regressions individually and in isolation from others. That approach ignores the ‘cross-sectoral’ effects that exist in every economy. For this reason the ISUR approach is conducted in order to obtain parameters.

2.5.1.2 A cross-section ISUR model

This sub-section contains our estimation results using the ‘Iterative Seemingly Unrelated Regressions’ (ISUR) model. This modelling exercise presents the advantage of providing GLS (Generalised Least Squares) estimates through a correction of contemporaneous correlation and any type of heteroskedasticity related to the cross-sections. Iterative SUR can either be utilised under the form of purely ‘cross-section SUR’ or ‘period SUR’. The ‘period SUR’ contains the major advantage of correcting for heteroskedasticity related to the period and it also corrects for correlation within cross sections. In this research, a ‘period SUR’ could not be performed because the number of pool cross-sections (5) does not exceed the number of periods (12). In fact, by using ISUR, a set of sectoral growth equations, allowing

10 Since the series used as explanatory variables of z (s and h) are only available at national level, the coefficient of labour effectiveness (z) constitutes a national estimate. However, including it into sectoral growth regressions has helped to produce the disaggregated impacts of schooling and health for each sector considered.
for different coefficient vectors, have been estimated. As mentioned earlier, ISURs have the advantage of capturing efficiency observed due to the correlation of cross-section disturbances.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>t-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>AGRIC--LNK_AGRIC</td>
<td>-2.641124</td>
<td>0.994132</td>
<td>-2.656714</td>
<td>0.0106</td>
</tr>
<tr>
<td>MAN--LNK_MAN</td>
<td>0.653484</td>
<td>0.051183</td>
<td>12.76773</td>
<td>0.0000</td>
</tr>
<tr>
<td>MIN--LNK_MIN</td>
<td>0.839629</td>
<td>0.035988</td>
<td>23.33086</td>
<td>0.0000</td>
</tr>
<tr>
<td>COMTRS--LNK_COMTRS</td>
<td>1.391167</td>
<td>0.201518</td>
<td>6.903428</td>
<td>0.0000</td>
</tr>
<tr>
<td>CONSTR--LNK_CONSTR</td>
<td>0.683151</td>
<td>0.034240</td>
<td>19.95200</td>
<td>0.0000</td>
</tr>
<tr>
<td>AGRIC--LNEL_AGRIC</td>
<td>2.957131</td>
<td>0.829575</td>
<td>3.564634</td>
<td>0.0008</td>
</tr>
<tr>
<td>MAN--LNEL_MAN</td>
<td>0.332578</td>
<td>0.056233</td>
<td>5.914308</td>
<td>0.0000</td>
</tr>
<tr>
<td>MIN--LNEL_MIN</td>
<td>0.079076</td>
<td>0.033303</td>
<td>2.374452</td>
<td>0.0215</td>
</tr>
<tr>
<td>COMTRS--LNEL_COMTRS</td>
<td>-0.524691</td>
<td>0.210324</td>
<td>-2.494678</td>
<td>0.0160</td>
</tr>
<tr>
<td>CONSTR--LNEL_CONSTR</td>
<td>0.292972</td>
<td>0.025089</td>
<td>11.67714</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

Weighted Statistics

<p>| | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>R-squared</td>
<td>0.999995</td>
<td>Mean dep. var</td>
<td>128.4121</td>
<td></td>
</tr>
<tr>
<td>Adjusted R-squared</td>
<td>0.999994</td>
<td>S.D. dep. var</td>
<td>437.1014</td>
<td></td>
</tr>
<tr>
<td>S.E. of regression</td>
<td>1.067537</td>
<td>Sum sq. resid</td>
<td>56.98173</td>
<td></td>
</tr>
<tr>
<td>F-statistic</td>
<td>1099021.</td>
<td>Durbin-Watson stat</td>
<td>1.260427</td>
<td></td>
</tr>
</tbody>
</table>

**Table 2.2a: Estimates of sectors’ production functions using cross-section SUR**

*(no constant)*

Tables 2.2 (a, b and c) present the results of a cross-section ISUR with output (gross value added) per sector as dependent variable. In both regressions (table 2.2a and 2.2b) EL represents the effective labour series obtained by multiplying our estimated z (per capita level of human capital) by L (number of workers). With the exception of agriculture, all sectoral growth regressions are well behaved and the levels of significance of the obtained coefficients do not differ much from expectations. In table 2.2a, the ISUR is run without a constant while table 2.2b includes a constant. The use of a constant term for each cross section (table 2.2b) produces an improvement to the estimations mainly by correcting for the negative sign obtained for ‘Agric-lnK’ (the natural logarithm of capital in the agricultural sector). Table 2.2a does not account for heterogeneity amongst the sectors, i.e. individual effects caused by variables not included as explanatory variables will not be captured.
<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>t-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>_AGRIC--LNK_AGRIC</td>
<td>3.085694</td>
<td>2.109151</td>
<td>1.463003</td>
<td>0.1504</td>
</tr>
<tr>
<td>_MAN--LNK_MAN</td>
<td>0.813206</td>
<td>0.420156</td>
<td>1.935487</td>
<td>0.0592</td>
</tr>
<tr>
<td>_MIN--LNK_MIN</td>
<td>0.858043</td>
<td>0.153644</td>
<td>5.584618</td>
<td>0.0000</td>
</tr>
<tr>
<td>_COMTRS--LNK_COMTRS</td>
<td>2.911776</td>
<td>0.138921</td>
<td>20.95986</td>
<td>0.0000</td>
</tr>
<tr>
<td>_CONSTR--LNK_CONSTR</td>
<td>0.689436</td>
<td>0.039532</td>
<td>17.43978</td>
<td>0.0000</td>
</tr>
<tr>
<td>_AGRIC--LNEL_AGRIC</td>
<td>22.48967</td>
<td>8.031474</td>
<td>2.80192</td>
<td>0.0075</td>
</tr>
<tr>
<td>_MAN--LNEL_MAN</td>
<td>0.346627</td>
<td>0.101458</td>
<td>3.416439</td>
<td>0.0014</td>
</tr>
<tr>
<td>_MIN--LNEL_MIN</td>
<td>0.091185</td>
<td>0.036649</td>
<td>2.488031</td>
<td>0.0166</td>
</tr>
<tr>
<td>_COMTRS--LNEL_COMTRS</td>
<td>-0.039257</td>
<td>0.053427</td>
<td>-0.734781</td>
<td>0.4663</td>
</tr>
<tr>
<td>_CONSTR--LNEL_CONSTR</td>
<td>0.343484</td>
<td>0.079474</td>
<td>4.321955</td>
<td>0.0001</td>
</tr>
<tr>
<td>_AGRIC--C</td>
<td>-328.4704</td>
<td>129.8093</td>
<td>-2.530408</td>
<td>0.0150</td>
</tr>
<tr>
<td>_MAN--C</td>
<td>-2.162191</td>
<td>4.338682</td>
<td>-0.498352</td>
<td>0.6207</td>
</tr>
<tr>
<td>_MIN--C</td>
<td>-0.377566</td>
<td>1.932149</td>
<td>-0.195412</td>
<td>0.8459</td>
</tr>
<tr>
<td>_COMTRS--C</td>
<td>-25.31996</td>
<td>1.812443</td>
<td>-13.97007</td>
<td>0.0000</td>
</tr>
<tr>
<td>_CONSTR--C</td>
<td>-0.699835</td>
<td>1.040588</td>
<td>-0.672538</td>
<td>0.5047</td>
</tr>
</tbody>
</table>

**Weighted Statistics**

- R-squared: 0.999997
- Mean dependent var: 265.2649
- Adjusted R-squared: 0.999996
- S.D. dependent var: 573.8779
- S.E. of regression: 1.090217
- Sum squared resid: 53.48580
- F-statistic: 1167712.
- Durbin-Watson stat: 1.549311
- Prob(F-statistic): 0.000000

**Table 2.2b: Estimates of sectors’ production functions using cross-section SUR (with constant)**

As mentioned earlier, estimates from ‘agriculture’ do not always meet theoretical expectations. For this reason another set of ISURs which exclude agriculture have been run (table 2.2c). The results show great improvement with the exception of effective labour (EL) for ‘communication and transport’ (COMTRS).
<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>t-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>_MAN--LNK_MAN</td>
<td>0.758977</td>
<td>0.443535</td>
<td>1.711201</td>
<td>0.0956</td>
</tr>
<tr>
<td>_MIN--LNK_MIN</td>
<td>0.899211</td>
<td>0.157137</td>
<td>5.722449</td>
<td>0.0000</td>
</tr>
<tr>
<td>_COMTRS--LNK_COMTRS</td>
<td>2.918442</td>
<td>0.136757</td>
<td>21.34036</td>
<td>0.0000</td>
</tr>
<tr>
<td>_CONSTR--LNK_CONSTR</td>
<td>0.685548</td>
<td>0.041674</td>
<td>16.45008</td>
<td>0.0000</td>
</tr>
<tr>
<td>_MAN--LNEL_MAN</td>
<td>0.359985</td>
<td>0.107256</td>
<td>3.356303</td>
<td>0.0019</td>
</tr>
<tr>
<td>_MIN--LNEL_MIN</td>
<td>0.112361</td>
<td>0.038110</td>
<td>2.948304</td>
<td>0.0056</td>
</tr>
<tr>
<td>_COMTRS--LNEL_COMTRS</td>
<td>-0.060607</td>
<td>0.053886</td>
<td>-1.124713</td>
<td>0.2682</td>
</tr>
<tr>
<td>_CONSTR--LNEL_CONSTR</td>
<td>0.283971</td>
<td>0.088989</td>
<td>3.191078</td>
<td>0.0029</td>
</tr>
<tr>
<td>_MAN--C</td>
<td>-1.634881</td>
<td>4.554426</td>
<td>-0.358965</td>
<td>0.7217</td>
</tr>
<tr>
<td>_MIN--C</td>
<td>-1.145281</td>
<td>1.947750</td>
<td>-0.588002</td>
<td>0.5602</td>
</tr>
<tr>
<td>_COMTRS--C</td>
<td>-25.14415</td>
<td>1.764504</td>
<td>-14.24999</td>
<td>0.0000</td>
</tr>
<tr>
<td>_CONSTR--C</td>
<td>0.091927</td>
<td>1.181993</td>
<td>0.077773</td>
<td>0.9384</td>
</tr>
</tbody>
</table>

### Weighted Statistics

- **R-squared**: 0.999996, **Mean dependent var**: 323.3420
- **Adjusted R-squared**: 0.999994, **S.D. dependent var**: 455.5017

**Table 2.2c: Estimates of sectors’ production functions using cross-section SUR**

(with constant excluding Agricultural sector)

### 2.5.2 The effects of an increase in $h$ and $s$ on the sectoral growth rates

This sub-section provides a thorough discussion of the size and economic meaning of the parameters $\alpha\gamma$ and $\alpha\delta$. These parameters represent the effects of increasing $h$ or $s$ on sectoral output growth rates. The calculation of these parameters is based on the following regression:

$$
\frac{\dot{Q}_u}{Q_u} = \frac{A_{1uN}/A_{uN}}{A_{uN}} + \left[ \frac{\partial \ln z_u}{\partial t} \frac{dT_u}{dt} + \frac{\partial \ln z_u}{\partial a_u} \frac{da_u}{dt} + \frac{\partial \ln z_u}{\partial d_u} \frac{dd_u}{dt} + \frac{\partial \ln z_u}{\partial o_u} \frac{do_u}{dt} \right] + \\
\alpha\gamma s_t + \alpha\delta h_t + \alpha\hat{L}_u/L_u + \beta \hat{K}_u/K_u,
$$

With:

$$
\frac{\dot{h}_t}{dt} = \frac{h_{t+1} - h_t}{dt} \quad \text{and} \quad \frac{\dot{Q}_u}{Q_u} = \frac{(Q_{u+1} - Q_u)/dt}{Q_u}.
$$

Considering a one-year ahead forecast, an increase in $h_{t+1}$ by one Rand will lead to a $\alpha\delta$ increase of $\frac{\dot{Q}_u}{Q_u}$. Similarly a one Rand increase in $s_{t+1}$ leads to a $\alpha\gamma$ increase in
\frac{\dot{O}_u}{\dot{O}_s}. Using estimates from this regression analysis the size of $\alpha\gamma$ and $\alpha\delta$ in percentage for each of the 4 sectors has been calculated (see table 2.3).

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mining</th>
<th>Construction</th>
<th>Transport &amp; Communication</th>
<th>Manufacturing</th>
</tr>
</thead>
<tbody>
<tr>
<td>Health</td>
<td>0.023 %</td>
<td>0.08566 %</td>
<td>0.00155 %</td>
<td>0.08657 %</td>
</tr>
<tr>
<td>Schooling</td>
<td>0.00422 %</td>
<td>0.01549 %</td>
<td>0.00028 %</td>
<td>0.015657 %</td>
</tr>
</tbody>
</table>

Table 2.3: The size of the calculated parameters of health ($\alpha\delta$) and schooling ($\alpha\gamma$) on sectoral output growth

From table 2.3, several observations may be drawn. A one-Rand increase on health expenditures or schooling expenditures (per capita) in both sectors leads to higher output growth. The size of this rise differs from one sector to another. The manufacturing sector together with the construction sector has the highest parameters followed by mining and finally transport and communication. The size of these parameters depends on the role played by effective labour variables in the sectoral growth equations. The contribution that a one-Rand increase in per capita expenditures, at sectoral level, has on aggregate growth depends on the size of the sector’s contribution to national economic growth. In the fourth quarter of 2006, South Africa reached an economic growth rate of 5.6 percent with several major contributors: the manufacturing industry which contributed 1.4 percent; the finance, real estate and business services industry which contributed 1.0 percent; the wholesale trade, hotels and restaurant industry which contributed 0.8 percent; the storage and communication industry which contributed 0.5 percent (SARB Quarterly Bulletin). When expenditures on health are categorised according to productive sectors, the return on national growth is much higher than an aggregate increase which disregards sectoral differences.

Additionally, lagging $h$ and $s$ will most likely improve these results assuming that both health and schooling policies take years before their effects become noticeable in the economy.
2.5.3 Analysis of the technological diffusion process using a fixed effects model

A ‘fixed effects model’ (table 2.4) is used to determine the size of TFP across sectors over time and to assess the speed of convergence\(^{11}\). This information is needed to comment on the diffusion process.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Coefficient</th>
<th>Std. Error</th>
<th>t-Statistic</th>
<th>Prob.</th>
</tr>
</thead>
<tbody>
<tr>
<td>C</td>
<td>1.937235</td>
<td>1.805991</td>
<td>1.072671</td>
<td>0.2895</td>
</tr>
<tr>
<td>LNK?</td>
<td>0.494892</td>
<td>0.109752</td>
<td>4.509205</td>
<td>0.0001</td>
</tr>
<tr>
<td>LNL?</td>
<td>0.257374</td>
<td>0.107738</td>
<td>2.388886</td>
<td>0.0215</td>
</tr>
</tbody>
</table>

Fixed Effects (Cross)

| _AGRIC--C   | -0.851961   |
| _MAN--C     | 0.903629    |
| _MIN--C     | -0.157423   |
| _COMTRS--C  | -0.114270   |
| _CONSTR--C  | 0.220025    |

Fixed Effects (Period)

| 1995--C     | -0.156320   |
| 1996--C     | -0.101010   |
| 1997--C     | -0.069780   |
| 1998--C     | -0.065816   |
| 1999--C     | -0.042143   |
| 2000--C     | 0.001738    |
| 2001--C     | 0.013244    |
| 2002--C     | 0.048587    |
| 2003--C     | 0.062101    |
| 2004--C     | 0.093687    |
| 2005--C     | 0.113865    |
| 2006--C     | 0.101848    |

R-squared       0.992211  Mean dependent var 10.92981
Adjusted R-squared 0.989058  S.D. dependent var 0.740116
Sum squared resid 0.251744  Schwarz criterion -1.407508
Durbin-Watson stat 0.472393  Prob(F-statistic) 0.000000

Table 2.4: Fixed effects model

\(^{11}\) Bloom et al. (2005) have used a fixed effects model to assess convergence of TFP across sectors.
The values of TFPs are obtained by taking the exponential value of TFP (cross-sectional fixed effects) coupled with TFP (period fixed effects). In fact, a fixed effects specification is found very appropriate in this analysis as it implies the use of orthogonal projections involving the removal of cross-sectional or period-specific means from the dependent variable and exogenous regressors (Baltagi, 2001). This approach indicates that ‘demeans’ are used in the specific set of regressions performed. The results from the fixed effects model are presented as ‘multiple-graph’ (see figure 2.3) and are used to assess the overall convergence tendency of the TFP series in the selected South African industrial sectors.

![Figure 2.3: TFP across sectors over time](image)

From this graph, very close trends between the Communication & Transport sector and the Mining sector are observed. However, the general view suggests that the speed of adjustment remains very low. It is a fact that sectoral TFPs converge toward a sectoral steady state, although sector differentials remain considerable.
2.6 CONCLUSION

Five sectors were used for the purpose of generating effective labour variables using a coefficient of effectiveness for each sector. Sectoral production functions were estimated using the obtained effective labour series. The data was difficult to obtain due to the lack of a well disaggregated data warehousing system. Nevertheless, the broadest conclusion from the analysis at this stage can only be that it pays to allocate social expenditures according to sectoral productivity and it also pays to include a coefficient of effectiveness in production functions. In many cases it is evident that the use of an effective labour variable does not reduce the predictive ability of the model and that the introduction of this variable opens new channels for “shocking” the model by means of social variables. Additionally, outcomes from the theoretical models can be used with validity to advise policy makers on the harmful effects that the HIV pandemic has on the economic growth. Simply by controlling absenteeism rates and death rates related to the pandemic, the negative impact of the disease can easily be assuaged. However, this chapter does not include other channels through which HIV/AIDS might affect economic growth nor does it consider other types of direct or indirect costs at both the private and national level.
CHAPTER 3: SOME POLICY EXPERIMENTS USING A MARSHALLIAN MACROECONOMETRIC MODEL: THE CASE OF SOUTH AFRICA

3.1 INTRODUCTION

The progress and reliability of the use of forecasting macro models for world economies has been examined in several forums internationally. The scarcity of sound forecasting frameworks weakens budgeting and planning processes in the developing regions of the world when it comes to public investment in human capital. A massive shortfall in the required expertise, combined with the fact that there is no continuously-maintained and centralised data warehousing system, both of which are associated with massive financial requirements, constitute an obstacle to the development of forecasting frameworks. In one of its recent reports, the Economic Commission for Africa (ECA, 2005) depicted the challenges faced by African governments in their modelling exercises.

Forecasting can be perceived as a tool for guiding policy-making units towards achieving long-term goals. South Africa in particular has set very specific developmental goals which are aligned with the Millennium Development Goals (MDGs). These goals are mainly: (1) long-term economic growth (6 – 7%); (2) poverty eradication; and (3) improved health and education for the population; etc. Good projections are linked to the sustainability of socio-economic policies. In line with the MDGs and facing continuous pressure from the International Monetary Fund (IMF), several attempts have been made to build forecasting models and some models have been successfully run. The traditional types of economy-wide models often employed in policy making processes include: (1) the IMF financial programming framework; (2) the World Bank Revised Minimum Standard Models (RMSM); (3) ‘three-gap’ models or ‘two-gap’ models for Africa; (4) Computable General Equilibrium (CGE) Models; (5) dynamic, large-scale models; (5) Project Link; (6) generalised Neo-Keynesian macro models; and (7) Dynamic Stochastic General Equilibrium models (DSGE) (more recently).

There is an extensive use of the two-gap model in African forecasting with regard to the attraction of foreign direct investment needed for economic growth. In fact, the two-gap model constitutes a variant (extension) of the original Harrod-Domar model.
It introduces a second gap (foreign trade gap) in addition to the traditional savings gap and that renders the two-gap model much more relevant in dealing with the countries’ import dynamics.

Producing reliable macro models able to describe a country’s economy with the aim of evaluating alternative policies has been the major concern of several researchers for many years. Different schools of thought have and are still competing with one another concerning this issue. Some place more emphasis on the key role played by money in the economy (monetarist and neo-monetarist), while others prefer to place more emphasis on the cyclicality of economic systems (real business cycle models and generalised business cycle models). For several years, macro modellers have also made use of the Keynesian principles of economic systems for building models (Keynesian models and Neo-Keynesian models). More recent literature has been enriched by several improvements obtained with regard to the empirical performance of the three-equation New-Keynesian macro model (the Dynamic Stochastic General Equilibrium Model) applied using European panel data. The improvement obtained was generated by the use of real-time information under the Taylor rule12.

The use of a benchmark to evaluate the performance of any new model is highly advisable. The benchmark models that are most often utilised are the following: (1) ARLI(3) (Autoregressive Leading Indicators of order 3); (2) univariate ARIMA (Autoregressive Integrated Moving Average, Box-Jenkins); and (3) VAR (Vector Autoregressive, Bayesian or Non-Bayesian).

In order to highlight the use of a Marshallian Macroeconometric Model (MMM) as an efficient tool for policy analysis, this chapter makes use of this type of model to predict the impact that Thatcher-like reforms would have on the South African economy, if implemented. However, it is important to dissociate the role played by Margaret Thatcher during her tenure as British Prime Minister, in support of the apartheid regime. In fact, public opinion will recall that, as far back as 1986, Mrs Thatcher together with the Reagan administration engaged in several agreements with the apartheid government while the United Nations tried to impose sanctions against

it. Both Mrs Thatcher and President Reagan acted as supporters of free market policies and therefore vetoed UN sanctions against South Africa. Three years later (1990), she was forced to resign as British Prime Minister and not longer than four years later (1994), South Africa saw its first democratic election. As time went on, Mrs Thatcher somehow revised her radical position toward the South African political crisis and she began to support the idea of negotiations between different parties.

The main focus in this study is the economic reforms that Mrs Thatcher introduced that led to a considerable economic upturn in the United Kingdom. These reforms were initiated by other countries such as Georgia with successful results. There is strong evidence that some of Thatcher’s reforms, mainly those concerning labour unions, were inspired by Hutt\textsuperscript{13} who is among the pioneers who understood how labour unions can easily turn into major obstacles to workers’ prosperity, highlighting clearly the diverging interests of both parties. He did, however, support some form of labour unionisation compatible with the principle of classical liberalism\textsuperscript{14}.

### 3.2 BACKGROUND

On the basis of the two-gap model, the ‘Bretton Woods’ Institutions have developed the ‘Revised Minimum Standard Model’. Fund-related models are meant to address balance of payment deficit problems in member states. Several attempts have been made to forecast African growth using the regression approach. However, this approach requires the future values of the exogenous variables, which is a significant weakness. Forecast values of exogenous series must be obtained from a univariate framework or its multivariate counterpart VAR (Vector Autoregression). Countries like Kenya have made use of a VAR model to obtain a period forecast for their exchange rate, while the policy impact of key variables was captured through impulse-response functions. VAR models have been extensively used in many African countries although their outcomes are mostly used for policy evaluation.

AR(3) models including lagged leading indicators have been successfully used in point forecasting frameworks. However, empirical results (Zellner & Tobias, 2000) have shown significant improvement effects of disaggregation in both ARLI (Autoregressive Leading Indicators) as well as Marshallian Models.

The model developed in this chapter is based on sectoral disaggregation including: demand; supply; and entry/exit relations, with sound consideration of labour productivity, as affected by social ingredients such as health and education. A small number of pilot studies on comparative analysis between ‘Aggregation and Disaggregation in term of forecasting performance’ were located. Zellner and Tobias (1999) published a paper that focused on a comparative analysis between an Aggregated Forecasting Model and Disaggregated Forecasting Model of median growth for eighteen industrialised countries. They made use of MAE and RMSE results to support the hypothesis that ‘disaggregation’ produces better forecasting outcomes. The aggregated approach used in their paper included median rate variables obtained from all eighteen countries\textsuperscript{15}. When employing a disaggregated approach, Zellner and Tobias referred to the same ‘Autoregressive Leading Indicators of order 3’, ARLI(3) process, while each of the estimates carried two subscripts. One subscript for the country and the other one for the year considered. The disaggregated model allows for all the sectors’ equations to be estimated and this provides\textsuperscript{16}. Outcomes of Zellner’s and Tobias’ research paper suggest that disaggregation is more likely to produce better forecasts than ‘aggregation’, although their disaggregated equations included one aggregated variable: the annual median growth of real GDP. Other evidence of improved forecasting results could be drawn from such comparative studies especially when considering the fact that disaggregation provides more observations to estimates, leading to marginally-better model specification.

\textsuperscript{15} Zellner and Tobias modelled the median growth rate of GDP (aggregated) using an ARLI(3) process that includes three lagged variables of the median growth of GDP together with two other median growth variables: the median growth rate of Real Money; and the median growth rate of Real Stock Prices.

\textsuperscript{16} Alternatively, in their disaggregated model, Zellner and Tobias made use of ARLI relationships using the same variables as the ones used in the aggregated model. Firstly, they allowed all coefficients to vary across countries; secondly, they set all coefficients across countries to be equal; and thirdly, they set leading indicators’ coefficients equal to one another across countries.
Multiple equation forecasting models involve the use of: (1) the single information estimation technique; (2) limited information system methods (Two Stage Least Squares, Instrumental Variable Estimation, Limited Information Maximum Likelihood); and (3) the full information system technique (Three Stage Least Squares and Full Information Maximum Likelihood); in forecasting frameworks (Challen and Hagger, 1983) using the VAR forecasting approach. The MMM belongs to the group of chaotic models that generate ‘booms’ and ‘busts’ as compared to the sine-waves generated by linear models. Its origins lie in Newton’s theory of motion, and scientists have in recent times elaborated on their understanding of chaotic models. In fact, in 1975, researchers in the field became aware of this third kind of motion which they called ‘chaos’ with ‘chaotic’ being the description for the erratic and quasi-periodic models that are found in several systems.

When discussing the general forecasting literature, as suggested for developing economies, it is important to mention the “Excel-based model for forecasting (EBMF)” developed in 2004 by Huizinga and Alemayehu. The EBMF is based on an AD-AS framework. The model includes sectoral differentials using the CES production function, although the closing of the systems differs from the Marshallian approach and output growth is obtained by aggregating investment consumption, exports and government expenditures, etc.

3.3 OVERVIEW OF INDUSTRIAL SECTORS IN SOUTH AFRICA

This study makes use of a disaggregated model of the South African economy for the purposes of policy analysis. The model is disaggregated into the sectors as outlined in figure 3.1. In this section, a brief overview of South Africa’s industrialised sectors is given. South Africa is an economic frontrunner in the African region. Several factor-endowments have helped the nation to be positioned among middle-income countries. However, South Africa remains challenged by a clear division which exists between a world-class economy and a lesser developed economy and which affects the majority of the population through considerable unemployment and high poverty, etc. The developed part of the country’s economy benefits from a highly sophisticated financial system (world-renowned stock exchange), a very competitive communication system, and a viable infrastructure among many other attributes.
South Africa has the world’s largest reserve of different types of minerals such as: (1) platinum; (2) vanadium; (3) chromium; (4) gold; (5) manganese ores; (6) aluminosilicates; and (7) uranium among others (SADC Review, 2006). The mining sector is not the largest contributor to the country’s GDP. It is, however, the largest generator of foreign exchange since mining constitutes an important exporting sector. Sustained production of diamonds, gold, platinum, and coal has significantly enhanced the sector’s performance. The rising world demand for mineral products supported by high international prices is also a factor that has contributed to increased growth in recent years.

During years with good weather conditions, South Africa’s agriculture has been able to meet local demand with surplus output available for export. Nevertheless, agricultural export is fragile. It is often subject to weather fluctuations as well as international market requirements. The government subsidises the sector by means of a ‘profitable’ pricing system and technical assistance. Agriculture is backed by a relatively strong research network in the form of the Agricultural Research Council. The country has recorded a sustainable increase in production of different commodities such as: (1) maize; (2) horticulture products; and (3) livestock farming outputs. The country has a vast cultivable surface area helping to promote the sector’s growth.

The South African manufacturing sector is a highly promising sector which exhibits a continuous increase in its contribution to the country’s growth. It has seen progressive diversification making it more competitive in the international arena. Manufacturing in South Africa makes use of numerous opportunities offered by both the country’s climate and a reasonably low level of production cost. The sector comprises different industries that have all faced continuous development such as: metallurgy; chemical industry; agro industry; and electronics; etc. The textile industry is currently facing severe competition and many items that were produced locally are now made in China. The stimulating effect that manufacturing has on other developing sectors is as observable as it is in the textile industry, especially looking at the issue of job creation. The automotive industry, which is one of the fastest growing industries in
South Africa, saw a tremendous rise in car sales for the year 2006 (± 710 000 cars sold locally) with Toyota achieving the highest number of cars ever sold in its history.

Tourism in South Africa constitutes a flourishing industry that generates considerable revenue for the country. The industry has been on the rise for the past years and more than 7 million tourists visited the country in 2006. Tourism generates job opportunities on a large scale and a much larger return from the industry is expected in coming years with the country hosting the 2010 Football World Cup. The organisation of such an event is already producing fruits through impressive investment projects that are currently in operation in the country. South Africa possesses many natural wonders attracting millions of tourists every year.

Expectations on the future might differ for some of the industries considering the current rising trend of the local interest rate which leads to sensibly higher investment costs. Most of these industries benefit from the new openness resulting from the end of the embargo (1991)\textsuperscript{17}. Both information and communications technology have seen considerable improvement with many multinational companies manufacturing providing adequate equipment.

The Government is concerned with securing a viable investment environment which promotes competition among business actors. The country has instituted a commission in charge of promoting competition among business agents. Several milestones have been achieved when it comes to moving towards openness. Exchange controls are limited, there are now fewer regulations on foreign investments and easier recruitment of non-national job seekers, etc. The government has implemented many programs to support Research and Development in order to provide a better business environment. It has also become easier to procure the services of foreign firms for provision of technological assistance.

\textsuperscript{17} This refers to the embargo imposed on South Africa by the international community (mainly the United Nations) during the apartheid era.
3.4 THE USE OF DISAGGREGATION

The use of a disaggregating process in the MMM developed and used in this study is supported by the sectoral differentials that prevail in the South African economy. The output growth per sector presents disparate behaviour to such an extent that using aggregate data entails the loss of useful information (see figure 3.1). Moreover, aggregate models are unable to analyse detailed policy shocks such as Thatcher-like reforms. Aggregate frameworks suffer from loss of crucial information which leads to inaccurate policy recommendations. A major concern is then raised regarding the veracity, or rather accuracy, of existing forecasts used for policy analysis. If sectoral differentials are not considered, forecasting frameworks remain questionable. Previous studies have improved on the effects of disaggregation as indicated by reduced ‘Mean Absolute Errors’ (MAEs) and ‘Root Mean Squared Errors’ (RMSEs). While using disaggregated frameworks, MAEs and RMSEs displayed smaller error figures compared to aggregate models which constitute a noticeable improvement in forecasting performance.

Here it was decided to disaggregate by economic sector as each sector portrays specific characteristics. Although, labour force is most often perceived from an aggregate point of view, labour, capital, and technology function differently from one market to another. In addition, both labour and capital evolve in markets that differ according to sector. Although growth rates may be similar for different sectors, it is important to predict the behaviour of these sectors individually. Marshall emphasised that the process of entry and exit of firms is instrumental in producing long-run equilibrium. Assuming that sectoral error structures are correlated across sectors (see correlation test of the panel), joint estimations with Stein-like shrinkage techniques can be combined in order to improve the predictive accuracy of estimates at both the disaggregate and aggregate levels. Stein-like shrinkages work reasonably well using time varying parameters to allow for possible ‘structural breaks’. Theses shrinkages also have the advantage of dealing with parameters that can vary with time. Synchronisation in sectoral rates of growth is very weak (see figure 3.1).
Figure 3.1: South African annual real output growth rates per industrial sector

With:
- AGRIC: Agriculture, Fishing and Forestry;
- EL: Electricity, Gas and Water;
- FIN: Financial Intermediates and Real Estate;
- WHOL: Wholesale, Retail trade, Catering and Accommodation;
- MAN: Manufacturing;
- COM: Community, Social, and Personal Services;
- MIN: Mining and Quarrying;
- CONS: Construction;
- GOV: Government; and
- TRANS: Transport, Storage, and Communication.

3.5. MODEL SPECIFICATION

3.5.1 General characteristics of a macroeconometric model

In the present chapter, the use of a disaggregated Marshallian macroeconometric model (MMM-DA) is justifiable considering its ability to produce better forecasts and reliable policy guidance. Several criteria (statistical or theoretical) can be used to assess the model’s prediction\(^{18}\) (forecasting) ability. However, in the present chapter,

\(^{18}\) Most often the concepts ‘prediction’ and ‘forecasting’ are considered interchangeable. However, in this study, ‘prediction’ is the most appropriate concept since a structural model is used.
for the most part, only two statistical criteria are referred to: the RMSE and the MAE. A thorough discussion of the estimates and the prediction results obtained is provided as a theoretical assessment. Predictions are analysed in order to establish whether they are supportive of underpinning economic theory or not. The use of a MMM-DA provides greater ability to apply policy simulations and therefore generate the effects at both sectoral and national levels. The greater the degree of disaggregation of a model, the better the results obtained when applying policy shocks.

The literature suggests some general characteristics that can be used to assess the validity of macroeconometric models. In various cases, the following properties need to be observed: (1) simplicity and consistency of the model; (2) relevance and support of economic theory; (3) reliability and possibility of estimating the functional form; (4) solid stochastic specification of the model; (5) consistency and significance of explanatory variables; (6) appropriate number of equations as compared to the number of endogenous variables; (7) adequate identification of parameters; and (8) appropriate use of mathematical theory in obtaining the results. The use of simulation experiments is a very intuitive way of acquiring information about the dynamic properties of the model. The scrupulous consideration of the above-mentioned criteria for the properties of the model does not exclude the fact that all related statistical tests must be conducted cautiously. These range from basic data evaluation to more advanced diagnostic and forecasting tests. The larger a model becomes in terms of the number of non-linear equations used, the more difficult it is to determine whether the model carries a unique solution or not.

Concerning the choice of asymptotically justified estimates (Zellner, 1984), the size of the finite-sample matters. Asymptotically justified estimates may induce different values in relation to the type of specification errors used. The present study does not provide any sensitivity analysis which can be used in order to assess the choice of asymptotically justified estimates, as it is assumed that specification errors do not affect alternative estimates differently.

3.5.2 Deriving the Marshallian Model (Disaggregated Model)

3.5.2.1 Firms’ optimisation process

Assuming a Cobb-Douglas production function as follows:
\[ Q = A_N(z L)^\alpha K^\beta, \]  
\[ \text{(2.1.1)} \]

with:  
- \( A_N \): Neutral technological change per sector; 
- \( z \): Level of human capital in per capita terms\(^{19} \); 
- \( zL \): Effective labour input \((Z)\); and 
\[ Z = zL. \]  
\[ \text{(2.1.2)} \]

Effective labour is modelled using the above expression where \( h \) represents health (per capita expenditure on health) and \( s \) represents schooling (per capita expenditure on education). Assuming that firms in the sector operate under a competitive market, the profit function may be defined as follows:
\[ \pi = TR - TC, \]  
\[ \text{(2.1.3)} \]
\[ TC = wzL + rK + \Gamma, \]  
\[ \text{(2.1.4)} \]

with:  
- \( w \): wage rate; 
- \( r \): user cost of capital (the proxy often used is the interest rate); 
- \( \Gamma \): entry cost.

Two output prices are assumed: the expected price \((P^e_Q)\); and the current price \((P_Q)\).

At the beginning of period \( t \), firms base all their production decisions on the expected price. However, should the actual price be set, firms follow an adjustment process. Since the producer moves according to expectations, mainly considering price, the producer’s problem can be stated as follows:
\[ \text{Max:} \quad \pi = P^e_Q Q - wL - rK - \Gamma, \]  
\[ \text{(2.1.5)} \]
\[ \text{Constraint:} \quad Q = A_N(z L)^\alpha K^\beta. \]  
\[ \text{(2.1.6)} \]

Using first order conditions, the following optimal solutions are obtained, before price adjustment:
\[ K^* = \left[ \frac{\beta A_P^e}{r} \left( \frac{ar}{\beta w} \right)^\alpha \right]^\frac{1}{1-a-\beta}; \]  
\[ \text{(2.1.7)} \]
\[ zL^* = \frac{\alpha}{\beta} \frac{r}{w} \left[ \frac{\beta A_P^e}{r} \left( \frac{ar}{\beta w} \right)^\alpha \right]^\frac{1}{1-a-\beta}; \]  
\[ \text{(2.1.8)} \]

\(^{19}\) This specification follows Weil (2001) and Bloom (2005) and the series was estimated in chapter 2.
\[ L^* = \frac{\alpha}{\beta} \frac{r}{w} \left( \frac{\beta A P_Q^e}{r} \left( \frac{\alpha r}{\beta w} \right)^{\beta} \right)^{\frac{1}{\alpha - \beta}} z^{-1}. \]  

(2.1.9)

After the price adjustment mechanism, the optimal solutions will be the following:

\[ K^{**} = \left[ \frac{\beta A P_Q^e}{r} \left( \frac{\alpha r}{\beta w} \right)^{\beta} \right]^{\frac{1}{\alpha - \beta}} \left[ \frac{P_Q}{P_Q^e} \right]^{\beta} z^{-1}; \]  

(2.1.10)

\[ L^{**} = \frac{\alpha}{\beta} \frac{r}{w} \left( \frac{\beta A P_Q^e}{r} \left( \frac{\alpha r}{\beta w} \right)^{\beta} \right)^{\frac{1}{\alpha - \beta}} \left[ \frac{P_Q}{P_Q^e} \right]^{\beta} z^{-1}; \]  

(2.1.11)

\[ Q = A^{\frac{1}{\alpha - \beta}} \left( \frac{\alpha}{\beta} \right)^{\frac{\beta}{\alpha - \beta}} \left( \frac{P_Q^e}{P_Q} \right)^{\frac{\alpha + \beta}{\alpha - \beta}} \left( \frac{P_Q}{P_Q^e} \right)^{\frac{\alpha}{\alpha - \beta}} \left( \frac{P_Q}{P_Q^e} \right)^{\frac{\beta}{\alpha - \beta}} \left( \frac{P_Q}{P_Q^e} \right)^{\frac{\alpha}{\alpha - \beta}} \left( \frac{P_Q}{P_Q^e} \right)^{\frac{\beta}{\alpha - \beta}} z^{-\alpha}. \]  

(2.1.12)

When they start producing, firms have expected prices in mind and they make the necessary adjustments when they face the actual prices set within the market. The entry cost (much more of an administrative cost) is assumed to be independent of both inputs and output. In the optimisation process, the variable is treated as a constant variable and therefore does not appear in the optimised \( K \) and \( L \). However it directly affects the number of firms operating in the sector.

3.5.2.2 The Sales Supply equation

\[ S_S = A^{\frac{1}{\alpha - \beta}} \left( \frac{\alpha}{\beta} \right)^{\frac{\beta}{\alpha - \beta}} \Phi N(\Gamma) \left( \frac{P_Q^e}{P_Q} \right)^{\frac{\alpha + \beta}{\alpha - \beta}} \left( \frac{P_Q}{P_Q^e} \right)^{\frac{\alpha}{\alpha - \beta}} \left( \frac{P_Q}{P_Q^e} \right)^{\frac{\beta}{\alpha - \beta}} \left( \frac{P_Q}{P_Q^e} \right)^{\frac{\alpha}{\alpha - \beta}} \left( \frac{P_Q}{P_Q^e} \right)^{\frac{\beta}{\alpha - \beta}} z^{-\alpha}, \]  

(2.2.1)

with:

\[ \frac{\partial N}{\partial \Gamma} < 0 \]

The sales supply equation was developed from the basic definition of sales:

\[ S_S = (\Phi N) \cdot P_Q \cdot q; \]  

(2.2.2)

where \( \Phi = \sum_{j=1}^{N} h_j \);  

with \( N \) being the total number of firms operating in the sector.
It is important to note that barriers to entry and a low \( N(\Gamma) \) imply oligopoly power. With oligopoly power firms might consider the effect of their output level on the price and hence choose a lower level of production than the one given by (2.1.2). This can be modelled a Nash equilibrium with output quantities as the choice variable. However if the implied mark-up as a proportion of marginal cost is constant over time, the growth rate equations will still be valid.

Also, \( h_j \) is the \( j^{th} \) firm’s share in sector sales activities (size characteristics) and \( q \) is the individual firm’s production. Whenever \( h_1 = h_2 = \ldots = h_N \), it simply means that all firms are identical and have the exact same share of the sector’s sales activities. In fact, the sum of all \( h_j \) will always be equal to one \( (\Phi = \sum_j h_j = 1) \). That is the reason why \( h_j \) does not appear in the sector’s sales supply equation. However, it is important to highlight the fact that it is most likely that firms in the same sector are not identical. Considering \( Q \) as the total sector’s production then the sales supply equation will be written as follows: \( S_s = P Q \). Importantly, it has to be highlighted that the expected price is nonlinear and has the following specification:

\[
P^e_Q = \prod_{i=1}^{T} P_i^{\sigma_i}; \tag{2.2.3}
\]

with \( T \) being the total number of variables. Reducing the number of price variables to one, \( P_i \) can be interchanged with \( P_Q \) or simply \( P \).

The sales equation can be expressed in growth terms by logging both sides of equation 2.2.1 and differentiating it with respect to time:

\[
\frac{\dot{S}_s}{S_s} = \theta_1 \frac{\dot{A}}{A} + \left( \frac{\Phi}{\Phi + N(\Gamma)} \right) + \theta_2 \frac{\dot{P}}{P} + \theta_3 \frac{\dot{w}}{w} + \theta_4 \frac{\dot{r}}{r} + \sum_{i=1}^{r} \sigma_i \frac{\dot{P}_i}{P_i} + \theta_5 \frac{\dot{z}}{z}, \tag{2.2.4}
\]

where: - \( \theta_1 = \frac{1}{1-\alpha-\beta} \); \( \theta_2 = 1 + \alpha \phi_i + \beta \); \( \theta_3 = \frac{-\alpha}{1-\alpha-\beta} \); \( \theta_4 = \frac{-\beta}{1-\alpha-\beta} \);
- \( \theta_5 = -\alpha \); and \( \theta_6 = -\nu \).
3.5.2.3 The Sales Demand equation

The sales demand equation can be formulated as follows:

\[ S_D = (B)P_Q q, \quad (2.3.1) \]

where \( B = \sum_{k=1}^{D} v_k \),

with \( D \) being the total number of demanders of the sector’s products and where \( v_k \) represents the \( k^{th} \) demander’s size (share) of the sector’s product demand. The demanders include: (1) firms; (2) private households; (3) government; as well as (4) foreign entities. The sum of all \( v_k \) will always be equal to one: \( B = \sum_{k=1}^{D} v_k = 1 \).

Whenever all demanders are assumed to be identical, all \( v_k \) will be equal. The likelihood of the latter happening is very low. Otherwise, with \( Q \) being the total demand, the sales equation can be written as follows:

\[ S_D = P_Q Q. \quad (2.3.2) \]

Another way to present the sales demand function providing more detail on explanatory variables is to make use of the following equation:

\[ S_D = P\left[C_S (P_Q^e)^{\lambda_1} (Y_d)^{\lambda_2} (BD)^{\lambda_3} \prod_{j=1}^{m} X_j^{\lambda_j} \left(\frac{P_Q^e}{P_Q}\right)^{\lambda} \right]. \quad (2.3.3) \]

It is assumed that the future expected price drives today’s demand – the reason why the sales demand function also accounts for price adjustment. Logging both sides and applying derivatives with respect to time the following growth equation is obtained:

\[ \frac{\dot{S_D}}{S_D} = (1-\Delta)\frac{\dot{P_Q}}{P_Q} + (\lambda_1 + \Delta)\frac{\dot{P_Q}^e}{P_Q} + \lambda_2 \frac{\dot{Y_d}}{Y_d} + \lambda_3 \frac{BD}{BD} + \chi \frac{\dot{WY}}{WY}, \quad (2.3.4) \]

where:
- \( Y_d \) : Gross National Disposable Income;
- \( S_D \) : Sales Demand;
- \( X \) : Other variables affecting sales demand; and
- \( WY \) : World Income.
3.5.2.4 Factor market

i) Labour

Labour Supply Equation

Under the assumption of perfect competition with \( m \) maximising firms in the sector, a Cobb-Douglas function for labour is used. The aggregate labour supply is therefore presented as follows:

\[
L = C_L \left( \frac{w}{P_Q} \right)^{\psi_1} \left( \frac{S_S}{P_Q} \right)^{\psi_2} \left( \frac{P_Q}{P^e_Q} \right)^{\psi_3} \left( \vartheta (\rho D) \right)^{\psi_4}, \tag{2.4.1}
\]

where: \( \vartheta = \sum_{k=1}^{H} \vartheta_k \).

It was specified earlier that \( D \) represents the total number of demanders of market products. These include: (1) households; (2) firms; (3) government; and (4) the rest of the world. When it comes to the economic units that supply labour, it is correct to think of households (local or even international). Households constitute only a portion \( \rho \) of \( D \) (\( H = \rho D \)). \( \vartheta_k \) is an index capturing the share of household \( k \) in supplying effective labour \( (zL) \) for the given sector. \( \vartheta_k \) constitutes the link between the HPM (Household Production Model) and the factor market. When household production activities function efficiently, households can supply a highly efficient and productive labour force. Household Production Equations also appear on the demand side of the model through sales demand. Households with higher production activities will demand more sales.

\[
\frac{\dot{(zL)}}{(zL)} = \psi_1 \left( \frac{\dot{w}}{w} - \frac{\dot{P}}{P} \right) + \psi_2 \left( \frac{\dot{S}_S}{S_S} - \frac{\dot{P}}{P} \right) + \psi_3 \left( \frac{\dot{P_Q}}{P_Q} - \frac{\dot{P^e_Q}}{P^e_Q} \right) + \psi_4 \left( \frac{\dot{\vartheta}}{\vartheta} + \frac{\dot{\rho D}}{\rho D} \right). \tag{2.4.2}
\]

Labour Demand Equation (Efficient Labour)

The demand for efficient labour is determined as follows:

\[
zL = \alpha \frac{S_S}{w} \left( \frac{P^e_Q}{P_Q} \right)^{1 + \beta (1 - (\alpha - 1) \phi)}; \tag{2.4.3}
\]
The model implicitly includes the level of unionisation that plays a major role in the labour market through wage determination. This provides more flexibility to the model and allows for the application of more sensitive policy simulation. A simulation based on Thatcher’s reforms conducted on the labour market would lessen the impact of unions on wage determination. This would theoretically raise the level of labour demand.

ii) Capital

Concerning the market for capital, this study maintains the use of a Cobb-Douglas function for maximising firms.

**Capital Supply Equation:**

\[
\frac{\dot{K}}{K} = \gamma_1 \left( r - \frac{\dot{P}_Q}{P_Q} \right) + \gamma_2 \left( \frac{\dot{S}_K}{S_K} - \frac{\dot{P}_Q}{P_Q} \right) + \gamma_3 \left( \frac{\dot{P}_Q}{P_Q} - \frac{\dot{P}_Q^e}{P_Q^e} \right) + \gamma_4 \left( \frac{\delta}{\delta + D} \right) .
\]

(2.4.7)

**Capital Demand Equation:**

\[
K = \beta S_s \left( \frac{P_Q^e}{P_Q^e} \right)^{1+\alpha \phi_b + (\beta - 1) \phi_l} ,
\]

(2.4.8)
\[
\frac{\dot{K}}{K} = \frac{\dot{S}_S}{S_S} - \frac{\dot{r}}{r} - \left[ 1 + \alpha \phi + \beta \left( \frac{\dot{P}_Q}{P_Q} \right) \right] + \left[ 1 + \alpha \phi + \beta \left( \frac{\dot{P}_Q}{P_Q} \right) \right], \quad \text{and}
\]

\[
\frac{\dot{K}}{K} = \frac{\dot{S}_S}{S_S} - \frac{\dot{r}}{r} + \left[ 1 + \alpha \phi + \beta \left( \frac{\dot{P}_Q}{P_Q} \right) \right] - \left[ 1 + \alpha \phi + \beta \left( \frac{\dot{P}_Q}{P_Q} \right) \right].
\]

(2.4.9)

(2.4.10)

3.5.2.5 The Money Market

i) Money Supply Equation

The money market presumably follows the traditional route including a constant at which money supply is fixed and two shifters: consumer price index \((P)\); and interest rate \((r)\).

\[
M_S = C_{M_S} \cdot P^\pi \cdot r^\pi \quad \text{and}
\]

\[
\frac{\dot{M}_S}{M_S} = \pi_1 \left( \frac{\dot{P}}{P} \right) + \pi_2 \left( \frac{\dot{r}}{r} \right).
\]

(2.5.1)

(2.5.2)

ii) Money Demand Equation

The demand for money is also a twice-differentiable function of several variables, including household and firm variables together with other traditional series such as interest rate, etc.

\[
M^d = C_{M^d} \cdot (\bar{D})^\nu_1 \cdot (\bar{N})^\nu_2 \left( \frac{\dot{r}}{P^e} \right)^\nu_3 \left( \frac{\dot{S}_S}{P^e} \right)^\nu_4 \left( \frac{\dot{P}_Q}{P^e} \right)^\nu_5 \quad \text{and}
\]

\[
\frac{\dot{M}^d}{M^d} = \nabla_1 \left( \frac{\dot{R}}{R} + \frac{\dot{D}}{D} \right) + \nabla_2 \left( \frac{\dot{N}}{N} \right) + \nabla_3 \left( \frac{\dot{r}}{r} - \frac{\dot{P}_Q}{P_Q} \right) + \nabla_4 \left( \frac{\dot{S}_S}{S_S} - \frac{\dot{P}_Q}{P_Q} \right) + \nabla_5 \left( \frac{\dot{P}_Q}{P_Q} - \frac{\dot{P}_Q}{P_Q} \right).
\]

(2.5.3)

(2.5.4)

3.5.2.6 Entry/Exit

The present model specification includes an entry/exit set of equations that constitutes the cartilage (point of junction) between supply, demand, and factor markets. In fact, firms do enter and exit the sector quite often and this should be reflected in the modelling exercise to make it more realistic. Firms are mainly attracted by any excess
profit obtained through higher sales as compared to equilibrium profit. Firms will be likely to leave once sales go below equilibrium profit.

\[ \frac{\dot{N}}{N} = C_E (S - \pi^e). \]  

(2.6.1)

\( N \) is the total number of firms operating in the sector while \( \pi^e \) is the equilibrium profit level of individual firms in the sector. A systematic modelling of \( \pi^e \) is required in order to obtain a perfect understanding of firms’ movements in the sector and this will be investigated in further studies. In fact, several factors are involved in the determination of \( \pi^e \). Equation 2.6.1 is a transformation of

\[ \frac{\dot{N}_i}{N_i} = C_E (\pi^a_i - \bar{\pi}_i) \]  

where the market equilibrium profit is represented by \( \bar{\pi}_i \) assuming that the firm’s actual profit \( \pi^a_i \) constitutes a proportion \( \ell \) of its sales supply \( S_{Si} \): \( \pi^a_i = \ell S_{Si} \). It appears that \( \pi^e_i = \frac{\pi_i}{\ell} \) which is the equilibrium profit at a given time considering \( C_E = a\Gamma^e = C_E^i \ell \) with \( \Gamma \) being the firms’ entry cost per sector that exert a negative impact on firms’ entry.

Also, equation 2.6.1 is not estimated, but rather described as an identity that is solved out through the total system of reduced-form equations.

3.5.3 A note on ‘expected price, \( P^e_Q \)’

Referring to the general literature, this section broadly discusses some features of the theories on price expectation. However, in this modelling exercise, it is not necessary to deeply explore any of these features since reduced form equations are used to help address data constraints.

It is plausible and rather realistic to make the assumption that consumers as well as producers take into consideration expected prices and adjust their consumption or production accordingly. \( P^e_Q \) may be assumed to be a nonlinear function. Its formulation depends on many variables. The literature argues that previous and actual
prices are the determinants of people expectations\textsuperscript{20}. Expected price can therefore be defined as the (geometric) mean of $P_{Q(t-1)}$ (lagged actual price) and $P_{Q(t-1)}^e$ (lagged expected price)\textsuperscript{21}. It can be formulated as follows:

$$\ln P_{Q(t)}^e = \sigma \ln P_{Q(t-1)} + (1 - \sigma) \ln P_{Q(t-1)}^e, \sigma \in (0,1).$$  \hspace{1cm} (3.1)

Furthermore, this equation could be developed such that:

$$\ln P_{Q(t)}^e = \sigma \ln P_{Q(t-1)} + \sigma (1 - \sigma) \ln P_{Q(t-2)} + \sigma (1 - \sigma)^2 \ln P_{Q(t-3)}, \text{and}$$

$$\ln P_{Q(t)}^e = \ln \left[ P_{Q(t-1)}^{\sigma}, P_{Q(t-2)}^{\sigma (1-\sigma)}, P_{Q(t-3)}^{\sigma (1-\sigma)^2} \right].$$  \hspace{1cm} (3.3)

The expected price is thus a nonlinear function of actual prices and can be written in lag form:

$$P_{Q(t)}^e = \Pi_{j=1}^n P_{Q(t-j)}^{\sigma_j},$$  \hspace{1cm} (3.4)

where: $\sigma_j = \sigma (1 - \sigma)^{j-1}$.

The general assumption that supports the theory of rational expectation stipulates that no information is wasted in the economic system. The use of an average weight for expectations, although it is not a completely truthful representation of reality, has helped improve the accuracy of models.

Considering equation 3.1, in the event that $\sigma$ equals one, means that the product’s expected price in period $t$ ($P_{Q(t)}^e$) is exactly equal to the product’s price in period $t-1$ ($P_{Q(t-1)}$). In other words, people expect that the price level remains unchanged. The smaller the value of $\sigma$, the larger the gap between $P_{Q(t)}^e$ and $P_{Q(t-1)}$.

Somehow, people refer to domestic inflation rate while setting price expectations. Therefore the value of $\sigma$ is linked to the CPI (Consumer Price Index). However, to


some extent, consumers might rather consider the trend of international indicators such as the oil price while fixing their price expectations.

In this analysis, since all sectors of the South African economy are considered, it is unrealistic to assume that market agents, and specifically consumers, have a perfect understanding of the dynamics of international markets. Therefore, expected price can be estimated as a function of the equilibrium price plus some error term\(^{22}\). Expectations vary according to different variables such as: (1) the type of economic system; (2) the quantity of information available; (3) the volatility of leading indicators; and (4) the level of market openness; etc.

A basic and simple approach used in order to determine price expectations consists of conducting a survey and directly asking respondents regarding their expectations on market prices. The University of Michigan has made use of this approach for several years. Other alternative approaches of determining price expectations include: (1) extrapolative expectation (Goodwin, 1947); (2) adaptive expectation (Nerlove, 1958); (3) classical theory of expectation (Schultz et al., 1958); (4) the conditional (weighted) expectation theory (Muth, 1961); (5) the C-P method (Carlson and Parkin, 1975); (6) rational expectation (Lucas, 1981); (7) inflation indexed bonds (Kitamura, 1997); and (8) the expectation-augmented Philips curve (Hori et al., 2003); etc. Since theories of expectations have not yet been able to predict human behaviour, the way forward is to establish the links between predictions and market equilibrium dynamics. The real measure of human behaviour in the determination of expectations remains unclear. The choice of an appropriate series for expected price is an important one, and making the wrong choice increases the probability of obtaining biased estimates.

In reference to the general understanding of price expectations, equation 3.1 can be reformulated by deriving it as follows with respect to time:

\[
\frac{P_{Q_e}}{P_{Q_1}} = \sigma \frac{P_{Q_{i+1}}}{P_{Q_{i-1}}} + \sigma (1 - \sigma) \frac{P_{Q_{i+1}}}{P_{Q_{i-1}}} + \epsilon_i. \quad (3.5)
\]

\(^{22}\) The error term here represents all unobserved elements that affect the determination of price expectations.
3.5.4 Including leading indicators

Following the supporting arguments that were raised earlier for reduced-form equations (RFEs), the use of leading indicators such as Money (M2) and Stock Prices (SP) enhances the model’s forecasting ability. It is interesting to compare the forecasting ability of the ARLI(3) approach and RFEs. Once the two leading indicators are included, and allowing for three lag terms of the price variable, the reduced-form equations can be written as follows:

\[
\ln\left(\frac{S_{t}}{S_{(t-1)}}\right) \approx \theta_0^* + \theta_1^* S_{S(t-1)} + \theta_2^* \ln\left(\frac{P_{Q(t-1)}}{P_{Q(t-2)}}\right) + \theta_3^* \ln\left(\frac{P_{Q(t-3)}}{P_{Q(t-4)}}\right) + \theta_4^* \ln\left(\frac{M_{(t-1)}}{M_{(t-2)}}\right) \\
+ \theta_5^* \ln\left(\frac{SP_{Q(t-1)}}{SP_{Q(t-2)}}\right) + \theta_6^* \ln\left(\frac{Y_t}{Y_{(t-1)}}\right) + \theta_7^* \ln\left(\frac{A_t}{A_{(t-1)}}\right) + \epsilon_{St}^*, \quad (4.1)
\]

\[
\ln\left(\frac{P_{Q(t)}}{P_{Q(t-1)}}\right) \approx \sigma_0^* + \sigma_1^* S_{S(t-1)} + \sigma_2^* \ln\left(\frac{P_{Q(t-1)}}{P_{Q(t-2)}}\right) + \sigma_3^* \ln\left(\frac{P_{Q(t-3)}}{P_{Q(t-4)}}\right) + \sigma_4^* \ln\left(\frac{M_{(t-1)}}{M_{(t-2)}}\right) \\
+ \sigma_5^* \ln\left(\frac{SP_{Q(t-1)}}{SP_{Q(t-2)}}\right) + \sigma_6^* \ln\left(\frac{Y_t}{Y_{(t-1)}}\right) + \sigma_7^* \ln\left(\frac{A_t}{A_{(t-1)}}\right) + \epsilon_{Pt}^*. \quad (4.2)
\]

The RFEs include both leading indicators and lag terms. This type of specification exhibits some similarities to the ARLI (3) models, however, the literature provides enough evidence that RFEs forecast much better (see Zellner et al, 2005).

A simple ARLI (3) model is formulated as follows:

\[
\ln\left(\frac{S_{t}}{S_{(t-1)}}\right) \approx \theta_0^* + \theta_1^* S_{S(t-1)} + \theta_2^* S_{S(t-2)} + \theta_3^* S_{S(t-3)} + \theta_4^* \ln\left(\frac{SP_{Q(t-3)}}{SP_{Q(t-4)}}\right) + \theta_5^* \ln\left(\frac{M_{(t-1)}}{M_{(t-2)}}\right) + \epsilon_{St}^*, \quad (4.3)
\]

3.5.5. Reduced-Form Equations disaggregated by sector (RFE-DA)

As mentioned earlier, the set of disaggregated reduced-form equations (RFE-DA) is an expansion of the aggregate reduced form equations (RFEs) including all industrial sectors\(^23\) (see appendix A, chapter 3). The RFE-DA can be formulated as set out below.

\[^23\] The subscript \(i\) represents the economic sector. The model includes 10 sectors of the South African economy.
For sector’s output (sales supply),

\[
\ln \left( \frac{S_{it}}{S_{i(t-1)}} \right) \approx \lambda_0 + \lambda_1 S_{S,i(t-1)} + \lambda_2 \ln \left( \frac{P_{Q_{i(t-1)}}}{P_{Q_{i(t-2)}}} \right) + \lambda_3 \ln \left( \frac{P_{Q_{i(t-1)}}}{P_{Q_{i(t-3)}}} \right) + \lambda_4 \ln \left( \frac{P_{Q_{i(t-2)}}}{P_{Q_{i(t-3)}}} \right) + \lambda_5 \ln \left( \frac{M_{(t-1)}}{M_{(t-2)}} \right) \\
+ \lambda_6 \ln \left( \frac{SP_{Q_{i(t-1)}}}{SP_{Q_{i(t-2)}}} \right) + \lambda_7 \ln \left( \frac{Y_{d,t}}{Y_{d,(t-1)}} \right) + \lambda_8 \ln \left( \frac{r_t}{r_{(t-1)}} \right) + \lambda_9 \ln \left( \frac{w_{t}}{w_{(t-1)}} \right) + \lambda_{10} \ln \left( \frac{H_{t}}{H_{(t-1)}} \right) \\
+ \lambda_{11} \ln \left( \frac{z_{i,t}}{z_{i,(t-1)}} \right) + \lambda_{12} \ln \left( \frac{\delta_{t}}{\delta_{(t-1)}} \right) + \lambda_{13} \ln \left( \frac{\Gamma_{u}}{\Gamma_{(t-1)}} \right) + \lambda_{14} \ln \left( \frac{WY_{t}}{WY_{(t-1)}} \right) + \lambda_{15} \ln \left( \frac{A_{u}}{A_{(t-1)}} \right) + \nu_{St}
\]

(5.1)

and, for sector’s output price,

\[
\ln \left( \frac{P_{Q_{i(t-1)}}}{P_{Q_{i(t-2)}}} \right) \approx t_0 + t_1 S_{S,i(t-1)} + t_2 \ln \left( \frac{P_{Q_{i(t-1)}}}{P_{Q_{i(t-2)}}} \right) + t_3 \ln \left( \frac{P_{Q_{i(t-1)}}}{P_{Q_{i(t-3)}}} \right) + t_4 \ln \left( \frac{P_{Q_{i(t-2)}}}{P_{Q_{i(t-3)}}} \right) + t_5 \ln \left( \frac{M_{(t-1)}}{M_{(t-2)}} \right) \\
+ t_6 \ln \left( \frac{SP_{Q_{i(t-1)}}}{SP_{Q_{i(t-2)}}} \right) + t_7 \ln \left( \frac{Y_{d,t}}{Y_{d,(t-1)}} \right) + t_8 \ln \left( \frac{r_t}{r_{(t-1)}} \right) + t_9 \ln \left( \frac{w_{t}}{w_{(t-1)}} \right) + t_{10} \ln \left( \frac{H_{t}}{H_{(t-1)}} \right) \\
+ t_{11} \ln \left( \frac{\delta_{t}}{\delta_{(t-1)}} \right) + t_{12} \ln \left( \frac{Op_{t}}{Op_{(t-1)}} \right) + t_{13} \ln \left( \frac{\Gamma_{u}}{\Gamma_{(t-1)}} \right) + t_{14} \ln \left( \frac{WY_{t}}{WY_{(t-1)}} \right) + t_{15} \ln \left( \frac{A_{u}}{A_{(t-1)}} \right) + \nu_{PS}
\]

(5.2)

This model specification can be used to forecast Sales and Inflation rates at sectoral level. The RFE-DA follows a continuous time specification. Applying log approximation, these can be transformed into a discrete model specification where:

\[
\frac{S_{S,i}^*}{S_{S,i}} = \frac{d \ln S_{S,i(t)}}{dt} \approx \ln \left( \frac{S_{S,i(t)}}{S_{S,i(t-1)}} \right).
\]

(5.3)

3.5.6. Transfer function

Transfer function equations are obtained by using a matrix of lag operators from the derivations of selected transfer functions (see Kim, 2006). Referring to equation 5.1, the following equations can be obtained for: sales supply; sales demand; the entry/exit equations:

\[
\ln \left( \frac{S_{i,t}}{S_{i,t-1}} \right) = \ln \left( \frac{N_{i,t}}{N_{i,t-1}} \right) + \kappa_{1,i} \ln \left( \frac{w_{i,t}}{w_{i,t-1}} \right) + \kappa_{2,i} \ln \left( \frac{r_{i,t}}{r_{i,t-1}} \right) + \kappa_{3,i} \ln \left( \frac{A_{i,t}}{A_{i,t-1}} \right) + \kappa_{4,i} \ln \left( \frac{z_{i,t}}{z_{i,t-1}} \right) \\
+ \kappa_{5,i} \ln \left( \frac{\Gamma_{i,t}}{\Gamma_{i,t-1}} \right) + \kappa_{6,i} \ln \left( \frac{x_{i,t}}{x_{i,t-1}} \right) + \lambda(L) \ln \left( \frac{P_{i,t}}{P_{i,t-1}} \right) + \epsilon_{i,t};
\]

(6.1)
\[
\ln \left( \frac{S_{D,t}}{S_{D,t-1}} \right) = \Delta_{t,i} \ln \left( \frac{Y_{d,t}}{Y_{d,t-1}} \right) + \Delta_{2,i} \ln \left( \frac{WY_t}{WY_{t-1}} \right) + \Delta_{3,i} \ln \left( \frac{D_{j,t}}{D_{j,t-1}} \right) + \gamma(L) \ln \left( \frac{P_{q,t}}{P_{q,t-1}} \right) + \mu_{T,t}
\]

(6.2)

\[
\ln \left( \frac{N_{j,t}}{N_{j,t-1}} \right) = \delta_{0,i} + \delta_{1,i} S_{i,t-1} + v_{N,t}
\]

(6.3)

where:

- \( \lambda(L) \) and \( \gamma(L) \): are lag operators;
- \( X \): is the set of other exogenous variables obtained from the ARLI (3)

model: \( SP \) (Stock Prices) and \( M \) (Money Supply: M2).

The structural equations can be represented in matrix form as follows:

\[
\begin{bmatrix}
1 - \lambda(L) & -1 \\
1 - \gamma(L) & 0 \\
0 & 0 & 1
\end{bmatrix}
\begin{bmatrix}
s_{t,i} \\
p_{t,i} \\
n_{t,i}
\end{bmatrix}
= 
\begin{bmatrix}
0 \\
0 \\
\delta_{0,i} + \delta_{1,i} S_{i,t-1} + \delta_{1,i}
\end{bmatrix}
\begin{bmatrix}
\kappa_{1,i} \\
\kappa_{2,i} \\
\kappa_{3,i} + \kappa_{4,i}
\end{bmatrix}
\begin{bmatrix}
\kappa_{5,i} + \kappa_{6,i} \\
\kappa_{6,i} \\
\kappa_{6,i}
\end{bmatrix}
\begin{bmatrix}
X_i \\
\Delta_{1,i} y_i + \Delta_{2,i} y_i \\
\Delta_{3,i} y_i + \Delta_{3,i} y_i + \Delta_{3,i} d_i + \mu_{N,t}
\end{bmatrix}
+ \begin{bmatrix}
\varepsilon_{N,t} \\
r_{i,t}
\end{bmatrix}
\]

(6.4)

The following definitions are used in equation 6.4:

- \( \ln \left( \frac{S_{i,t}}{S_{i,t-1}} \right) = s_{i,t} \); \( \ln \left( \frac{N_{i,t}}{N_{i,t-1}} \right) = n_{i,t} \); \( \ln \left( \frac{w_{i,t}}{w_{i,t-1}} \right) = w_{i,t} \); \( \ln \left( \frac{r_{i,t}}{r_{i,t-1}} \right) = r_{i,t} \);

- \( \ln \left( \frac{A_{i,t}}{A_{i,t-1}} \right) = a_{i,t} \); \( \ln \left( \frac{z_{i,t}}{z_{i,t-1}} \right) = z_{i,t} \); and \( \ln \left( \frac{\Gamma_{i,t}}{\Gamma_{i,t-1}} \right) = \Gamma_{i,t} \).

In order to obtain the final equations (MMM-DA’s), it is important to multiply both sides of equation 6.4 by the matrix \( A^* (A^* = \det A A^{-1}) \), with:

\[
A = \begin{bmatrix}
1 - \lambda(L) & -1 \\
1 - \gamma(L) & 0 \\
0 & 0 & 1
\end{bmatrix}
\quad \text{and} \quad
A^{-1} = \frac{1}{\det A} \begin{bmatrix}
-\gamma(L) & \lambda(L) & -\gamma(L) \\
-\gamma(L) & \lambda(L) & -\gamma(L) \\
0 & \lambda(L) - \gamma(L) & 1
\end{bmatrix}
\]

Therefore: \( A^* = \begin{bmatrix}
-\gamma(L) & \lambda(L) & -\gamma(L) \\
-1 & 1 & -1 \\
0 & 0 & \lambda(L) - \gamma(L)
\end{bmatrix} \).

After multiplying both sides of equation 6.4 by \( A^* \):
\[
\begin{bmatrix}
\lambda(L) - \gamma(L) \\
\mu(L) \\
s_i, j \\
p_i, j \\
n_i, j \\
\rho_i, j
\end{bmatrix}
\begin{bmatrix}
S_{i, j} \\
p_{i, j} \\
s_{i, j} \\
p_{i, j} \\
n_{i, j} \\
\rho_{i, j}
\end{bmatrix}
= 
\begin{bmatrix}
-\gamma(L)\delta_{i, j} & -\gamma(L)\delta_{i, j} & -\gamma(L)\delta_{i, j} & 0 \\
\delta_{i, j}[\lambda(L) - \gamma(L)] & -\delta_{i, j}[\lambda(L) - \gamma(L)] & -\delta_{i, j}[\lambda(L) - \gamma(L)] & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{bmatrix}
\begin{bmatrix}
S_{i, j-1} \\
p_{i, j-1} \\
s_{i, j-1} \\
p_{i, j-1} \\
n_{i, j-1} \\
\rho_{i, j-1}
\end{bmatrix}
+ 
\begin{bmatrix}
-\gamma(L)\kappa_{2, j} \\
-\kappa_{2, j} \\
0 \\
0 \\
0 \\
0
\end{bmatrix}
r_i + 
\begin{bmatrix}
-\gamma(L)\kappa_{3, j} \\
-\kappa_{3, j} \\
0 \\
0 \\
0 \\
0
\end{bmatrix}
a_{i, j} + 
\begin{bmatrix}
-\gamma(L)\kappa_{4, j} \\
-\kappa_{4, j} \\
0 \\
0 \\
0 \\
0
\end{bmatrix}
z_{i, j} + 
\begin{bmatrix}
-\gamma(L)\kappa_{5, j} \\
-\kappa_{5, j} \\
0 \\
0 \\
0 \\
0
\end{bmatrix}
\Gamma_{i, j}
+ 
\begin{bmatrix}
-\gamma(L)\kappa_{6, j} \\
-\kappa_{6, j} \\
0 \\
0 \\
0 \\
0
\end{bmatrix}
X_i + 
\begin{bmatrix}
\lambda(L)\Delta_{i, j} \\
0 \\
0 \\
0 \\
0 \\
0
\end{bmatrix}
v_{i, j} + 
\begin{bmatrix}
\lambda(L)\Delta_{2, j} \\
0 \\
0 \\
0 \\
0 \\
0
\end{bmatrix}
y_{i, j} + 
\begin{bmatrix}
\lambda(L)\Delta_{3, j} \\
0 \\
0 \\
0 \\
0 \\
0
\end{bmatrix}
d_{i, j} + 
\begin{bmatrix}
-\gamma(L)\varepsilon_{T,i} + \lambda(L)\mu_{T,i} - \gamma(L)v_{T,i} \\
-\varepsilon_{T,i} + \mu_{T,i} - v_{T,i} \\
[\lambda(L) - \gamma(L)]v_{T,i}
\end{bmatrix}.
\]

Equation 6.5 can be transformed into a system of linear equations for both price and sales supply:

\[
\begin{align*}
[\lambda(L) - \gamma(L)]S_{i, j} &= -\gamma(L)\delta_{i, j} - \gamma(L)\delta_{i, j}S_{i, j-1} - \gamma(L)\kappa_{2, j}w_{i, j} - \gamma(L)\kappa_{3, j}a_{i, j} - \gamma(L)\kappa_{4, j}z_{i, j} \\
&- \gamma(L)\kappa_{5, j}\Gamma_{i, j} - \gamma(L)\kappa_{6, j}X_i + \lambda(L)\Delta_{i, j}v_{i, j} + \lambda(L)\Delta_{2, j}w_{i, j} + \lambda(L)\Delta_{3, j}d_{i, j} - \gamma(L)v_{T,i} \\
&+ \lambda(L)\mu_{T,i} - \gamma(L)v_{T,i} \\
; \text{ and} \n
[\lambda(L) - \gamma(L)]P_{i, j} &= -\delta_{i, j} - \delta_{i, j}S_{i, j-1} - \kappa_{2, j}w_{i, j} - \kappa_{3, j}a_{i, j} - \kappa_{4, j}z_{i, j} - \kappa_{5, j}\Gamma_{i, j} - \kappa_{6, j}X_i + \Delta_{i, j}v_{i, j} \\
&+ \Delta_{2, j}w_{i, j} + \Delta_{3, j}d_{i, j} - \varepsilon_{T,i} + \mu_{T,i} - v_{T,i}.
\end{align*}
\]

3.5.7 The MMM-DA (Transfer equations)

3.5.7.1 Sector’s Sales Supply equation

\[
\ln\left(\frac{S_{S,i}}{S_{S,i(t-1)}}\right) \approx \partial_{i, t} + \partial_{i, t}S_{S,i(t-1)} + \partial_{i, t}S_{S,i(t-2)} + \partial_{i, t}S_{S,i(t-3)} + \partial_{i, t}\ln\left(\frac{A_{t}}{A_{t(t-1)}}\right) + \partial_{i, t}\ln\left(\frac{M_{t(t-1)}}{M_{t(t-2)}}\right) \\
+ \partial_{i, t}\ln\left(\frac{SP_{(t-1)}}{SP_{(t-2)}}\right) + \partial_{i, t}\ln\left(\frac{Y_{t}}{Y_{t(t-1)}}\right) + \partial_{i, t}\ln\left(\frac{r_{t}}{r_{t(t-1)}}\right) + \partial_{i, t}\ln\left(\frac{w_{t}}{w_{t(t-1)}}\right) + \partial_{i, t}\left(\frac{\dot{R}}{R} + \frac{\dot{D}}{D}\right) \\
+ \partial_{i, t}\ln\left(\frac{z_{t}}{z_{t(t-1)}}\right) + \partial_{i, t}\ln\left(\frac{\Gamma_{t}}{\Gamma_{t(t-1)}}\right) + \partial_{i, t}\ln\left(\frac{W_{t}}{W_{t(t-1)}}\right) + \varepsilon_{S_{i, t}}.
\]

(7.1)
3.5.7.2 Sector’s price equation

\[
\ln\left(\frac{P_{Q,i,t}}{P_{Q,i,(t-1)}}\right) \approx \kappa_{i1} + \kappa_{i2} S_{S,i,(t-1)} + \kappa_{i3} S_{S,i,(t-2)} + \kappa_{i4} S_{S,i,(t-3)} + \kappa_{i5} \ln\left(\frac{A_{it}}{A_{i(t-1)}}\right) + \kappa_{i6} \ln\left(\frac{M_{(t-1)}}{M_{(t-2)}}\right) + \kappa_{i7} \ln\left(\frac{SP_{(t-1)}}{SP_{(t-2)}}\right) + \kappa_{i8} \ln\left(\frac{Y_{it}}{Y_{i(t-3)}}\right) + \kappa_{i9} \ln\left(\frac{r_{it}}{r_{i(t-3)}}\right) + \kappa_{i10} \ln\left(\frac{w_{it}}{w_{i(t-1)}}\right) + \kappa_{i11} \ln\left(\frac{\dot{R}}{\dot{R}}\right) + \kappa_{i12} \ln\left(\frac{\Gamma_{it}}{\Gamma_{i(t-1)}}\right) + \kappa_{i13} \ln\left(\frac{WY_{it}}{WY_{i(t-1)}}\right) + \epsilon_{it}.
\]

(7.2)

3.6 ESTIMATION TECHNIQUES

3.6.1 The Iterative SUR (Seemingly Unrelated Regressions Model): Bayesian versus Non-Bayesian Perspective

In order to estimate the MMM-DA model, the ISUR specification has been utilised in this chapter. The ISUR specification provides estimates using the GLS (Generalised Least Squares) method. Among several other advantages, the use of ISUR allows for correction of contemporaneous correlation and heteroskedasticity biases related to the different cross-sections. Also, the iterative SUR approach permits estimation transfer equations with different coefficient vectors. The correlation of cross-section disturbances increases efficiency, which is one of the most striking aspects of the ISUR approach.

Alternatively, a Bayesian approach using techniques such as MCMC (Markov Chain Monte Carlo Simulations) or DMC (Direct Monte Carlo Simulations) can be utilised as opposed to the GLS. This section compares the different approaches considering criteria of good forecast (ie RMSE and MAE). The use of MCMC requires a good specification of the likelihood function while the iterative SUR method provides the MLE (Maximum Likelihood Estimators) using an algorithm. Although, MCMC is based on the use of an algorithm for computing the posterior distribution, it requires a

24 When a restriction is imposed to have the same coefficient vectors across sectors, it is called complete shrinkage. The use of complete shrinkage will be discussed later on in order to provide improvement to the estimates presented in this study.
prior and a likelihood function. While iterating the SUR with a normal likelihood function with a flat prior, the modal value of the distribution is obtained. The modal value will be optimal to a zero-one loss function. In a large sample, the posterior distribution is normal and the posterior-mean equals the maximum likelihood estimator (MLE). The posterior shapes up to be normal and the ‘t-statistic’ is approximated based on the normal distribution. The iterative SUR procedure iterates in the MLE under a broad range of conditions. In the case of large sample situations, the MLE will be equal to the mean of the posterior and to the modal value. This is what is meant by a Bayesian estimate.

3.6.2 MCMC in estimating the SUR model

As a highly appropriate method in micro-econometric applied research, MCMC is a method that has helped improve the exploration of the posterior density using algorithms. Referring to the fact that the posterior distribution $\pi^*(\theta)$ is not normal, building simulations-based estimates in the given distribution is the core focus of the MCMC procedure. The use of MCMC is more relevant in cases where $\theta$ is very large. This study includes 10 economic sectors of the South African economy with a set of equations (at least 7) solved as reduced forms, containing 12 to 13 variables per sector. Therefore, the space dimension to be explored rises to a certain maximum of more or less 840. That is a relatively large sample and therefore the use of MCMC is justified.

The MCMC method consists of using the underpinning theory of ‘Markov Chains’ as often referred to by the parameter space using simulation methods developed under the theory of Monte Carlo. In other, word, the problem is specified as a Markov chain with $\pi(\theta)$ being the equilibrium distribution of the chain. The estimates of the integrals can be obtained using Monte Carlo Simulations (see Rossi et al), because the simulation process consists of several draws (5000 iterations in our case) used to produce estimates of $\theta$ or any function of $\theta$. Random variables of $\theta$ are generated using a sequential process until the iteration process is stopped at time $T$. Therefore, the move from $\theta_t$ to $\theta_{t+1}$ is operated using the principle of a transition matrix.

---

inducing that $\theta_{t+1}$ is conditioned by $\theta_t$. Assuming $D_c$, a conditional distribution, the use of Markov chains allows the creation of a joint distribution of the process. MCMC requires adamant restrictions to be specified, so that the posterior distribution converges toward a unique distribution. Once the convergence condition is met by the posterior distribution, which is already stationary, the Markov chain process used under Monte Carlo simulations can produce reliable estimates (Rossi et al). After a number of draws T, MCMC can be used to construct the posterior expectation of $\theta$ or a function of $\theta f(\theta)$. Referring to its assumption on convergence, MCMC can validly be said to be asymptotic.

Here is an ergodic chain:

$$\lim_{T \to \infty} \frac{1}{T} \sum_{t=1}^{T} f(\theta_t) = E_x[f(\theta)],$$

with $E_x[f(\theta)]$ being the expected value of the posterior distribution.

Most often, the use of Markov chains entails that the first set of draws be disregarded since it constitutes the initial observations. In fact, the draws start to be considered from the distribution once the initial period is passed, and from that point the chain starts equilibrating.

$$E_x[f(\theta)] = \frac{1}{T - S} \sum_{t=S+1}^{T} f(\theta_t),$$

with S being the period of initial observations excluded from the draws (the ‘burn in’ period). The various draws of $\theta$ might be dependant on one another, which renders the process to be a non IID process. However, in most cases, in the literature on large number simulation experiments, the draws are assumed to be independent. MCMC requires very specific types of algorithms and the Gibbs Sampler is one of the most popular applications of MCMC.

In this regard, the Metropolis-Hastings algorithm is used to update the parameters. Assuming the set of parameters $\alpha$ (dimensional coefficient vector) and $\Omega$ (squared matrix), sized up based on the number of cross-sections, with diagonal elements being $\{\omega_1^2, ..., \omega_m^2\}$ and off-diagonal elements being $\omega_{ij}$, the process can be summarised as follows (Zellner et al, 2008): (1) initialise the parameters $\alpha$ and $\Omega$ as the maximum likelihood estimates; (2) sample both coefficient parameters; and (3) repeat the sampling process throughout several iterations. The end result of such a process is to obtain a sample from the posterior density function after the ‘burn-in’ period.
From the parameter $\alpha$, a candidate parameter $\alpha^{(t)}$ at the $t$th iteration is generated, with a maximum likelihood estimate $\Omega_{MLE}$. The probability of accepting the candidate draw is $\rho_\alpha$, and $1 - \rho_\alpha$ is the probability of rejecting the draw.

$$\rho_\alpha = \min \left\{ 1, \frac{g_1(\alpha^{(t)}, \Omega^{(t-1)})}{g_2(\alpha^{(t-1)}, \Omega^{(t-1)})} \right\},$$

where:

$$g(\alpha, \Omega) = \Omega^{-(n+m+1)/2} \exp \left[ -\frac{1}{2} \text{tr} \{ M(\alpha)\Omega^{-1} \} \right],$$

with:

- $\text{tr} : \Omega$ the trace of a matrix;
- $M(\alpha)$ is a squared matrix (sized up based on the number of cross-sections) with the $ij^{th}$ elements being: $(y_j - X_j \alpha_j)'(y_j - X_j \alpha_j)$.

Concerning $\Omega$, a candidate $\Omega^{(t)}$ is generated from $f(\Omega|\alpha_{MLE}, \text{Data})$, which is Wishart proposal density. The probability of accepting the candidate draw is therefore:

$$\rho_\Omega = \min \left\{ 1, \frac{h_1(\Omega^{(t)}, \alpha^{(t)}, \Omega_{MLE}^{(t)}, \text{Data})}{h_2(\Omega^{(t)}, \alpha^{(t-1)}, \Omega_{MLE}^{(t-1)}, \text{Data})} \right\},$$

while $1 - \rho_\Omega$ is the probability of rejecting the candidate draw.

### 3.6.3 Estimating the ISUR model using DMC (Direct Monte Carlo)

The DMC approach is a computational technique that shows some similarities to the MCMC and it is also used to compute Bayesian quantities using data generated from known models\(^\text{26}\). The literature provides enough evidence that the DMC approach is a valid method for computing Bayesian quantities (posterior (marginal) as well as predictive density functions). The DMC approach has the advantage of being easily applicable and useful in solving several problems with fewer concerns per comparison than the MCMC approach. In comparison to the MCMC approach, in this sub-section, some technicalities of the DMC algorithm applicable to a ISUR specification are provided.

---

Considering the parameters $\alpha$ and $\Omega$, the DMC algorithm process can be summarised as follows (Zellner et al., 2008): (1) fix the set of equations and samples to be generated; (2) sample a (parameter obtained from a transformation applied on $X$, the matrix of the unknown) and $\Psi$ (the covariance matrix) using conditional posterior densities, $\{\alpha^{(t)}, \Psi^{(t)}; t = 1, \ldots, S\}$ with $S$ being the samples to be generated; (3) transform $\Psi^{(t)}$ into $\Omega^{(t)}$; and (4) sample the coefficient vector $\alpha^{(t)}$, using a normal density with:

$$
\hat{\alpha}^{(t)} = \left( X' (\Omega^{(t)^{-1}} \otimes S) X \right)^{-1} X' (\Omega^{(t)^{-1}} \otimes S) y \text{ being the mean;}
$$

$$
\hat{\Omega}_{\alpha}^{(t)} = (X' (\Omega^{(t)^{-1}} \otimes S) X)^{-1}.
$$

Considering the conditional posterior densities, the DMC approach consists of several draws from the conditional inverse gamma density, with sequential repetition of the process.

### 3.7 LOSS FUNCTIONS FOR ESTIMATING THE MMM-DA

The concept ‘loss’ is associated with the ‘regret’ which is felt when a target is not reached during an event. It captures the error orchestrated when an estimate is far away from the true value. Therefore, the key issue is to determine a consistent estimator that represents the loss experienced when the target is not reached. As soon as the estimator is well identified, the type of loss function to be used aims at minimising the expected loss observed when the target is not met. Even though both loss functions are subject to a similar objective (minimisation of the expected loss), it is imperative that the choice of the loss function be based on the kind of loss that will be faced in the case of a specific problem. Factors such as the socio-political environment matter most in this type of choice. Therefore, whenever a model is designed for policy guidance, with the knowledge that a specific target has been set, the loss functions to be used should be different. A major advantage linked to Bayesian loss functions is that the experimental data used in the model is not the only factor that orients the final decision. The prior probability plays a larger role. A combination of the following factors plays a role: (1) the prior probability; (2) the experimental data; and (3) the selected loss function; leading to the final decision obtained through the maximisation of the subjective expected loss function (Savage,
Referring to Savage’s theory\textsuperscript{27} on ‘subjective expected utility’, the objective function (the subjective expected loss function \( SE \)) can be presented as follows:

\[ SE = \int_{-\infty}^{\infty} L(y)P(y)dy , \]

where \( L(y) \) is the loss function and \( y \) is the continuous random variable defined under a probability density function. As \( y \) can take different values, different subjective expected loss functions can therefore be set:

\[ S_i = \int_{-\infty}^{\infty} L_i(y_i)P_i(y_i)dy_i , \text{ and} \]

\[ S_j = \int_{-\infty}^{\infty} L_j(y_j)P_j(y_j)dy_j . \]

The preferred decision between the two is driven by the lowest subjective expected loss. Taking convex combinations of the different decisions might constitute a better option (Savage 1954).

Quadratic loss functions, which are in popular usage, are not always deemed appropriate when specific policy targets are pursued. Although quadratic loss functions are consistent with mathematical principles based on their frequent reference to variances, they might undermine the definition of loss in certain cases. Whether the error is above or below the target, it generates the same loss provided that it has the same magnitude. This concept makes little sense whenever the target is ‘inflation’ or any similar macroeconomic indicator (such as GDP growth; poverty line; etc).

\section*{3.8 IMPROVING PREDICTIONS USING SHRINKAGE TECHNIQUES}

Stein shrinkage techniques constitute an appropriate way to improve predictions of the MMM-DA. The use of shrinkage techniques has produced better outcomes in country as well as regional forecasting. The Stein’s Mean approach consists of estimating the vector mean using a quadratic loss function including the goodness of fit. The model specifications of the balanced loss function as well as the squared-error loss function (Dey \textit{et al}, 1994) are as follows:

- Balanced loss function:

\[ L(\hat{\theta}, \theta) = w(y - \hat{\theta})'(y - \hat{\theta}) + (1 - w)(\hat{\theta} - \theta)'(\hat{\theta} - \theta) ; \] and 
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- Squared-error loss function:

\[ L_b = w(t'y - T)^2 + (1 - w)(\hat{T} - T)^2, \] (8.2)

with: - \(\theta\): the vector of means;

- \(\hat{\theta}\): estimate from outside information;

- \(y\): the series considered;

- \(w\): a weight imposed; and

- \(T\): total of the mean observation vectors.

The shrinkage techniques make use of future vectors of observations presented in quadratic loss functions (squared errors) to predict future totals using the predictive means. For each sector, specific mean vectors need to be estimated and their totals need to be computed. Considering the sectors’ disparities, it is important to generate observation vectors using SUR (Seemingly Unrelated Regression) models:

\[ y_{ni} = x_{ni}y_{ni} + \mu_{ni}, \] (8.3)

with \(n = 1, \ldots, 10\); and \(i = 1, \ldots, 25\).

The shrinkage estimation of the \(y_{ni}\) will affect the prediction of a future observation vector and the total. For the \(n_i\) mean, an informative prior needs to be added (Leonard et al., 2001), when considering both the prior and the normal likelihood. The shrinkage estimators are accepted under lemma conditions for quadratic loss functions. For disaggregated models it is important to consider sectoral shrinkage assumptions regarding the estimates of the vectors of means. The evaluation of the predictive performance of the shrinkage estimates requires running comparative analysis with existing forecasting models looking at criteria like the MAEs, the RMSEs and the Akaike or Schwarz criteria.

The shrinkage can be standard, as it has been described above, or complete. Complete shrinkage, which is much easier to perform, assumes common coefficient vectors for each cross-section. Similarly to standard shrinkage, it allows for the reduction of the variance and therefore also for reduction of the RMSE (and MAE). Complete shrinkage entails very strong assumptions on the functioning of sectors and will most likely not reflect economic reality.
3.9 IMPOSING RESTRICTIONS

Given the relatively small sample size in practical applications, it is often recommended that equations with fewer parameters be estimated. In this study, an attempt is made to reduce the number of parameters by using the Wald test on parameter restrictions. In order to reduce the number of parameters in the model, a careful process (see Zellner and Chen, 2000) can be followed.

Considering the Marshallian model with both endogenous and predetermined variables, with L being the lag operator, the variables can be written in vector form as:

Set of endogenous variables and exogenous variables per sector:

\[
\begin{pmatrix}
    y_{1t} \\
    y_{2t} \\
    y_{3t} \\
    y_{4t} \\
    y_{5t} \\
    y_{6t} \\
    y_{7t}
\end{pmatrix}
= \begin{pmatrix}
    (1 - L) \ln S_{S,t} \\
    (1 - L) \ln \ln W_{Y,t} \\
    (1 - L) \ln w_t \\
    (1 - L) \ln r_t \\
    (1 - L) \ln y_{dt} \\
    (1 - L) \ln \Gamma_t \\
    (1 - L) \ln (D)_t
\end{pmatrix}
\]

with

\[
\begin{pmatrix}
    - \\
    \alpha_{21} \\
    \alpha_{31} \\
    \alpha_{41} \\
    \alpha_{51} \\
    \alpha_{61} \\
    \alpha_{71}
\end{pmatrix}
\]

\(\alpha\) (matrix of coefficient); and

Vector \(x\) of lagged variables in reference to the ARLI(3) model:

\[
x'_t = \begin{bmatrix}
    1; S_{S,t-1}; S_{S,t-2}; S_{S,t-3}; (1 - L) \ln M 2_{t-1}; (1 - L) \ln SP_{t-1}
\end{bmatrix}.
\]

(9.1)

The matrix equalities can be written as follows:

\[
y_{1t} = \alpha_{21} y_{2t} + \alpha_{31} y_{3t} + \alpha_{41} y_{4t} + \alpha_{51} y_{5t} + \alpha_{61} y_{6t} + \alpha_{71} y_{7t} + \beta_1 x_{1t} + \mu_t, \quad \text{and} \quad (9.2)
\]

\[
y_1 = \alpha_1 Y_1 + \beta_1 X_1 + \mu_1. \quad \text{(9.3)}
\]

Assuming that \(\pi\) is the coefficient matrix of \(X\), the unrestricted MMM-DA equations can be written as follows:

\[
Y_1 = \Pi_1 X + \varepsilon_1. \quad \text{(9.4)}
\]

The Restricted MMM-DA (RMMM-DA) is obtained by substituting equation 9.4 into equation 9.3:

\[
y_1 = \alpha_1 \Pi_1 X + \beta_1 X_1 + \varepsilon_1^* + \mu_1; \quad \text{(9.5)}
\]

and

\[
y_1 = \theta_1 \bar{M} + (\varepsilon_1 + \mu_1); \quad \text{(9.6)}
\]

with: \(\bar{M}\) being a full column rank such as:
The data used in this chapter was collected from 1972 on a yearly basis. Ten economic sectors were considered and regarded to constitute the contributors to the overall national sales output\(^{28}\). The main sources of data collection are all official in addition to the links-related forecasting models established. It is usually expected that link-forecasting units are most likely to provide clean and appropriate information. Aggregate output figures are the easiest to locate. Data regarding input components such as: Investment; Employment; Wages; etc; were much more difficult to locate, especially in sectors without proper data warehousing systems. Generic sources include: (1) the SARB (South African Reserve Bank); (2) Statistics South Africa\(^ {29}\); (3) the IMF (International Monetary Fund); (4) the World Bank; and (5) the African Development Bank. With the exception of employment data, other sectoral data was obtained from the SARB. Data on local leading indicators (Stock (share) prices and Money Supply (M2)) were obtained from the IMF while data on world leading indicators originated from the World Bank Statistics. Other types of national data such as: (1) disposable income; (2) interest rates; (3) wage rates; (4) the number of households; (5) labour productivity; and (6) firms’ entry cost; were collected from the SARB database.

Generally, though, the above-mentioned sources provide data with some missing sectoral information, which makes the model synchronisation process more difficult to achieve. To address the missing data problem, the analysis considers the option of solving for reduced form equations for output and uses the outcome for forecasts (Zellner and Israilevich, 2003). As it could be garnered from the number of participating sectors or forecasting links, the interest in this modelling exercise is very high, although the disaggregated or sectoral data problem constitutes one of the major obstacles faced by the present research.

\(^{28}\) The sectors considered are the following: (1) Manufacturing; (2) Agriculture, Fishing and Forestry; (3) Construction and Buildings; (4) Mining; (5) Government; (6) Community services; (7) Transport and Telecommunication; (8) Financial services; (9) Wholesales, Retail, Catering and Accommodation; and (10) Electricity, Gas and Water.

\(^{29}\) Data on employment per sector was obtained from Quantec. It constitutes a private source that provides the data collected by Statistics South Africa.
3.11 RESULTS DISCUSSION

3.11.1 General discussion: Thatcher-like reforms

Several economies in the world such as Georgia and Estonia have implemented Thatcher-like reforms and have experienced tremendous results. The reforms, as initiated by Margaret Thatcher during her tenure as British Prime Minister (1979 – 1990), have encountered several controversies, although Positive outcomes could be observed in the British economy. She applied her reforms in several areas of the economy and most of her ideas were seen as highly revolutionary. Her emphasis on free enterprises and perfect competition produced remarkable economic growth in the British economy. Promoting free enterprises entails the removal of any sort of barriers, including entry costs, which firms had to face while deciding to enter an industrial sector. In order to assess the effect of any drastic reform meant to promote free enterprises in South Africa at both sectoral and national levels, the present Marshallian model has been fitted by introducing an entry cost (time variant). In fact, the entry price ($\Gamma$) is a non-linear combination of all financial requirements that a firm needs to undergo prior to entering the sector. The latter excludes the normal firms operating and or production costs. The model makes use of the National Accounting aggregate ‘other taxes on production’ as a proxy for this entry cost since no other data series is available at this stage. The results obtained from the ISUR estimations show a significant and negative relationship between $\Gamma$ and sales growth. A higher $\Gamma$ is also likely to raise inflation, while any policy to lower the entry cost of new firms in the sector increases growth.

Thatcher’s revolution consisted of a series of socio-economic reforms that reshaped the British economy. Margaret Thatcher initiated major changes in the quality of education as well. British parents were given the ability to choose schools for their children using some criteria of quality. That contributed to an increase in the quality of education in Britain since schools needed to compete in order to be selected by parents. At this point, Margaret Thatcher seems to have been a faithful follower of Friedman’s theory on educational voucher in the United States. In this model, any improvement in the quality of education is captured through the rise of $\pi$ (with better quality of schooling) and $\vartheta$ (through higher $I$) leading to higher sales growth. As mentioned earlier, a negative sign does not directly entail a negative relation, since
variables are expressed in growth terms. Linked to the improvement in the quality of education, Thatcher’s revolution also included privatisation of the National Health Service increasing the value of $z$ (through higher quality health services) and of $\vartheta$ (through higher $H$). Once again this results into higher sectoral growth.

Additionally, Thatcher’s reforms covered a much broader area. They included other components such as: (1) the reduction of trade union influence, rendering the labour market much less rigid; (2) the control of money supply; and (3) a tax-cut for high income groups. The reform initiated concerning tax-cuts was carefully implemented as, later on, a ‘poll tax’ was introduced in order to ascertain government’s ability to act at the local level. The poll tax was directly paid to the local government as a way to improve local service delivery. ‘Poll tax’ is a tax of fixed and uniform amount to be paid by all individuals. This is a rather unusual form of tax as it is completely different to a percentage income tax (e.g. personal income tax). The word ‘poll’ refers to head - a per-person tax. In the United Kingdom, the poll tax was first levied in the year 1275 as a ‘lay subsidy’ in order to collect war funds. Later on, in 1989, under Thatcher’s reforms, the poll tax was reinstated to support local government actions in the United Kingdom. The poll tax came up as replacement of the ‘rates tax’ previously levied based on housing rental value. The implementation of the poll tax underwent drastic resistance from the public since it was perceived as a transfer of the tax burden from the wealthy to the poor. It was paid per head, meaning that poor families who were more likely to have bigger sizes, ended up paying more than wealthier families that have fewer members. However, the abusive usage of fiscal requirements by local government led to stronger resistance against the poll tax. This in turn generated massive and generalised riots in England. In retaliation, Thatcher’s government instated draconian measures to prosecute tax evaders. The overall controversy around the payment of poll tax constituted a major determinant in Thatcher’s toppling. There is evidence that Thatcher’s reforms aimed at making use of the poll tax to maintain adequate resources for the government, since the tax-cut instated earlier had reduced tax revenue significantly. Any policy that considers tax-cuts needs to find accompanying mechanisms to maintain sufficient revenue for the government. In the present model, when it is assumed that disposable income increases due to an income-tax cut, the government’s ability to provide public service is presumably not eroded. The government is therefore allowed to make use of
alternative ways to finance its budget. With regards to how all these elements of Thatcher’s reforms would have successful results in the South African economy, in this model, it is observed that the control of M2 (Money Supply) helps to curb inflation. Any reduction in the growth of personal income tax leads to higher growth in disposable income and a noticeable increase in sectoral sales. This model has been used to assess the reaction of the different sectors toward such reforms.

In addition to all previously mentioned elements of her reforms, Margaret Thatcher also initialised the privatisation of national industries. She clearly expressed her refusal to support the European currency. There is sufficient evidence in these results that Thatcher-like reforms would produce plausible improvements in the South African economy.

As we mentioned earlier, this section focuses on three types of freedom reforms: (1) freeing firms’ entry by lowering their cost of entry into the specific sector; (2) a tax-cut on working groups captured by an increase in the national disposable income; and (3) an improvement of labour effectiveness throughout better public investment in education and health. Due to data constraints, our analysis refers to ‘other cost on production’ as a proxy for entry cost. The tax-cut is simply captured through an overall increase in the national disposable income. This leaves more room of action to policy makers. In fact, due to the complexity of the analysis, we do not suggest a very specific type of tax-cut. We rather allow the policy makers to choose any combination that help raising national disposable income. Also, when we suggest a rise in \( z \), it should be the consequence of an improvement in public policies on health and education (using the appropriate parameters) that is translated into a more effective labour force. Most obviously, any reform that will result in higher labour effectiveness requires a thorough design and implementation process. In this study, we simply point out the outcome of such a reform without necessarily providing the design technicalities behind it.

From our understanding, freeing up the market undeniably induces more competitiveness in different sectors and therefore we may observe an increase in the number of firms seeking to make their employees more productive. The increase in the number of firms in the market as well as an increase in the number of workers will help raise tax revenue that will compensate for the loss incurred
by the initial tax cuts. With more money available, the government can invest much more in good health and education programs. The three sets of freedom reforms that we have implemented using this model are interlinked.

3.11.2 Specific focus on the Labour market

The different effects of any Thatcher-like reform that deals with the labour market are now argued. Going back to equation 3.1, the relation that exists between the growth of current prices (inflation) and the growth of expected price plays a crucial role in explaining unions’ impact on labour demand. Assuming that both, the current price and the expected price grow at the same rate, the growth in the demand for labour will be positive provided that the growth of sales supply exceeds the growth of wages\(^{30}\). Therefore, any action conducted by unions in order to raise wages, should be conducted in accordance with an increase in the sector’s sales supply, in order to avoid negative effects on the labour market. Whenever unions require wage hikes without serious consideration of the growth of sales supply, the demand for labour will be hindered. This will most likely result in a slow down of unemployment reduction. Another more plausible assumption would be that expected price grows faster than current price \(\frac{\dot{P}_e}{P_0} > \frac{\dot{P}_e}{P_0}\). In this case, the imbalances between the growth in sales supply and the growth in wage rate could be balanced by the difference between the rate of growth of expected price and the rate of growth of current price.

\[
\text{Whenever} \quad \frac{\dot{P}_e}{P_0} \approx \frac{\dot{P}_e}{P_0}, \quad \text{the increase in the growth rate of demand for labour is determined by the difference between growth of sales supply and growth of wage rate} \quad \left(\frac{\dot{S}_s}{S_s} - \frac{\dot{w}}{w}\right). \text{Therefore, any Thatcher-like reform restricting unions’ demands for wage increases might be seen as a reasonable option to curb unemployment in South Africa.}
\]

Additionally, if the elasticity of demand for labour is less than 1 in absolute value, a rise in wages imposed by the unions could raise aggregate income to labour even as unemployment rises. The rise in pay for those who still have jobs might therefore exceed the lost wages of

\[^{30}\text{This assumption should not be misunderstood. Assuming that both prices grow at the same rate simply means that consumers refer to the current path of inflation to determine the growth in expected price. It does not mean that both prices are equal.}\]
those who lose their job. Also, over the long run the divergence between expected price change and actual price change will be asymptotically unimportant.

Due to lack of reliable data on price expectations, this subsection is limited to describing the potential impact of Thatcher-like reforms on the South African labour market from a theoretical point of view. Further research might involve empirical verification of the theory. The role played by labour unions and other forces in the wage determination process in South Africa has been subject to thorough investigation recorded in the literature (see Du Toit and Koekemoer, 2003). It is important to highlight that several forms of imperfections characterise the South African labour market. Higher wage rates inevitably have some negative impact on the demand for labour. However, higher wage rates could also translate into more disposable income available to raise the level of consumption generating higher/increased sales demand.

South Africa is known for its aggressive union’s actions that have often hindered labour market dynamics. Besides overemphasised unions’ activities, we can also name other factors that contribute to the slow adjustment of the country’s labour market such as: (1) insufficiency of required skilled labour force; (2) disproportionate social benefits for employees and; (3) slow technological growth process. Heavier criticisms have been put forward by several labour economists (Blair, 1998) about the South African Labour Relations Act. The foundations of Hutt’s classical liberal version of labour unions are grounded on several principles such as: (1) parties are all legally equal and free to enroll or quit without any pressure (voluntarism); and (2) all actions are conducted with total respect for human rights. In many occasions, strikes organised by unions in South Africa have overlooked these basic principles. In most cases, workers are not given any option but to follow exactly what unions decide. Unions in South Africa have established themselves as the unique providers of a better life for workers while displaying very little consideration for classical liberal principles. There is very little evidence to suggest that unions in South Africa are subject to antitrust laws. In several instances, workers have not been given a real option in the choice of the unions they need to belong to. Workers are often threatened with loss of job whenever they decided not to take part in mass action.
The principle of ‘majority rule’ drives the labour union system in South Africa. In most cases, workers are forced to belong to a ‘majority union’ because the employer has set up a ‘closed shop’ (Blair 1998) and no freedom of association is left for employees.

The South African Labour Relations Act entails that workers are required to use a centralised type of collective bargaining.

3.11.3 Model estimations and predictions (see Appendix B)\textsuperscript{31}

Considering the criteria set earlier, such as RMSE and MAE, it can be concluded that the MMM-DA constitutes a valid model for estimating and predicting the South African economy. MMM-DA predicts better than the benchmark (see appendix B.2). Despite the low quality of data used, the model provides plausible outcomes. Some sectors such as: (1) Electricity, Gas and Water; (2) Government; (3) Agriculture; and (4) Financial Services; have dynamics more complex than the simple profit maximising rules, and as a result of this, the results obtained are relatively difficult to understand.

Considering that all these reforms\textsuperscript{32} are implemented simultaneously, the South African economy is expected to gain 0.44 percent on the 2006 aggregate sales supply growth (of 4.66 percent). That gives a prediction of 5.1 percent. This constitutes a remarkable improvement if sustained over a long period of time. Supposing that reforms are much stronger and lead to a 10 percent increase in the growth rate of the same variables, a gain of 4.4 percent is expected. That would lift the sales supply growth rate to 8.06 percent.

In fact, after obtaining the individual sectors’ growth predictions in reaction to Thatcher-like reforms for the South African economy, it is important to produce some features (see Appendix C) of the national growth of sales supply (GVA). In order to establish accurate aggregate figures using sectoral forecasts, it is necessary to determine the weights carried by each sector on the national level. These weights can be measured using several techniques. In this study, an exponential filter (Holt-
Winter, Multiplicative) is used and applied to the series reflecting the sector’s sales within the aggregate economy.

In order to assess the prediction ability of the model, the forecasted series (sector’s sales supply growth) is compared to actual sales supply growth. That is the underlying concept driving the calculation of either the MAE or the RMSE. The MAE enforces the use of absolute values without any allusion to square losses, while the RMSE considers the square or the error loss function. Different values of either MAE or RMSE can be obtained depending on the sample size or the sector being considered. Sectors with large sales growth rates tend to have larger MAE or RMSE as compared to sectors with smaller sales growth rates. However, the average error obtained in this model accounts for less than 50 percent of the individual sector’s sales growth rate. That is a clear indication of the model’s ability to make predictions within a reasonable range. Related studies conducted on the US economy (Kim, 2006) have produced very similar percentage errors (average 50 percent). Regarding the early 2000s, the model presents much less forecasting ability, probably due to several unpredicted policy changes that occurred in the South African economy.

<table>
<thead>
<tr>
<th></th>
<th>ARLI (3)</th>
<th>MMM-DA (no shrinkage)</th>
<th>MMM-DA (shrinkage)</th>
<th>MCMC (Bayesian)</th>
<th>DMC (Bayesian)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>RMSE</strong></td>
<td>2.75</td>
<td>1.61</td>
<td>1.72</td>
<td>1.51</td>
<td>1.39</td>
</tr>
<tr>
<td><strong>MAE</strong></td>
<td>2.17</td>
<td>1.28</td>
<td>1.31</td>
<td>1.26</td>
<td>1.18</td>
</tr>
</tbody>
</table>

Table 3.1 Aggregate RMSEs and MAEs obtained from sectors’ RMSEs and MAEs

Results presented in table 3.1 represent forecasted RMSEs and MAEs of the total economy obtained by the weighted sum of sectors’ RMSEs and MAEs. Forecasts have been obtained over a period of 11 years (1996 – 2006). Also, referring to table

Formulas:

\[ MAE = \frac{1}{T} \sum_{t} |y_t - \hat{y}_t| \]

\[ RMSE = \sqrt{\frac{1}{T} \sum_{t} (y_t - \hat{y}_t)^2} \]

Simulations using MCMC (1500 iterations) and DMC have been performed but the MMM-DA still forecasts substantially better than the ARLI (3).
3.1, it is noticeable that the MMM-DA predicts much better than the benchmark (ARLI (3)) and the use of shrinkage does not seem to lead to much improvement. However, some sectors have presented major forecasting improvements while using shrinkage techniques as opposed to other techniques. The use of shrinkage requires a supportive understanding of the interrelationship that exists among sectors. When diversity is very large, shrinkage may not be the best option to take.

Considering the graphical representation of forecasted series, it is also noticeable that the MMM-DA performs significantly well in forecasting turning points (see figures in appendix B.2).

Besides predictive ability, the usefulness of an approach also depends on its ability to assess effects of policy changes or external shocks (such as to world income.) The MMM approach is superior to ARLI(3) in this regard. On the other hand, for real time forecasting purposes the MMM model seems to be less useful than ARLI(3), as the future values of some of the explanatory variables in the MMM would be unknown.

A set of restrictions has also been tested on the model in order to reduce the number of parameters. The test used (Wald test, see appendix K of chapter 3) suggests that the first two lagged variables of the sectoral sales supply ($S_{t-1}$ and $S_{t-2}$) can be assigned a zero coefficient. A similar finding was obtained in an earlier study (Zellner, 2003).

3.12 CONCLUSION, STUDY LIMITATION AND FUTURE RESEARCH

The present chapter has mainly focused on the improvement of the forecasting process through disaggregation and the use of shrinkage estimations. In this chapter, some policy experiments, mainly Thatcher-like reforms, have been successfully applied to a disaggregated Marshallian Model of the South African economy. The main conclusions drawn from this exercise suggest that such reforms are most likely to produce remarkable improvements in the country’s growth pattern. If carefully implemented, reforms in the impact that unions have on the economy, coupled with freer sectors production activities (less entry requirements) and higher labour productivity are expected to raise the South African growth rate as high as 8.1 percent. This chapter provides clear evidence that a Marshallian Model constitutes a useful tool for understanding and predicting a country’s growth through sectoral
production activities. Despite the fact that the quality of some of the sectors’ series remains questionable, first approximations can be taken from a full-fledged Marshallian Model for the South African economy. The empirical approach used in this chapter in terms of Marshallian macroeconomic techniques and the shrinkage estimations is not without flaws. In some cases, as this chapter suggests, the use of shrinkage estimations does not always produce improvement in the model’s prediction ability considering the fact that sectors often have disparate dynamics. However, the MMA-DA when carefully used, can be valuably introduced to guide output growth forecasting in multiple output sectoral units, as long as the data used in the analysis and the vector means is representative of the production process and can be compared to appropriate peer production units. In addition, restrictions can validly be imposed on the first two lags of the MMM-DA without affecting the results. This conclusion has been supported in previous studies (Zellner et al., 2002). In addition to the existing literature, the present chapter has provided some extensions to the Marshallian modelling process by introducing: (1) an entry cost; (2) the human capital aspect of production (labour effectiveness); (3) a broader aspect of the sales demand function (including more household dynamics); and (4) the foreign sector (introducing international shifters such as world income).

This portion of the thesis opens new horizons for further research in forecasting models including more detailed leading indicators and probably deeper disaggregation (i.e. regional disaggregation).

Possible further expansions could also include features such as: (1) the dynamic of inventories; (2) the capital market; (3) the entry of new sectors (Schumpeterian innovations); (4) the distinction between skilled and unskilled labour force; (5) the use of a generalised production function instead of restricting the process to the use of a Cobb-Douglas production function; etc. The latter expansions might increase the prediction ability of the model further. In connection with earlier discussion (see section 3.6.1) on the optimality of a maximum likelihood estimator iterated while using ISUR, when the loss function is defined as a zero-one loss function, the modal value obtained using ISUR is optimal. A zero-one loss function seems very appropriate and appealing in the policy making process since policymakers act according to specific targets. When the target is missed, there is a big loss, and vice versa. However, in some further studies this issue will be addressed more thoroughly.
CHAPTER 4: GENERAL CONCLUSION

4.1 RESTATING THE OBJECTIVE OF THE STUDY
Consistent and comprehensive macroeconometric modelling is required for the improvement of several facets of modern society in both developing and developed nations. Most obvious are the direct effects of socio-economic indicators in a country’s economic growth pattern. Also clear is the impact of specific reforms on economic growth enhancement. Further, there are heavy technical requirements that need to be accurately met before a macroeconometric model receives appropriate credentials from policy makers. Among many others details, academics usually assess the performance of a macroeconometric model looking at: (1) its level of comprehensiveness for the different facets of the studied economy; (2) the appropriateness of its specification; and most importantly, (3) its prediction ability. A model that predicts well is more trustworthy and therefore more recommendable. The generic criteria used for prediction ability are the forecasted RMSE as well as the forecasted MAE.

Simply stated, the main objective of the present study was to provide a better understanding of the working of: (1) social interventions (ingredients) in macroeconomics; (2) conditional convergence across economic sectors; and (3) impact of firms’ dynamics (entry/exit) as well as disaggregation in improving macroeconometric models’ prediction ability; using South African data. It is our goal to have this new approach considered as a piece of scholarship by macroeconomists while it captivates the attention of policy makers.

4.2 DETAILED OUTLINE OF THE STUDY
This study was developed through two main interlinked papers or chapters. The first paper (chapter 2) discussed the use and the size of social predicaments – health and education – and, mainly due to constraints related to employment data, the results are reported for only four South African economic sectors. Also, in this chapter the process of conditional convergence across the ten sectors of the South African economy is examined.

The second paper (chapter 3) constituted the core of the study since it includes the complete development and policy usage of the main model, the MMM-DA. This
model made use of features on human capital – labour effectiveness – that have been discussed in the previous chapter and help understanding the role played by firms’ entry/exit into our modelling exercise. Transfer equations, disaggregated by economic sector, were used to assess the model’s prediction ability by comparing it to its benchmark using different estimation techniques. Concomitantly, a description of the economic effects of a set of freedom reforms on the economic growth pattern of the South African economy was provided.

4.3 BASIC MODEL OUTLINE AND METHODOLOGY

The main objective of this study was to develop a core macroeconometric model, the MMM-DA, with a set of interrelated models, that: (1) includes human capital components and therefore describes the size of human ingredients in the South African economy; (2) is properly disaggregated across 10 South African economic sectors; (3) encompasses firms dynamics – entry and exit; (4) has a strong prediction ability at both sectoral and national level; and (5) is usable in assessing the impact of policy reforms at both sectoral and national level.

In chapter 2, we made use of the ‘Iterative Seemingly Unrelated’ equations systems with other smoothing techniques such as the Holt Winters Exponential filters in order to estimate labour effectiveness through sectoral production functions. Additionally, different features of the conditional convergence process of South African economic sectors were explained using fixed effects model.

However, the core model was developed in the third chapter where a Marshallian Macroeconometric model disaggregated by economic sectors was developed. The use of disaggregating process in this MMM is justifiable when we consider sectors’ differentials prevailing in the South African economy. Also, as it was emphasized throughout this thesis, aggregate models are unable to analyze detailed policy shocks and entail major losses of relevant information. This leads to inaccuracy of policy recommendations made. Improvement effects of disaggregation have been captured in previous studies as measured by reduced MAEs and RMSEs.
In addition to its improved prediction ability due to the use of disaggregation, the MMM-DA captures firms’ entry/exit movements and it includes human capital components. Besides its strong macroeconomic specification based on Marshall’s theory of firms’ entry and exit, the MMM-DA is statistically built on an AR(3) process with leading indicators: the ARLI(3). The estimations of the model were run using Bayesian and Non-Bayesian techniques. As part of the Bayesian techniques, this thesis provided a comparative analysis between the MCMC technique and the DMC technique using RMSEs and MAEs even though both MCMC and DMC are computational techniques which should produce similar results, *ceteris paribus*.

### 4.4 SUMMARY OF KEY FINDINGS

In chapter 2, a set of sectoral growth equations were estimated using ISUR. With the exception of Agriculture, all sectoral growth regressions were well behaved and the levels of significance of the obtained coefficients did not differ much from *a priori* expectations.

Using a fixed effects model, the size of the parameters measuring the impact of public expenditures on health and schooling in the sectoral growth functions was computed. As expected, it has been observed that any increase in public expenditures for health and education induces higher output growth. However the magnitude of these effects differs from one sector to another. For example, Manufacturing and Construction has recorded the largest impacts. They were followed by Mining and Transport as well as Communication.

In chapter 3, results obtained from the forecasted RMSEs and MAEs provided evidence that the MMM-DA forecasts much better than its benchmark, the ARLI(3). Also, as part of the Bayesian techniques considered, the DMC is more recommendable as it is more direct while producing relevant estimates.

Considering the use of the MMM-DA to assess a set of freedom reforms, the results indicated that institution of these policy reforms would result in a real GVA growth rate of 8.1% with a standard error of 1.28 percentage points. The freedom reforms considered included: (1) freeing up barriers to firms' and workers' abilities to start up new firms and to obtain new employment; (2) tax-cut for the middle class; and (3)
health and educational programs that free individuals from poor health and ignorance, thereby enhancing their productivity. The use of disaggregation in our modelling exercise has enabled us to see how these set of reforms affect sectors individually and therefore more accurate policy recommendations can be extracted from this thesis.

4.5 AREAS OF FUTURE RESEARCH

This study opens new horizons for further research in forecasting models including more detailed leading indicators and probably deeper disaggregation (i.e. regional disaggregation). One can validly consider expanding this modelling exercise further by including more features to the research. This include additions such as: (1) the dynamics of inventories; (2) the market for capital with different levels of quality; (3) the entry of new sectors (Schumpeterian innovations); (4) the distinction between skilled and unskilled labour force; (5) the use of a generalised production function instead of restricting the process to the use of a Cobb-Douglas production function; etc; which may increase the prediction ability of the model.

As it is largely emphasized throughout this research, using further disaggregation, one not only avoids the negative effects of ‘aggregation biases’ of the sort that Theil and many others emphasised, but also gets the gain of extra precision in estimation and prediction. Added precision is gained not only in predicting outcomes for individual sectors, that is impossible with aggregate data, but also extra precision in predicting ‘totals’ or macroeconomic variables as shown theoretically and empirically in some more recent papers, with or without shrinkage.

Also, an interesting way of implementing reforms will be to consider different sets of allocations and observe how well the final result could be improved due to a more optimal decision. For example, instead of reducing entry cost for sectors that are naturally regulated monopolies, this money can be used to further reduce entry cost of more open sectors. As it was realised earlier, sectors’ differentials include different types of reactions that sectors might have when it comes to improving labour effectiveness. Capital intensive sectors will react differently than labour intensive sectors. It is therefore relevant to reallocate funds by shifting them from where they are less required toward more demanding areas. The issue of allocation has been
discussed extensively in the literature. Most obviously, any reform that will result in higher labor effectiveness requires a thorough design and implementation process. In this thesis, we were limited to simply pointing out at the outcome of such reforms without necessarily providing the technicalities behind. It is also worth mentioning the fact that the success of a reform is associated with a certain probability. Behind the scene, policy makers have to be adamant when selecting the correct type of reform. Also, the maturity of the reform most often carries several uncertainties that need to be accounted for. Improving labor effectiveness could be the results of different types of combined reforms. One may think of a direct assistance to firms in providing more training and better health to their employees throughout direct or indirect subsidies from the government. For example, firms that provide adequate training programs and offer appropriate health packages may qualify for tax rebates. Alternatively, the reform on labor effectiveness may also be more household-based or community-based. Here the reform may target public schools and public hospitals looking at high-quality efficiency ratios.

From our understanding, freeing up the market undeniably induces more competitiveness in different sectors and therefore we can observe an increase of firms seeking to make their employees more productive. Also, more competitive firms in the sectors help increasing tax revenue. With more money available, the government can invest much more in qualitative health and education.

The three sets of freedom reforms that we have implemented using this model are interlinked. Freeing up the market using lower entry cost helps raising the number of firms operating in the sector. More firms translate into more employees and therefore higher disposable income. Also, firms becoming more competitive heave the incentive for firms to provide appropriate training to their employees that make them more cost effective. Further research on this issue is therefore highly recommendable.