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APPENDIX A

MAXIMAL - RATIO RECEIVE COMBINING

A.1 APPENDIX OVERVIEW

Until recently, diversity has been obtained by transmission from a single antenna to multiple receive antennas. This method is known as receive diversity and is achieved by a scheme known as MRRC, shown in Figure A.1. MRRC is presented in the remainder of Appendix A.

A.2 MAXIMAL - RATIO RECEIVE COMBINING

At a given time, a signal $s_0$ is sent from the transmitter. The channel, which undergoes Rayleigh fading may in the worst case be modelled by a complex multiplicative distortion composed of a magnitude response and a phase response. As shown in Figure A.1, $h_0$ denotes the channel between the transmit antenna and receive antenna zero and $h_1$ denotes the channel between the transmit antenna and receive antenna one, where
\( h_0 = \alpha_0 \exp(j \theta_0) \)
\( h_1 = \alpha_1 \exp(j \theta_1) \)  \hspace{1cm} (A.1)

If noise is added at the two receivers, the resulting received baseband signals are

\[ r_0 = h_0 s_0 + n_0 \]
\[ r_1 = h_1 s_1 + n_1 \]  \hspace{1cm} (A.2)

Figure A.1. Receive diversity obtained by two-branch MRRC, taken from [3].

where \( n_0 \) and \( n_1 \) represent complex Gaussian distributed noise. Because \( n_0 \) and \( n_1 \) are Gaussian distributed and given that \( s_0 \) and \( s_1 \) are equiprobable, the ML decision rule applies and the receiver chooses signal \( s_i \), if and only if

\[ d^2(r_0, h_0 s_i) + d^2(r_1, h_1 s_i) \leq d^2(r_0, h_0 s_k) + d^2(r_1, h_1 s_k) \hspace{1cm} \forall \ i \neq k \]  \hspace{1cm} (A.3)

where \( d^2(x, y) \) is the squared Euclidean distance between signals \( x \) and \( y \), calculated using Equation (A.4)
As shown in Figure A.1, the receiver’s combining scheme for two-branch MRRC are given by Equation (A.5):

\[
\tilde{\mathbf{s}}_0 = h_0^* r_0 + h_1^* r_1
\]
\[
= h_0^* (h_0 s_0 + n_0) + h_1^* (h_1 s_0 + n_1) = (\alpha_0^2 + \alpha_1^2) s_0^* + h_0^* n_0 + h_1^* n_1
\]

Expanding Equation (A.3) and using Equations (A.4) and (A.5), Equation (A.6) is obtained, stating that: choose \( s_i \) if

\[
(\alpha_0^2 + \alpha_1^2) |s_i|^2 - \tilde{s}_0 s_i^* - \tilde{s}_0^* s_i \leq (\alpha_0^2 + \alpha_1^2) |s_k|^2 - \tilde{s}_0 s_k^* - \tilde{s}_0^* s_k \quad \forall i \neq k
\]

is met, or equivalently

\[
(\alpha_0^2 + \alpha_1^2 - 1) |s_i|^2 + d^2(\tilde{s}_0, s_i) \leq (\alpha_0^2 + \alpha_1^2 - 1) |s_k|^2 + d^2(\tilde{s}_0, s_k) \quad \forall i \neq k
\]

For PSK signals the energy in the constellation points are all equal, i.e.:

\[
|s_i|^2 = |s_k|^2 = E_s \quad \forall i, k
\]

Thus, Equation (A.7) reduces to Equation (A.9) for PSK constellation signals: Choose \( s_i \) if

\[
d^2(\tilde{s}_0, s_i) \leq d^2(\tilde{s}_0, s_k) \quad \forall i \neq k
\]

Equation (A.9) is a joint probability function that seeks to minimize the Euclidean distance between the received signal and the constellation points. The ML detector in Figure A.1 uses the decision rule in Equation (A.9) to obtain the optimal solution for \( \hat{s}_0 \), which is a ML estimate of \( s_0 \).
APPENDIX B

ALAMOUTI SPACE – TIME BLOCK CODING

B.1 APPENDIX OVERVIEW

In Appendix B, a transmit diversity scheme in baseband, originally proposed by Alamouti [3], is presented and shown in Figure B.1.

Appendix B is structured as follows: In Sections B.2 to B.4 the main functions of Figure B.1 are described, i.e:

- Encoding and transmission of symbols at the transmitter,
- Combing scheme at the receiver,
- Decision rule for ML detection.

In Section B.5 the error performance of the scheme is presented and compared to MRRC. Lastly, some implementation issues are highlighted and discussed in Section B.6.
B.2 ENCODING AND TRANSMISSION

With reference to Figure B.1, assume that at time $t$, two symbols $s_0$ and $s_1$, are simultaneously transmitted from antennas zero and one. At the next symbol period, $t + T$, $-s_1^*$ and $s_0^*$ are transmitted from antennas zero and one, respectively. Thus, encoding is done in both time and space, and is known as space-time coding. The channel can be modelled as described in Chapter 4. Assuming that the fading is constant across two consecutive symbols, $h_0$ and $h_1$ can be written as

$$h_0(t) = h_0(t + T) = h_0 = \alpha_0 \exp(j\theta_0)$$
$$h_1(t) = h_1(t + T) = h_1 = \alpha_1 \exp(j\theta_1)$$  \hspace{1cm} (B.1)

where $T$ denotes the symbol duration.

![Figure B.1. Two branch transmit diversity with a single receiver, taken from [3].](image-url)
It follows that the received signal at the receiver can be written as

\[ r_0 = r(t) = h_0s_0 + h_1s_1 + \eta_0 \]
\[ r_1 = r(t + T) = -h_0^*s_1^* + h_1^*s_0^* + \eta_1 \]  \hspace{1cm} (B.2)

where \( r_0 \) and \( r_1 \) are the received signals at time \( t \) and \( t+T \), respectively. These received signals are corrupted by receiver noise, denoted by \( \eta_0 \) and \( \eta_1 \) respectively.

**B.3 COMBINING SCHEME**

The combiner, as shown in Figure B.1, combines the following two signals, which are then passed on to the ML detector:

\[ \tilde{s}_0 = h_0^*r_0 + h_1^*r_1^* \]
\[ \tilde{s}_1 = h_1^*r_0 - h_0^*r_1^* \]  \hspace{1cm} (B.3)

Also note that Equation (B.3) differs from Equation (A.5). Substituting Equations (B.1) and (B.2) into Equation (B.3), Equation (B.4) is obtained.

\[ \tilde{s}_0 = (\alpha_0^2 + \alpha_1^2)s_0 + h_0^*\eta_0 + h_1^*\eta_1^* \]
\[ \tilde{s}_1 = (\alpha_0^2 + \alpha_1^2)s_1 - h_0^*\eta_1 + h_1^*\eta_0 \]  \hspace{1cm} (B.4)

**B.4 MAXIMUM LIKELIHOOD DETECTION**

Using Equation (A.8) for \( \tilde{s}_0 \) and \( \tilde{s}_1 \), as defined in Equation (B.4), the estimates for \( \hat{s}_0 \) and \( \hat{s}_1 \) can be obtained.

It should be noted that the resulting combined signal in Equation (B.4) is equivalent to the result in Equation (A.5) for MRRC. The only difference is the phase rotations on the noise.
components, which do not degrade the effective SNR. Thus, the resulting diversity order of two is similar to the two branch MRRC. It was also shown by Alamouti [3] that the scheme can be extended to two transmit antennas and multiple receive antennas. Using $M$ receive antennas, a diversity order of $2M$ can be obtained. In this dissertation only one receive antenna will be considered.

B.5 ERROR PERFORMANCE

With the performance evaluation of the scheme, the following assumptions are made:

- The total transmit power from the two antennas equals that of a single transmit antenna from the MRRC scheme.
- The amplitude of the fading from each transmit antenna to each receive antenna are mutually uncorrelated and Rayleigh distributed. However, the average signal power from each transmit antenna to each receive antenna are the same.
- Perfect CSI is assumed.

![Figure B.2 BER performance of uncoded coherent BPSK for MRRC and the transmit diversity scheme in a Rayleigh fading channel [3].](image)
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These assumptions are the basis for comparing this scheme to other schemes. As seen in Figure B.2, the transmit diversity scheme performs similar to MRRC with the same number of antennas (see Section B.6.1 for 3dB performance difference).

**B.6 IMPLEMENTATION ISSUES**

This section is concerned with the differences observed between the transmit diversity scheme and the MRRC scheme.

**B.6.1 Power considerations**

As seen in Figure B.2, the transmit diversity scheme has a 3dB penalty in SNR performance when compared to the MRRC scheme, due to the transmission of 2 symbols from two different antennas. Thus, only half the power is available to each antenna. This, however, can be a cheaper implementation, due to smaller amplifiers that need to be used.

**B.6.2 Sensitivity to channel estimation errors**

One method to perform channel estimation is by means of pilot insertion and extraction [72]. This is done by periodically transmitting known symbols to the receiver that are interpolated at the receiver to construct an estimate of the channel. It is interesting to note that the channel estimation error is minimized when the pilot insertion frequency is greater or equal to the channel Nyquist sampling rate. If this condition applies, the errors due to the channel estimation imperfections are minimized.

It should also be noted that twice the number of pilot symbols are added to the transmit diversity scheme, because of the extra antenna present (these pilot symbols should be orthogonal).
B.6.3 Delay effects

The delay for a 2-branch diversity scheme would be 2 symbol periods, where MRRC is only one symbol period. However, if the symbols were sent at the same time on different carriers, the symbol period would also be one.

B.6.4 Antenna Configuration

A primary requirement for diversity improvement is that the signals transmitted from different antennas should be sufficiently decorrelated (less than 70% correlation) and have almost equal gain. To satisfy this requirement, the antennas at the BS should be separated by at least $10\lambda$, and $3\lambda$ at the MS [1, 3, 72]. This separation requirement depends on many factors such as antenna height and the scattering environment. It should also be stated that these figures apply mostly to macrocell, urban and suburban environments with relatively large base station antenna heights.

Accordingly, transmit diversity and receive diversity can both be accomplished, or only transmit diversity in the down link and receive diversity in the uplink, assuming the mobile has only a single antenna and the base station consists of multiple antennas.

B.6.5 Soft failure

Receive diversity enables a communication system to still receive a signal if one of the transmission chains fail, but with inferior quality because of the loss of diversity gain. This is called soft failure. This is also accomplished by transmit diversity. For example, suppose $h_1 = 0$ in Equation (B.2), the received signal becomes:

$$r_0 = r(t) = h_0s_0 + \eta_0$$
$$r_1 = r(t + T) = -h_0s_1^* + \eta_1$$

Thus, the combiner combines the following two estimates:

$$F = \frac{r_0 + r_1}{2}$$

Thus, the combiner combines the following two estimates:
\[
\tilde{s}_0 = h_0^* (h_0 s_0 + \eta_0) = \alpha_0^* s_0 + h_0^* \eta_0
\]

\[
\tilde{s}_1 = -h_0^* (h_0^* s_1 + \eta_1^*) = \alpha_0^* s_1 - h_0 \eta_1^*
\]

(B.7)

which is similar to using no diversity at all.

**B.6.6 Impact on Interference**

The level of interference experienced by the transmit diversity scheme is twice as much as with the MRRC scheme. This interference can be minimized by incorporating techniques such as array processing [1, 5, 6, 7], etc.
APPENDIX C

MOBILE FADING CHANNEL THEORY AND SIMULATIONS

C.1 APPENDIX OVERVIEW

In Appendix C, a summary of multipath fading signal propagation effects contained within the simulation platform and used to generate the proposed DSSTS as well as SSTD scheme’s simulation results, is presented. This Appendix is structured as follows: In Section C.2 a general overview of small-scale multipath fading propagation is presented, followed with factors influencing small-scale fading in Section C.3. In Section C.4 types of small-scale fading is presented, followed with channel models in Sections C.5 and C.6. Simulation results of the Flat Fading Channel Simulator (FFCS), also see Chapter 4, Section 4.1, are presented in Section C.7, and lastly theoretical BERs for a AWGN channel, slow flat fading Rayleigh fading channel as well as ST coding BERs in a Rayleigh fading channel are presented in Section C.8.

C.2 SMALL-SCALE MULTIPATH FADING PROPAGATION

Multipath in the radio channel creates small-scale fading effects. The three most important effects are [1, 7]:

1. Diffraction
2. Refraction
3. Reflection
• Rapid changes in signal strength over a small distance or short time interval.
• Random frequency modulation due to varying Doppler shifts on different multipath signals.
• Time dispersion (echoes) caused by multipath propagation delays.

In built-up urban areas, the height of the mobile antennas is well below the height of surrounding structures, so that there exists no single LOS to the BS (Figure C.1). Fading occurs due to the movement of the MS, movement of the surrounding objects as well as the multiple paths between the BS and MS (see Section C.3). Even when a LOS exists between the MS and BS, multipath still occurs due to reflections from ground and surrounding structures. The incoming radio waves arrive from different directions with different propagation delays. The signal received by the mobile at any point in space may consist of a large number of plane waves having randomly distributed amplitudes, phases, and angles of arrival. These multipath components combine vectorially at the receiver antenna, causing the signal received by the mobile to distort or fade (see Figure C.2). Even when a mobile receiver is stationary, the received signal may fade due to movement of surrounding objects in the radio channel. If objects in the radio channel are static, and motion is considered to be only due to that of the mobile, then fading is purely a spatial phenomenon [7].

![Figure C.1. Illustration of more than one NLOS propagation path towards the mobile unit.](image-url)
The receiver sees the spatial variations of the resulting signal as temporal variations as it moves through the multipath field. Due to constructive and destructive effects of multipath waves summing at various points in space, a receiver moving at high speed can pass through several fades in a small period of time (See Figures C.7 and C.9). Maintaining good communications can then become very difficult, although passing vehicles or people walking in the vicinity of the mobile can often disturb the field pattern, thereby diminishing the likelihood of the received signal remaining in a deep null for a long period of time. By using multiple antennas at the receiver, the likelihood that both antennas are simultaneously in a fade are less than a single receive antennas scenario, thus resulting in improved reception [9, 73]. Due to the relative motion between the mobile and the BS, each multipath wave experiences an apparent shift in frequency. The shift in received signal frequency due to motion is called the Doppler shift, and is directly proportional to the velocity and direction of motion of the mobile with respect to the direction of arrival of the received multipath wave [1, 6, 7]. See Appendix D for more information on Doppler shift and spread.

Figure C.2. Envelope fading caused by adding different phases. These phases can be represented by more than two phases adding together, taken from [7].
C.3 FACTORS INFLUENCING SMALL-SCALE MULTIPATH FADING

Many physical factors in the radio propagation channel influence small-scale fading. These include the following:

C.3.1 Multipath propagation

The presence of reflecting objects and scatterers in the channel creates a constantly changing environment that dissipates signal energy in amplitude and phase over time. These effects result in multiple versions of the transmitted signal that arrive at the receiving antenna, displaced with respect to one another in time and spatial orientation. The random phase and amplitudes of the different multipath components cause fluctuations in signal strength, thereby inducing small-scale fading. Multipath propagation often lengthens the time required for the baseband information of the signal to reach the receiver, which can cause signal smearing due to Inter Symbol Interference (ISI). For a more in depth discussion on multipath propagation, see Appendix D.

C.3.2 Speed of the mobile.

The relative motion between the BS and the mobile results in random frequency modulation due to different Doppler shifts on each of the multipath components. Doppler shift will be positive or negative depending on whether the mobile receiver is moving toward or away from the BS. For a more in depth discussion on Doppler shift, see Appendix D.

C.3.3 Speed of surrounding objects.

If objects in the radio channel are in motion, they induce a time varying Doppler shift on multipath components. If the surrounding objects move at a greater rate than the mobile, then this effect dominates the small-scale fading. Otherwise, motion of surrounding objects may be ignored, and only the speed of the mobile need be considered. The coherence time defines the "staticness" of the channel, and is directly impacted by the Doppler shift, and Doppler spread. Doppler spread is thus introduced by the time variations in the channel. For a more
in depth discussion on Doppler spread, see Appendix D. Widely used models for the Doppler power spectrum (Doppler spread) of mobile radio channels are the so-called Jakes model [74] and Clarke model [75]. The Doppler spectrum is defined by Equation (C.1) and shown in Figure C.3.

\[
S_c(f) = \begin{cases} 
\frac{1}{\pi f_d} \sqrt{1 - \left(\frac{f}{f_d}\right)^2} & (|f| \leq f_d) \\
0 & (|f| > f_d)
\end{cases}
\]  

(C.1)

where \(f_d\) is the maximum Doppler shift. Based on the statistical characteristics of the scattered electromagnetic fields constituting the signal entering the moving receiver, the following geometrical assumptions is made for which Equation C.1 holds:

- The antenna is fixed and employs a vertically polarised omni directional antenna.
- The field incident on the receiver has \(M_{az}\) azimuthal plane waves.

Figure C.3. Doppler power spectrum \(S_c(f)\) plot for a baseband mobile radio channel.
• Each of the $M_{az}$ azimuthal plane waves have an arbitrary carrier phase. These phases are assumed to be uniformly distributed between $-\pi$ and $\pi$.

• Each of the $M_{az}$ azimuthal plane waves have an arbitrary angle of arrival to the receive antenna.

• The $M_{az}$ azimuthal plane waves have equal average amplitudes, implying an absent LOS path.

C.3.4 The transmission bandwidth of the signal.

If the transmitted radio signal bandwidth is larger than the "bandwidth" of the multipath channel, the received signal will be distorted, but the received signal strength will not fade much over a local area (i.e., the small-scale signal fading will not be significant). As will be shown, the bandwidth of the channel can be quantified by the coherence bandwidth, which is related to the specific multipath structure of the channel. The coherence bandwidth is a measure of the maximum frequency difference for which signals are still strongly correlated in amplitude. If the transmitted signal has a narrow bandwidth compared to the channel, the amplitude of the signal will change rapidly, but the signal will not be distorted in time. Thus, the statistics of small-scale signal strength and the likelihood of signal smearing appearing over small-scale distances are very much related to the specific amplitudes and delays of the multipath channel, as well as the bandwidth of the transmitted signal.

C.4 TYPES OF SMALL-SCALE FADING

From the previous sections it is evident that the type of fading experienced by a signal propagating through a mobile radio channel depends on the nature of the transmitted signal with respect to the characteristics of the channel. Depending on the relation between the signal parameters (such as bandwidth, symbol period, etc.) and the channel parameters (such as delay spread and Doppler spread), different transmitted signals will undergo different types of fading.
The time and frequency dispersion mechanisms in a mobile radio channel lead to four possible distinct effects, which are dependant on the nature of the transmitted signal, the channel, and the relative velocity between the BS and the mobile. While multipath delay spread leads to time dispersion and frequency selective fading, Doppler spread leads to frequency dispersion and time selective fading.

C.4.1 Fading effects due to multipath time delay spread

Time dispersion due to multipath causes the transmitted signal to undergo either flat or frequency selective fading.

*Flat fading*

If the mobile radio channel has a constant gain and linear phase response over a bandwidth, which is greater than the bandwidth of the transmitted signal, then the received signal will undergo flat fading. Thus, the signal bandwidth is small in comparison to the coherence bandwidth. In flat fading, the multipath structure of the channel is such that the spectral characteristics of the transmitted signal are preserved at the receiver. However, the strength of the received signal changes with time, due to fluctuations in the gain of the channel caused by multipath. This is observed as a received signal with varying gain over time, with the spectrum of the transmission practically preserved. Typical flat fading channels cause deep fades, and thus may require 20 or 30 dB more transmitter power to achieve low bit error rates during times of deep fades, as compared to systems operating over non-fading channels. To summarize, a signal undergoes flat fading if

\[
BW_s << BW_c \quad \text{and} \quad T_s >> \vartheta \tau \quad (C.2)
\]

where \( T_s \) is symbol period, \( BW_s \) the bandwidth of the transmitted modulation, \( \vartheta \tau \) the channel RMS delay spread (see Appendix D) and \( BW_c \) the channel coherence bandwidth.
**Frequency Selective Fading**

If the channel possesses a constant-gain and linear phase response over a bandwidth that is smaller than the bandwidth of transmitted signal, then the channel creates frequency selective fading on the received signal. Thus, the signal bandwidth is large in comparison to the coherence bandwidth. Under such conditions, the channel impulse response has a multipath delay spread which is greater than the reciprocal bandwidth of the transmitted message waveform. When this occurs, the received signal includes multiple versions of the transmitted waveform, which are attenuated (faded) and delayed in time, and hence the received signal is distorted. Viewed in the frequency domain, certain frequency components in the received signal spectrum have greater gains than others. Frequency selective fading channels are much more difficult to model than flat fading channels since each multipath signal must be modelled and the channel must be considered to be a linear filter. It is for this reason that wideband multipath measurements are made and models are developed from these measurements.

To summarize, a signal undergoes frequency selective fading if

\[
BW_s > BW_c \quad \text{and} \quad T_s < \frac{\vartheta}{\tau} \quad (C.3)
\]

A common rule of thumb is that a channel is flat fading if \( T_s \geq 10 \vartheta \tau \) [1] and a channel is frequency selective if \( T_s < 10 \vartheta \tau \) [1].

**C.4.2 Fading effects due to Doppler spread**

Depending on how rapidly the transmitted baseband signal changes compared to the channel’s rate of change, a channel may be classified either as a fast fading or slow fading channel.
Fast Fading

In a fast fading channel, the channel impulse response changes rapidly within the symbol duration. That is, the coherence time of the channel is smaller than the symbol period of the transmitted signal. This causes frequency dispersion (also called time selective fading) due to Doppler spreading, which leads to signal distortion. Viewed in the frequency domain, signal distortion due to fast fading increases with increasing Doppler spread relative to the bandwidth of the transmitted signal. Therefore, a signal undergoes fast fading if

\[ T_s > T_c \quad \text{and} \quad BW_s < BW_d \]  

Where \( BW_d \) is the Doppler spread bandwidth. It should be noted that when a channel is specified as a fast or slow fading channel, it does not specify whether the channel is flat fading or frequency selective in nature. Fast fading only deals with the rate of change of the channel due to motion. In the case of the flat fading channel, we can approximate the impulse response to be simply a delta distribution (no time delay). Hence, a flat, fast fading channel is a channel in which the amplitude of the delta functional varies faster than the rate of change of the transmitted baseband signal. In the case of a frequency selective, fast fading channel, the amplitudes, phases, and time delays of anyone of the multipath components vary faster than the rate of change of the transmitted signal. In practice, fast fading only occurs for very low data rates.

Slow Fading

In a slow fading channel, the channel impulse response changes at a rate much slower than the transmitted baseband signal. In this case, the channel may be assumed to be static over one or several reciprocal bandwidth intervals. In the frequency domain, this implies that the Doppler spread of the channel is much less than the bandwidth of the baseband signal. Therefore, a signal undergoes slow fading if

\[ T_s << T_c \quad \text{and} \]
It should be stated here that the velocity of the mobile (or velocity of objects in the channel) and the baseband signalling determines whether a signal undergoes fast fading or slow fading. It should also be emphasized that fast and slow fading deal with the relationship between the time rate of change in the channel and the transmitted signal, and not with propagation path loss models.

**C.5. AWGN CHANNEL MODELS**

**C.5.1. Probability density function and spectral characteristics**

An unavoidable limiting factor in the performance and capabilities of communication systems is AWGN. Understanding the nature of noise is therefore crucial if effective counter measures, such as channel coding, are to be designed.

Degradation of communication systems’ performance in noisy channel conditions can be attributed to as variety of noise sources, e.g. interference from other communication systems, thermal noise and amplifier noise. The primary statistical characteristics of the resultant noise caused by adding the above mentioned noise sources, is that its amplitude exhibits a Gaussian distribution with a Probability Density Function (PDF) given by

\[
\text{pdf}(z) = \frac{1}{\sigma_n \sqrt{2\pi}} \exp \left( -\frac{z^2}{2\sigma_n^2} \right) 
\]

where \(z\) is the noise amplitude, and \(\sigma_n^2\) the noise variance power. The principle spectral characteristics of AWGN are that it has an essentially flat two-sided PSD for frequencies up to approximately \(10^{12}\) Hz.
C.5.2. Obtaining Gaussian samples with required noise variance

When investigating the performance of communication systems in typical mobile communication channel conditions, two quantities, namely the SNR and the $E_b/N_0$ value (measured in dB), are of importance. Used more commonly in everyday speech, the SNR defines the ratio of average transmitted signal power to noise power at the receiver output. However, it is meaningless unless the noise bandwidth of the receiver is specified. Consequently the SNR is frequently normalised with respect to the noise bandwidth, resulting in the quantity $E_b/N_0$, which then becomes the dependent variable in the performance measurements. By stipulating the $E_b/N_0$ value for a specific performance measurement set up, it is possible to calculate the variance $\sigma_n^2$ of the Gaussian noise samples required to realise the correct AWGN channel conditions. Given the transmitted signal’s bandwidth $BW_s$, the following relationship between the SNR and $E_b/N_0$ of uncoded binary communication systems holds:

$$SNR = \frac{\sigma_s^2}{\sigma_n^2} \quad (In \ the \ bandwidth \ BW_s)$$

$$= \frac{E_b \cdot R_b}{N_0 \cdot BW_s} \quad (C.7)$$

where $\sigma_s^2$ is the variance (power) of the transmitted signal, $\sigma_n^2$ is the variance (power) of the required Gaussian noise samples, $E_b$ is the energy in an uncoded bit, $R_b$ is the uncoded bit rate and $N_0$ is the single sided PSD level of the AWGN.

Manipulation of Equation (C.7) can be shown to give [4]

$$psf_n = \frac{\sigma_s^2 \cdot f_{samp}}{10 \left( \frac{E_b}{10 N_0} \right) \cdot 2R_b} \quad (C.8)$$

where $f_{samp}$ is the sampling rate of the transmitter. Thus, the Gaussian distributed samples are scaled with a power scaling factor $psf_n$ to produce Gaussian noise samples with variance of $\sigma_n^2$, which in turn produces the required $E_b/N_0$ level.
C.5.3. Probability of error for AWGN channels

The probability of a bit error of many modulation schemes in an AWGN channel is found by using the Q-function \([6]\). For a BPSK signal constellation the probability of a bit error is given as \([1]\)

\[
P_{e,\text{BPSK}}^{\text{AWGN}} = Q\left(\sqrt{2\Gamma}\right) \quad (C.9)
\]

where \(\Gamma = \frac{E_b}{N_0}\) is the SNR per bit.

C.6. FLAT FADING CHANNEL MODELS

Radio channels can be modelled as a wide variety of distributions, such as an AWGN channel, a Rayleigh channel, a Rician channel, a log-normal channel etc. Due to the NLOS and LOS components, mobile radio channels are often modelled as a Rayleigh or Rician channel. Thus, only these two distributions are considered in this dissertation.

C.6.1. Rayleigh fading distribution

In mobile radio channels, the Rayleigh distribution is commonly used to describe the statistical time varying nature of the received envelope of a flat fading signal, or the envelope of an individual multipath component. It is well known that the envelope of the sum of two quadrature Gaussian noise signals obeys a Rayleigh distribution. Figure C.4 shows a Rayleigh distributed signal envelope as a function of time. The Rayleigh distribution has a PDF given by

\[
\text{pdf}(z) = \begin{cases} 
\frac{z}{\sigma_z^2} \exp\left(-\frac{z^2}{2\sigma_z^2}\right) & \text{for } 0 \leq z \leq \infty \\
0 & \text{for } z < 0
\end{cases} \quad (C.10)
\]

where \(\sigma_z\) is the Root Mean Square (RMS) value of the received signal amplitude \(z\) before envelope detection, and \(\sigma_z^2\) is the power of the received signal before envelope detection.
Figure C.4. PDF of a Rayleigh distribution.

C.6.2. Rayleigh fading probability of error

The probability of a bit error of coherent BPSK in a slow Rayleigh fading channel is given as [1]

\[ P_{e,BPSK}^{RAY} = \frac{1}{2} \left[ 1 - \sqrt{\frac{\Gamma}{1 + \Gamma}} \right] \] (C.11)

where \( \Gamma = \frac{E_b}{N_0} \) is the SNR per bit. The theoretical probability of error graphs for Equations (C.9) and (C.11) are presented in Section C.8, Figure C.19 in order to show the performance difference between modulation techniques’ performance in Rayleigh and AWGN channels.
C.6.3. Rician fading distribution

When there is a dominant stationary (non-fading) signal component present, i.e. a LOS propagation path, the small-scale fading envelope distribution can be modelled as Rician. In such a situation, random multipath components arriving at different angles are superimposed on a stationary dominant signal. At the output of an envelope detector, this has the effect of adding a Direct Current (DC) component to the envelope.

Just as for the case of detection of a sine wave in thermal noise, the effect of a dominant signal arriving with many weaker multipath signals gives rise to the Rician distribution. As the dominant signal becomes weaker, the composite signal resembles a noise signal with a Rayleigh fading envelope. Thus, the Rician distribution changes to a Rayleigh distribution when the LOS component fades away. The Rician distribution is given by

$$pdf(z) = \begin{cases} \frac{z}{\sigma_z^2} \exp\left(-\frac{z^2 + 2K}{2\sigma_z^2}\right) I_0\left(\frac{\sqrt{2K} z}{\sigma_z^2}\right) & \text{for } 0 \leq z \leq \infty \\ 0 & \text{for } z < 0 \end{cases}$$

(C.12)

The parameter $\sqrt{2K}$ denotes the peak amplitude of the dominant signal and $I_0(\bullet)$ is the modified zero-order Bessel function of the first kind. The Rician factor $K$ denotes the ratio between the direct LOS signal component and the scatter component of the signal (see Chapter 4, Section 4.1.1.).
C.7. SIMULATION RESULTS OF THE FADING CHANNEL SIMULATOR

Simulation results for the FFCS presented in Chapter 4, Section 4.1, are presented in this section. As input to the FFCS shown in Chapter 4, Section 4.1, Figure 4.1, an unmodulated 1000Hz signal was used, sampled at 1MHz. It should also be stated that the received signal had constant and linear phase over the symbol duration. The following simulations were obtained for different values of the Rician constant ($K$) and speed of the mobile (different Doppler frequencies).

Figure C.5. Rician distribution for a LOS component ($K$) of -100 dB, 0 dB and 6 dB.
C.7.1. The received signal envelope

From Figures C.6 to C.9, it can be seen that the received signal’s envelope is fading if the channel is purely Rayleigh distributed ($K = -100\text{dB}$) and is much more constant with a Rician distribution ($K = 6\text{dB}$) as a result of the direct LOS component present in the Rician distribution. For a more in depth discussion on channel fade durations and fading statistics, see [1]. Comparing Figures C.6 and C.7, it is evident that a low mobile speed has less fades and longer fade durations in comparison to a fast moving mobile that has significant more fades and much shorter fade durations.

![Figure C.6. Plot of a fading signal with $K = -100\text{dB}$ and $f_d = 33\text{Hz}$.](image)
Figure C.7. Plot of a fading signal with $K = -100\text{dB}$ and $f_d = 100\text{Hz}$.

Figure C.8. Plot of a fading signal with $K = 6\text{dB}$ and $f_d = 33\text{Hz}$. 
Figure C.9. Plot of a fading signal with $K = 6\text{dB}$ and $f_d = 100\text{Hz}$.

C.7.2. The power spectrum of the received signal

From Figures C.10 and C.11 it is evident that the single frequency component in an unmodulated carrier is broadened to the Doppler power spectrum (compare with Figure C.3 in Section C.3).

This Doppler spread is a function of the speed of the mobile (see Appendix D). The higher the speed of the mobile, the more frequency spread is introduced to the fading signal and visa versa. From Figures C.12 and C.13, the presence of a direct LOS component ($K$) is seen as a single carrier component in the frequency spectrum at $f = 1000\text{Hz}$. As $K$ becomes progressively larger, the peak power of the Doppler sidebands (i.e. frequency spread) is reduced compared to the peak power of the single carrier component. Thus, when $K$ becomes sufficiently large, most power in the frequency spectrum lies within the single frequency component due to the input signal’s frequency, showing that high LOS components counter the effects of Doppler spreading.
Figure C.10. The power spectrum of the fading signal shown in Figure C.6, with $K = -100\text{dB}$ and $f_d = 33\text{Hz}$.

Figure C.11. The power spectrum of the fading signal shown in Figure C.7, with $K = -100\text{dB}$ and $f_d = 100\text{Hz}$.
Figure C.12. The power spectrum of the fading signal shown in Figure C.8, with $K = 6\text{dB}$ and $f_d = 33\text{Hz}$.

Figure C.13. The power spectrum of the fading signal shown in Figure C.9, with $K = 6\text{dB}$ and $f_d = 100\text{Hz}$.
C.7.3. The PDF of the received signal

From Figures C.14 to C.17 it can be seen that the received signal’s envelope is Rayleigh distributed when $K = -100\text{dB}$, and Rician distributed when $K$ becomes larger (compare with Figures C.4 and C.5 in Section C.6). Eventually, when $K = 6\text{dB}$, the Rician distribution tends to be a Gauss distribution with a mean of 3 and variance of approximately 1. This is merely a result of the direct LOS component present in the Rician distribution. Because of identical distributions in Figures C.14 and C.15, as well as Figures C.16 and C.17, it can be stated that the received signal envelope is practically independent of the mobile speed (Doppler spread) in the presence of a dominant LOS signal component.

![Figure C.14](image)

**Figure C.14.** The PDF of the fading signal’s envelope in Figure C.6, with $K = -100\text{dB}$ and $f_d = 33\text{Hz}$. 
Figure C.15. The PDF of the fading signal's envelope in Figure C.7, with $K = -100\text{dB}$ and $f_d = 100\text{Hz}$.

Figure C.16. The PDF of the fading signal's envelope in Figure C.8, with $K = 6\text{dB}$ and $f_d = 33\text{Hz}$.
C.8. THEORETICAL BERs

In Chapter 2, Equations (2.24) and (2.25) were presented for ST coding error probabilities of BPSK and QPSK in a Rayleigh fading channel, respectively. These equations are plotted in Figure C.18 for comparison purposes. The probability of error for a flat fading Rayleigh channel (see Section C.6.2, Equation (C.11)), is also included as a reference graph. Also note that a 3dB difference exists between the BPSK and QPSK modulation techniques. The probability of a bit error of coherent BPSK in a Rayleigh fading channel was given in Section C.6.2, Equation (C.11), whereas the probability of a bit error for a BPSK signal constellation in an AWGN channel is given by Equation (C.9). The theoretical probability of error graphs for Equations (C.9) and (C.11) are presented in Figure C.19 and will henceforth serve as upper and lower bounds in the subsequent performance analysis of the proposed DSSTS schemes.
Figure C.18. Comparison of the simulation of an uncoded system, BPSK ST – and QPSK ST code’s probability of error in a Rayleigh fading channel [24].

Figure C.19. Benchmark probability of error results for a BPSK system in Rayleigh as well as AWGN channel conditions.
APPENDIX D

CHANNEL EFFECTS, MATHEMATICAL ANALYSIS

D.1 APPENDIX OVERVIEW

In Appendix D an overview of different channel effects are discussed. In Section D.2, the Doppler effect is explained, while a statistical formulation of channel effects that occur due to multipath fading, is presented in Section D.3 and Section D.4. In Sections D.5 and D.6 the concepts of delay spread and Doppler spread are introduced, respectively. Lastly, Clarke’s fading model simulator is presented in Section D.8 as well as the derivation of the scaling factors that were used in Chapter 4.

D.2 DOPPLER SHIFT

Signal fading is essentially a spatial phenomenon that manifests itself in the time domain as fluctuations occur in receive power as relative movement occur between the transmitter and receiver. With reference to Figure D.1, assume that a mobile is moving at a constant velocity $v$ between points $X$ and $Y$, receiving signals from a distant stationary source $S$. Assuming that $X$ and $Y$ are far apart, the receive angles at both point $X$ and $Y$
are approximately $\theta$. If $d$ is the path length from $X$ to $Y$, the difference in path lengths travelled by the waves from the source $S$ to the mobile at points $X$ and $Y$ is

$$\Delta l = d \cos \theta = v \Delta t \cos \theta$$

where $\Delta t$ is the time required for the mobile to travel from point $X$ to $Y$. Thus, the phase change in the received signal due to the difference in path length is given in Equation (D.1)

$$\Delta \Phi = \frac{2\pi \Delta l}{\lambda} = \frac{2\pi v \Delta t}{\lambda} \cos \theta$$

(D.1)

The change in frequency, or Doppler shift $f_d$, due to the motion of the mobile, is given by Equation (D.2)

$$f_d = \frac{1}{2\pi} \frac{\Delta \Phi}{\Delta t} = \frac{v}{\lambda} \cos \theta$$

(D.2)

From Equation (D.2) it can be seen that the Doppler shift is dependant on the speed and direction of the moving mobile. If the mobile moves towards the source $S$, the Doppler frequency is positive (i.e. the apparent received frequency increases), and negative as it moves away from the source (i.e. the apparent received frequency decreases).

Figure D.1. Illustration of the Doppler effect, taken from Rappaport, pp.180 [1].
D.3 IMPULSE RESPONSE MODEL OF A MULTIPATH CHANNEL

If an extremely short pulse, ideally an impulse, is transmitted over a time-varying multipath channel, the received signal might appear as a train of pulses (Figure D.2). Note that [6] is the source for Sections D.3 and D.4. Hence, two characteristics of a time-varying multipath channel that can be seen in Figure D.2 are:

- Time spread of the signal is introduced.
- The nature of all the multipaths varies with time in accordance to the environmental changes.

![Transmitted signal](image)

![Received signal](image)

Figure D.2. Example of the response of a time variant multipath channel. Note that the same pulse in (a) to (d) is received differently in each case because of multipath, taken from Proakis, pp. 801 [6].
The time variations in the channel, as seen in Figure D.2, appear to be unpredictable to the user of the channel. For this reason, a time variant multipath channel is characterised statistically.

Assume a transmitted signal to be of the form

\[ u(t) = \text{Re} \left[ u_i(t) \exp(j2\pi f_c t) \right] \]  \hspace{1cm} (D.3)

A received band pass signal, having \( L \) multipaths that faded and introduced time spread in the signal can be represented by

\[ x(t) = \sum_{i=1}^{L} \beta_i(t) u[t - \tau_i(t)] \]  \hspace{1cm} (D.4)

where \( \beta_i(t) \) represents the attenuation of the \( i \)th path with a time delay of \( \tau_i(t) \). Substitution of Equation (D.3) into Equation (D.4) yields

\[ x(t) = \text{Re} \left\{ \sum_{i=1}^{L} \beta_i(t) e^{-j2\pi f_c \tau_i(t)} u_i[t - \tau_i(t)] \right\} e^{j2\pi f_c t} \]  \hspace{1cm} (D.5)

From Equation (D.5), it is apparent that the equivalent low-pass received signal is

\[ d_i(t) = \sum_{i=1}^{L} \beta_i(t) e^{-j2\pi f_c \tau_i(t)} u_i[t - \tau_i(t)] \]  \hspace{1cm} (D.6)

But, \( d_i(t) \) is a response of an equivalent low-pass channel to an equivalent low-pass signal \( u_i(t) \). Thus, the equivalent low-pass channel is described by the time-variant impulse response in discrete form in Equation (D.7)

\[ c(\tau; t) = \sum_{i=1}^{L} \beta_i(t) e^{-j2\pi f_c \tau_i(t)} \delta[t - \tau_i(t)] \]  \hspace{1cm} (D.7)

In integral form, the received signal \( d(t) \) is represented by
\[ d(t) = \int_{-\infty}^{\infty} \beta(t;\tau)u(t-\tau)d\tau \]  

(D.8)

where \( \beta(t;\tau) \) denotes the attenuation of the signal with a delay time of \( \tau \) at time instant \( t \). By substitution of Equation (D.3) into Equation (D.8), the received signal in integral form is

\[ d(t) = \text{Re}\left\{ \int_{-\infty}^{\infty} \beta(t;\tau)e^{-j2\pi\tau}u(t-\tau)d\tau \right\}e^{j2\pi\tau} \]  

(D.9)

Because Equation (D.9) represents the convolution of \( u_0(t) \) with an equivalent low-pass time variant impulse response, it follows that

\[ c(\tau;t) = \beta(\tau;t)e^{-j2\pi\tau} \]  

(D.10)

where \( c(\tau;t) \) represents the response of the channel at time \( t \) due to an impulse applied at time instant \( t - \tau \). For example, assume an unmodulated carrier at frequency \( f_c \). Then \( u_0(t) = 1 \) for all \( t \) and the received signal in the case of discrete multipath, given by Equation (D.6), reduces to

\[ d_j(t) = \sum_{i}^{L} \beta_i(t)e^{-j\theta_i(t)} \]  

(D.11)

where \( \theta_i(t) = 2\pi f_c \tau_i(t) \). Note that the subscript in Chapter 4, Equation (4.12) is dropped compared to Equation (D.11), because all signals are assumed to be at baseband in Chapters 1 to 7. At time \( t \), the received signal consists of the sum of a number of time-variant vectors (phasors) having amplitudes \( \beta_i(t) \) and phases \( \theta_i(t) \). Note that large dynamic changes in the medium are required for \( \beta_i(t) \) to caused a significant change in the received signal. On the other hand, \( \theta_i(t) \) will change by \( 2\pi \) rad whenever \( \tau_i(t) \) changes by \( 1/f_c \). But \( 1/f_c \) is very small and, thus \( \theta_i(t) \) can change by \( 2\pi \) rad with relatively small motions of the medium. As described in Appendix C, Section C.2, the random phases and amplitudes of
the received signal results in signal fading. The fading phenomenon is primarily a result of the time variations in the phases $\theta(t)$. That is, the randomly time-variant phases $\theta(t)$ associated with the vectors $\{\beta_i e^{j\theta}\}$ at times result in the vectors adding destructively (see Appendix C, Section C.2, Figure C.2). When this occurs, the resultant received signal $d(t)$ is very small or practically zero. At other times, the vectors $\{\beta_i e^{j\theta}\}$ add constructively, so that the received signal is large (see Figure C.2). Thus, the amplitude variations in the received signal, termed signal fading, are due to the time-variant multipath characteristics of the channel.

The delays $\tau(t)$, associated with the different signal paths, will also change at different rates and in an unpredictable (random) manner. This implies that the received signal $d(t)$ in Equation (D.11) can be modelled as a random process that is usually assumed to be stationary.

**D.4 CHANNEL CORRELATION FUNCTIONS AND POWER SPECTRA**

It is necessary to develop correlation functions and power spectral density functions that define the characteristics of a fading multipath channel. This analysis can be made in the time domain as well as the frequency domain.

**D.4.1 Time domain analysis**

Assuming that the channel impulse response $c(\tau;t)$ is wide sense stationary and a complex-valued random process in the $t$ variable, the autocorrelation function of $c(\tau;t)$ can be defined as in Equation (D.12)

$$
\Phi_c(\tau_1, \tau_2; \Delta t) = \frac{1}{2} E\left[c^*(\tau_1; t)c(\tau_2; t + \Delta t)\right]
$$

(D.12)

In most radio transmission media, the attenuation and phase shift of the channel associated with path delay $\tau_i$ is uncorrelated with the attenuation and phase shift associated with path...
delay $\tau_2$, which is called uncorrelated scattering. Thus, if an assumption is made that the scattering at two different delays is uncorrelated, \textit{Equation (D.12)} can rewritten as

$$\frac{1}{2}E[e^{*}(\tau_1; t)c(\tau_2; t + \Delta t)] = \Phi_e(\tau_1; \Delta t)\delta(\tau_1 - \tau_2) \quad (D.13)$$

If $\Delta t = 0$ in \textit{Equation (D.13)}, the resulting autocorrelation function $\Phi_e(\tau;0) = \Phi_e(\tau)$ is simply the average power output of the channel as a function of the time delay $\tau$. For this reason, $\Phi_e(\tau)$ is called the multipath intensity profile or the delay power spectrum of the channel. In general, $\Phi_e(\tau; \Delta t)$ gives the average power output as a function of the time delay $\tau$ and the difference $\Delta t$ in observation time.

In practice, the function $\Phi_e(\tau; \Delta t)$ is measured by transmitting very narrow pulses or, equivalently, a wideband signal and cross-correlating the received signal with a delayed version of itself. Typically, the measured function $\Phi_e(\tau)$ may appear as shown in \textit{Figure D.3}. The range of values of $\tau$ over which $\Phi_e(\tau)$ is essentially non-zero or above a certain threshold is called the RMS delay spread of the channel and is denoted by $\vartheta_1$ (see \textit{Chapter 4, Figure 4.2}).

\textbf{D.4.2 Frequency domain analysis}

In the frequency domain the characterization of the time-variant multipath channel can be accomplished by taking the Fourier transform of $c(\tau; t)$. This results in a time-variant transfer function $C(f; t)$, where $f$ is the frequency variable. Thus,

$$C(f; t) = \int_{-\infty}^{\infty} c(\tau; t)e^{-j2\pi ft} \, d\tau \quad (D.14)$$

If $c(\tau; t)$ is modelled as a complex-valued zero-mean Gaussian random process in the $t$ variable, it follows that $C(f; t)$ also has the same statistics. Under the assumption that the
channel is wide-sense-stationary, the autocorrelation function in the frequency domain can be defined as

\[
\Phi_c(f_1, f_2; \Delta t) = \frac{1}{2} E[C^*(f_1; t)C(f_2; t + \Delta t)]
\]  
(D.15)

Since \( C(f; t) \) is the Fourier transform of \( c(\tau; t) \), the autocorrelation function \( \Phi_c(f_1, f_2; \Delta t) \) is also related to \( \Phi_c(\tau; \Delta t) \) by the Fourier transform. It was shown by Proakis [6] that substitution of Equation (D.14) into Equation (D.15) resulted in

\[
\Phi_c(f_1, f_2; \Delta t) \equiv \Phi_c(\Delta f; \Delta t)
\]  
(D.16)

where \( \Delta f = f_2 - f_1 \). From Equation (D.16) it is observed that the autocorrelation function of \( C(f; t) \) in frequency is a function of only the frequency difference \( \Delta f = f_2 - f_1 \). Accordingly \( \Phi_c(\Delta f; \Delta t) \) is known as the spaced-frequency, spaced-time correlation function of the channel. It can be measured in practice by transmitting a pair of sinusoids separated by \( \Delta f \) and cross-correlating the two separately received signals with a relative delay \( \Delta t \).

**D.4.3 Relationship between the frequency and time domain**

**Time delays in the channel**

If \( \Delta t = 0 \) in Equation (D.16), \( \Phi_c(\Delta f; 0) \equiv \Phi_c(\Delta f) \) and \( \Phi_c(\tau; 0) \equiv \Phi_c(\Delta \tau) \), the Fourier transform relationship is

\[
\Phi_c(\Delta f) = \int_{-\infty}^{\infty} \Phi_c(\tau) e^{-j2\pi \Delta f \tau} d \tau
\]  
(D.17)

The relationship is shown graphically in Figure D.3. Since \( \Phi_c(\Delta f) \) is an autocorrelation function in the frequency variable, it provides a measure of the channel’s frequency coherence. As a result of the Fourier transform relationship between \( \Phi_c(\Delta f) \) and \( \Phi_c(\tau) \),
the reciprocal of the RMS delay spread $\vartheta_\tau$ is a measure of the coherence bandwidth of the channel. That is,

$$BW_c \approx \frac{1}{\vartheta_\tau}$$  \hspace{1cm} (D.18)

where $BW_c$ denotes the coherence bandwidth as defined in Appendix C. The coherence bandwidth is a measure of the frequency separation of two tones that will still be correlated. If the frequency separation between the two tones were larger than the coherence bandwidth, the channel affects the tones differently. Thus, if the bandwidth of an information-bearing signal is greater than the coherence bandwidth of the channel, the channel is said to be frequency selective. In this case the signal is severely distorted. If the bandwidth of the information-bearing signal is small in comparison to the coherence bandwidth of the channel, the channel is said to be non-frequency selective.

Figure D.3. Graphical relationship between $\Phi_c(\Delta f)$ and $\Phi_c(\tau)$, taken from Proakis, pp. 806 [6].

**Time variations in the channel**

Time variations in the channel are measured by the parameter $\Delta t$ in $\Phi_c(\Delta f; \Delta t)$ and cause Doppler spreading of the signals. To relate the Doppler effects to the time variations of the channel, a function $S_c(\Delta f; f)$ is defined as the Fourier transform of $\Phi_c(\Delta f; \Delta t)$ with respect to the variable $\Delta t$. Thus,
If Δf is set to zero, representing a single frequency tone, $S_c(0; f) \equiv S_c(f)$, and Equation (D.19) becomes

$$S_c(f) = \int_{-\infty}^{\infty} \Phi_c(\Delta \tau) e^{-j2\pi f \Delta \tau} d\Delta \tau$$

(D.20)

Sc(f) is a power spectrum that relates the signal intensity to the Doppler frequency $f_d$. Hence, Sc(f) is called the Doppler power spectrum of the channel. If the channel is time-invariant, that is, $\Phi_c(0; \Delta t) = 1$, Equation (D.20) reduces to the delta function, $S_c(f) = \delta(f)$. Therefore, when the channel is time-invariant, no spectral broadening is observed in the transmission of a single frequency tone.

The range of values over which Sc(f) is essentially non-zero, is called the Doppler spread $BW_d$ of the channel. Following the same argument as in the previous section, the Doppler power spectrum Sc(f) is related to $\Phi_c(\Delta t)$ by the Fourier transform. Thus, the reciprocal of $BW_d$ is a measure of the coherence time of the channel, given by

$$T_c \approx \frac{1}{BW_d}$$

(D.21)

Thus, the coherence time is a time separation that will not cause any amplitude distortion in the signal. A slowly changing channel has a large coherence time, or equivalently a small Doppler spread, and visa versa. The graphical relationship between $S_c(f)$ and $\Phi_c(\Delta t)$ is shown in Figure D.4.

Another Fourier transform relationship exists between $\Phi_c(\tau; \Delta t)$ and $S_c(\Delta f; f)$

This relationship was derived by Proakis [6] and is denoted as

$$S(\tau; f_d) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \Phi_c(\Delta f; \Delta t) e^{-j2\pi f_d \Delta t} e^{j2\pi f \Delta f} d\Delta td\Delta f$$

(D.22)
The function $S(\tau; f)$ is called the scattering function of the channel. The scattering function provides a statistical measure of the output power of the channel, expressed as a function of the time delay $\tau$ and the Doppler frequency $f_d$.

In Section D.4, a rough approximation was derived for the delay spread due to multipath. This was merely presented to show the graphical representation between the coherence bandwidth and delay spread, as well as the coherence time and Doppler spread. In Sections D.5 and D.6 more accurate approximations [1, 5, 7] are derived for the delay- and Doppler spread.

**D.5 DELAY SPREAD**

As stated in the previous section, if $\Delta t = 0$ in Equation (D.13), $\Phi_c(\tau;0) \equiv \Phi_c(\Delta \tau)$ which is the multipath power delay profile. The multipath power delay profile may also be defined in terms of the scattering function $S(\tau; f)$, given in Equation (D.22), by averaging it over all Doppler shifts $f_d$. That is,

$$\Phi_c(\tau) = \int_{-f_a}^{f_a} S(\tau; f) df$$  \hspace{1cm} (D.23)

*Figure D.5* shows an example of a delay power spectrum that depicts a typical plot of the power spectral density versus the received time delays relative to shortest echo path. The
"threshold level" included in Figure D.5 defines the power level below which the receiver fails to operate satisfactorily. Expanding on Chapter 4, Section 4.2, where only delay spread was defined, the terms excess delay, average delay and RMS delay spread are defined here. In order to do so, two statistical moments of $\Phi_c(\tau)$ are of interest, the average delay, $\tau_{av}$, and the RMS delay spread, $\vartheta_t$ (see Figure D.5). Note that the RMS delay spread defined here is the same as the delay spread defined in Chapter 4, Section 4.7. Also note that Figure D.5 is a multipath power delay profile for an outdoor environment, where Figure 4.2 in Chapter 4 is a typical indoor multipath power delay profile.

The average delay is defined as the first central moment (i.e., the mean) of $\Phi_c(\tau)$, shown by

$$
\tau_{av} = \frac{\int_0^\infty \tau \Phi_c(\tau) d\tau}{\int_0^\infty \Phi_c(\tau) d\tau} \quad (D.24)
$$

The RMS delay spread is defined as the root square of the second central moment of $\Phi_c(\tau)$, as shown by

$$
\sigma_\tau = \sqrt{\frac{\int_0^\infty (\tau - \tau_{av})^2 \Phi_c(\tau) d\tau}{\int_0^\infty \Phi_c(\tau) d\tau}} \quad (D.25)
$$

As stated in Section D.4 and given in Equation (D.18), the reciprocal of the RMS delay spread $\vartheta_t$ is a measure of the coherence bandwidth, $BW_{av}$, of the channel.
Figure D.5 The multipath power delay profile for a mobile radio channel, showing $\tau_{av}$ and $\vartheta_\tau$. Partially taken from Haykin [7].

D.5.1 Delay spread bound

Assuming that the longest propagation delay (excess delay, as shown in Figure D.5) between a base station and a mobile is $\tau_{max}$, and that reflection coefficients are 100% uncorrelated, Feher [5] derived an upper bound to be

$$\tau_{max} = \frac{1}{4\pi f} \sqrt{\frac{P_T}{P_{R_{min}}}}$$  \hspace{1cm} (D.26)

where:

- $P_T$ is the transmitted power (in dBm),
- $P_{R_{min}}$ is minimum received power required at the receiver (in dBm),
- $f$ is the frequency at which the communication link operates, and
- $\tau_{max}$ is the maximum excess delay time.
Delay spread field measurements

Typical RMS delay spread field measurements, obtained from Feher [5], are as follow:

- Cellular Systems, for example GSM (coverage up to 10km, RMS delay spread up to 100 μs)
- Land-mobile radio (coverage up to 70km, RMS delay spread up to 350 μs)
- Indoor PCSs, for example WLANs (coverage up to 30m, RMS delay spread up to 300 ns)

D.6 DOPPLER SPREAD

As stated earlier, the Doppler power spectrum is given by Equation (D.20). The Doppler power spectrum may also be defined in terms of the scattering function $S(\tau; f)$, by averaging it over all possible propagation delays, shown in Equation (D.27).

$$S_c(f) = \int_{-\infty}^{\infty} S(\tau; f) d\tau$$

(D.27)

Assuming that the Doppler shift $f_d$ may have positive and negative values with equal likelihood, the mean Doppler shift is therefore zero. The square root of the second moment of the Doppler spectrum is thus defined by

$$BW_d = \left( \frac{\int_{0}^{f_d} (f)^2 S_c(f) df}{\int_{0}^{f_d} S_c(f) df} \right)^{\frac{1}{2}}$$

(D.28)

The parameter $BW_d$ provides a measure of the width of the Doppler power spectrum, as shown in Figure D.5. Some typical values encountered in a mobile radio environment for Doppler spread, due to motion of a vehicle, ranges between 10 Hz to 200 Hz.
D.6.1 Doppler power spectrum for mobile radio channels

A widely used model for the Doppler power spectrum of mobile radio channels is the so-called Jakes’s model [74]. In this model the autocorrelation, \( \Phi_c(\Delta t) \) of the time-variant transfer function \( C(f; t) \) from Equation (D.15) is given as

\[
\Phi_c(\Delta t) = \frac{1}{2} E[C^*(f; t)C(f; t + \Delta t)] = I_0(2\pi f_d \Delta t)
\]

(D.29)

where \( I_0(\bullet) \) is the zero-order Bessel function of the first kind and \( f_d \) is the Doppler frequency as defined in Equation (D.2).

The Fourier transform of \( \Phi_c(\Delta t) \), as shown in Section D.4.3, yields the Doppler power spectrum at baseband. That is

\[
S_c(f) = \int_{-\infty}^{\infty} \Phi_c(\Delta t) e^{-j2\pi f \Delta t} d\Delta t = \int_{-\infty}^{\infty} I_0(2\pi f_d \Delta t) e^{-j2\pi f \Delta t} d\Delta t = \begin{cases} \frac{1}{\pi f_d} \frac{1}{1 - (f/f_d)^2} & (|f| \leq f_d) \\ 0 & (|f| > f_d) \end{cases}
\]

(D.30)

The plot of \( S_c(f) \) is shown in Appendix C, Section C.3.3, Figure C.3.

D.7 FADEING CHANNEL SIMULATOR MODEL

In order to obtain Rayleigh and Rician statistical distributions, as described in Chapter 4, Clarke’s model [75] can be used.
D.7.1 Description of the fading channel simulator

Clarke’s fading simulator (Figure D.6) consists of two orthogonal independent Gauss noise sources with zero mean and unit variance in each branch, followed by a Doppler shaping filter. To simulate both a Rayleigh, as well as a Rician fading, a Rician factor is added to the in-phase branch (note that the fading is Rayleigh distributed when $K = -\infty$). The input signal is divided into an in-phase $S_I(t)$ branch and quadrature branch $S_Q(t)$. The quadrature branch is formed by applying the Hilbert transform to the input signal, which is only a 90-degrees phase shift from the in-phase signal frequency. The in-phase and quadrature branches are then respectively multiplied by the fading spectrum branches $n_I(t)$ and $n_Q(t)$ to produce $f_I(t)$ and $f_Q(t)$. These two branches are added together and scaled by the $C_{\text{SCALE}}$ constant to produce an output signal that has the same power as the input signal. The output signal $d(t)$ is a Rayleigh/Rician fading signal, depending on the Rician constant, which exhibits the proper Doppler spread and time correlation introduced in the channel.

![Diagram of Clarke's fading channel simulator](image)

**Figure D.6** Clarke’s model for a fade simulator employing both Rayleigh and Rice fading.
D.7.2 Derivation of the CLOS and \( C_{\text{SCALE}} \) constants

From Figure D.6 the in-phase branch is equal to

\[
 f_i(t) = S_i(t)[n_i(t) + (\text{CLOS})]
\]  
(D.37)

and the quadrature branch is equal to

\[
 f_q(t) = S_q(t)[n_q(t)]
\]  
(D.38)

The output of the fading simulator is therefore equal to

\[
 d(t) = C_{\text{SCALE}} \left[ f_i(t) + f_q(t) \right]
\]  
(D.39)

Substitution of Equations (D.37) and (D.38) into Equation (D.39) yields

\[
 d(t) = C_{\text{SCALE}} \left[ S_i(t)n_i(t) + S_i(t)(\text{CLOS}) + S_q(t)n_q(t) \right]
\]  
(D.40)

Equation (D.40) can be rewritten in a form that consists of the LOS and NLOS part, that is

\[
 d(t) = C_{\text{SCALE}} \left[ \frac{S_i(t)(\text{CLOS})}{\text{LOS}} + \frac{S_i(t)n_i(t)}{\text{LOS}} + \frac{S_q(t)n_q(t)}{\text{NLOS}} \right]
\]  
(D.41)

The Rician constant \( K \) is defined as the ratio between the LOS signal component and the signal scatter components (NLOS). Thus

\[
 K = 10\log_{10} \left[ \frac{\sigma^2_{\text{LOS}}}{\sigma^2_{\text{NLOS}}} \right]
\]  
(D.42)

If the input signal power is denoted by \( P \), the power of the signal can be written as
\[ \sigma^2_{u(t)} = E[u^2(t)] = P \] (D.43)

The power in the in-phase and quadrature branches also equals \(P\), respectively, because the Hilbert transform only produces a 90 degrees phase shift of the input signal. Thus the quadrature branch is a 90-degrees phase shift from the in-phase signal.

\[ E[S_i^2(t)] = E[S_q^2(t)] = P \] (D.44)

From Equation (D.41), the LOS and NLOS components of \(r(t)\) is

\[
\begin{align*}
\text{LOS} &= S_i(t)(\text{CLOS}) \\
\text{NLOS} &= S_i(t)n_i(t) + S_q(t)n_q(t) 
\end{align*}
\] (D.45)

Thus, the power of the LOS signal path is

\[
\sigma^2_{\text{LOS}} = E[\text{LOS}^2] = E[(\text{CLOS})^2 S_i^2(t)] = (\text{CLOS})^2 E[S_i^2(t)] = (\text{CLOS})^2 P
\] (D.46)

The power of the NLOS or scatter component of the signal is

\[
\sigma^2_{\text{NLOS}} = E[\text{NLOS}^2] = E[(S_i(t)n_i(t) + S_q(t)n_q(t))^2] \\
= E[S_i^2(t)n_i^2(t) + 2S_i(t)n_i(t)S_q(t)n_q(t) + S_q^2(t)n_q^2(t)] \\
= E[S_i^2(t)n_i^2(t)] + E[2S_i(t)n_i(t)]E[S_q(t)n_q(t)] + E[S_q^2(t)n_q^2(t)] \\
= E[S_i^2(t)]E[n_i^2(t)] + 2E[S_i(t)]E[n_i(t)]E[S_q(t)]E[n_q(t)] + E[S_q^2(t)]E[n_q^2(t)]
\] (D.47)
But, \( E[n_i^2(t)] \) and \( E[n_\phi^2(t)] \) is the variance of a Gauss distribution after Doppler filtering, thus
\[
E[n_i^2(t)] = E[n_\phi^2(t)] = 1 \quad (D.48)
\]
and \( E[n_i(t)] \) and \( E[n_\phi(t)] \) is the mean of a Gauss distribution, thus
\[
E[n_i(t)] = E[n_\phi(t)] = 0 \quad (D.49)
\]
Using Equation (D.48) and (D.49), Equation (D.47) reduces to
\[
\sigma^2_{NLOS} = E[S_i^2(t)] + E[S_\phi^2(t)] = 2P \quad (D.50)
\]
Thus, from Equation (D.46) and (D.50)
\[
\frac{\sigma^2_{LOS}}{\sigma^2_{NLOS}} = \frac{E[LOS^2]}{E[NLOS^2]} = \frac{(CLOS)^2P}{2P} \quad (D.51a)
\]
Substituting Equation (D.51b) into Equation (D.42), the Rician factor, CLOS, can be written in terms of the Rician constant \( K \), thus
\[
CLOS = 10\log_{10}\left(\sqrt{2K}\right) \quad (D.52a)
\]
in dB form and
\[
CLOS = \sqrt{2K} \quad (D.52b)
\]
in linear form. For unity power gain through the fading simulator, the following condition must be met:
\[
P_{in} = P_{out} = P \quad (D.53)
\]
Equation (D.53) states that the output power must be equal to the input power, which in this case is denoted by $P$ (see Figure D.6). Thus:

$$\sigma_{u(t)}^2 = \sigma_d^2$$

$$E[u^2(t)] = E[d^2(t)]$$

But the input power is $P$, thus

$$P = E[d^2(t)]$$

$$= E\left[ (C_{SCALE}) \left(S_I(t)n_I(t) + S_Q(t)(CLOS) + S_Q(t)n_Q(t) \right)^2 \right]$$

$$= E\left[ (C_{SCALE})^2(S_I^2(t)(CLOS)^2 + (CLOS)S_I(t)n_I(t) + (CLOS)S_Q(t)n_Q(t) + S_I^2(t)n_I^2(t) + (CLOS)S_Q(t)n_Q(t) + S_Q^2(t)n_Q^2(t) + (CLOS)S_I(t)S_Q(t)(CLOS) + S_I(t)n_I(t)S_Q(t)n_Q(t) \right]$$

(D.54)

Using Equations (D.48) and (D.49), Equation (D.54) reduces to

$$P = (C_{SCALE})^2 E\left[ S_I^2(t)(CLOS)^2 + S_I^2(t)n_I^2(t) + S_Q^2(t)n_Q(t) \right]$$

$$= (C_{SCALE})^2 \left( E\left[ S_I^2(t)(CLOS)^2 \right] + E\left[ S_I^2(t)n_I^2(t) \right] + E\left[ S_Q^2(t)n_Q(t) \right] \right)$$

$$= (C_{SCALE})^2 \left( (CLOS)^2 E\left[ S_I^2(t) \right] + E\left[ S_I^2(t) \right] E\left[ n_I^2(t) \right] + E\left[ S_Q^2(t) \right] E\left[ n_Q(t) \right] \right)$$

$$= (C_{SCALE})^2 \left( (CLOS)^2 P + P + P \right)$$

(D.55)

Rewriting Equation (D.55) in terms of the Rician factor $CLOS$ and the power $P$, yields

$$C_{SCALE} = \sqrt{\frac{P}{(CLOS)^2 P + 2P}}$$

$$C_{SCALE} = \frac{1}{\sqrt{CLOS^2 + 2}}$$

(D.56)
and in terms of the Rician constant $K$:

$$C_{\text{SCALE}} = \frac{1}{\sqrt{2(1 + K)}}$$  \hfill (D.57)