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The principal contributions of this study include the development of a ngadtve feeding

mechanism for wideband probe-fed microstrip patch antennas as wed asplementation of a
spectral-domain moment-method formulation for the efficient analysis of latgdinite arrays

of these elements. Such antenna configurations are very useful in #lessicommunications
industry, but extremely difficult to analyse with commercially available software

Probe-fed microstrip patch antennas have always been a populédai@fdr a variety of antenna
systems. Due to their many salient features, they are well suited for modieless communi-
cation systems. However, these systems often require antennas with mddaioperties, while
an inherent limitation of probe-fed microstrip patch antennas is its narrow iamgecbandwidth.
This can be overcome by manufacturing the antenna on a thick low-lossatebbut at the same
time it also complicates things by rendering the input impedance of the antennmdactive.
In this thesis, a new capacitive feeding mechanism is introduced that caseldefor probe-fed
microstrip patch antennas on thick substrates. It consists of a small fgdloapacitor patch that
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is situated next to the resonant patch. The benefits of this configuratiolénthe fact that only
one substrate layer is required to support the antenna. It is also \&rycedesign and optimise.

The use of full-wave methods for an accurate analysis of microstrip asgehas basically be-
come standard practice. These methods can become very demanding infteomgpaotational
resources, especially when large antenna arrays have to be an@gseath, this thesis includes a
spectral-domain moment-method formulation, which was developed for theseafyprobe-fed
microstrip patch antennas or antenna arrays that comprise of the neuitivapi@eding mecha-
nism. Here, entire-domain and subdomain basis functions are combined igue way so as to
minimise the computational requirements, most notably computer memory. It is shatyror
general antenna array configurations, memory savings of more théntig&€s can be achieved
when compared with typical commercial software packages where ontjomdin basis func-
tions are used. Some of the numerical complexities that are dealt with, incidelsy methods
to evaluate the spectral integrals as well as special algorithms to eliminate #ieutation of
duplicate interactions. The thesis also contains a quantitative comparisaniafs/attachment
modes that are often used in the moment-method modelling of probe-to-patsitidran

Various numerical and experimental results are included in order to wéfspectral-domain
moment-method formulation, to characterise the new feeding mechanism and t@t#iuiss
use for various applications. These results show that, in terms of agctimacspectral-domain
moment-method formulation compares well with commercial codes, while by coropatigie-
mands very little computer memory. The characterisation results show that titerimgedance
of the antenna can be fully controlled by only adjusting the size of the capaeitch as well as
the width of the gap between the capacitor patch and the resonant patetm#nof applications,
it is shown how the new antenna element can effectively be employed in dnags with vertical
polarisation, horizontal polarisation or dual slant-polarisation. Thgsesent some widely-used
configurations for modern base-station antennas.
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Die vernaamste bydraes van hierdie studie is die ontwikkeling van 'n kapesiti@ermeganisme
vir wyeband mikrostrook plak-antennes wat deur middel van voerpasamgedryf word, asook die
implementering van 'n spektrale-domein momente-metode formulering vir dictieffekanalise

van groot, maar eindige samestellings van hierdie antenne-elemente. Selkeeakonfigurasies
is baie bruikbaar in die draadlose kommunikasie-industrie, maar geweldig namili& analiseer
met kommersieel-beskikbare sagteware.

Mikrostrook plak-antennes wat deur middel van voerpenne aanigedrgl, was nog altyd gewild
vir gebruik in 'n verskeidenheid van antenne-stelsels. Hierdie antdmtegerskeie eienskappe
wat hulle veral voordelig maak vir gebruik in moderne draadlose kommueHsislsels. Hierdie
stelsels vereis egter dikwels antennes met wyeband eienskappe, terwgdtnuikk plak-antennes
wat deur middel van voerpenne aangedryf word, die inherente limitasidatidwulle nouband
is in terme van intree-impedansie. Hierdie limitasie kan oorkom word deur diarstEp 'n
dik lae-verlies substraat te vervaardig, maar kompliseer die situasierwdgdedat die intree-
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impedansie van die antenne baie induktief word. In hierdie proefskrifl wonuwe kapasitiewe

voermeganisme voorgestel wat geskik is vir mikrostrook plak-antenneskogubstrate en wat
deur voerpenne aangedryf word. Die nuwe voermeganisme bestdarkigin kapasitorstrokie

wat langs die resonante strook van die plak-antenne aangebring Woplaas daarvan dat die
resonante strook direk met 'n voerpen aangedryf word, word diadiagwe strook met 'n voerpen
aangedryf. Sommige voordele van hierdie konfigurasie is dat net egsuaatraat benodig word
en dat die ontwerp, sowel as optimisering, van antennes met sulke vaisrags baie maklik
is.

Die gebruik van volgolf metodes vir die akkurate analise van mikrostrooknaagehet basies
standaard praktyk geword. Hierdie metodes kan baie veeleisend wordria tan rekenaar-
infrastruktuur, veral wanneer die analise van groot antenne-sdlimgstéenodig word. As gevolg
hiervan, sluit hierdie proefskrif 'n spektrale-domein momente-metode flenmg in wat spesi-
fiek ontwikkel is vir die analise van antennes en antenne-samestellingehbrailgmaak van die
nuwe kapasitiewe voermeganisme. In hierdie formulering word volledigeedoen subdomein
basisfunksies op 'n unieke wyse gekombineer sodat die hoeveellkeila@-infrastruktuur wat
benodig word vir 'n analise geminimiseer word, veral in terme van rekgeaaue. Dit word
byvoorbeeld gewys dat, wanneer hierdie formulering vergelyk wordkom@imersiéle kodes wat
net subdomein basisfunksies gebruik, besparings van meer as 25060 terme van rekenaarge-
heue bereik kan word wanneer tipiese antenne-samestellings geanabsgeSommige van die
numeriese kompleksiteite wat behandel word, is die verskeie metodes watigeord om in-
tegrale in die spektrale domein te evalueer, sowel as spesiale algoritmes berlateekening
van duplikaat interaksies te elimineer. Die proefskrif bevat ook 'n kwaigite vergelyking van
spesiale basisfunksies, oftewel hegmodusse, wat benodig word imrente-metode formulering
om die oorgang tussen die voerpen en die mikrostrook te beskryf.

Die proefskrif bevat verskeie numeriese en eksperimentele resultataeospektrale-domein
momente-metode formulering te verifieer, die nuwe voermeganisme te kare&tenmste illustreer
hoe dit gebruik kan word in verskillende toepassings. In terme van aklwgid, vergelyk die
spektrale-domein momente-metode formulering goed met koméheksides, terwyl dit ook heel-
wat minder rekenaargeheue gebruik. Die karakteriserings-resulyatdat die intree-impedansie
van die antenne volledig beheer kan word deur slegs die grootte vangdisitastrook, sowel as
die wydte van die gaping tussen die kapasitorstrook en die resonante, streerander. In terme
van toepassings, word dit gewys hoe die nuwe antenne-elementéndisamestellings met ver-
tikale polarisasie, horisontale polarisasie of dubbele skuins-polarisatsigilg kan word. Hierdie
konfigurasies is verteenwoordigend van tipiese basisstasie-antennes.
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The purpose of this preface is to point out some notation that is used tioouthis thesis as
well as some information that is assumed, but not clearly pointed out elsewhgoughout this
thesis, humbers in parentheses () refer to equations, whereas numbeaskets [ ] refer to
references. In this thesis, all the fields and currents densities ammedsa be time-harmonic
with a e/“! time convention that is suppressed throughout the thesis. The variablésasfore
complex-valued, with a magnitude and phase as for any phasor analystbedmore, vectors
are indicated by boldface symbols (e.B), vector components are indicated by italic symbols
(e.q. E;), unit vectors are indicated by italic symbols with circumflexes (e.y.while dyadic
functions are indicated by boldface symbols with overbars (€)3. Spectral functions, vectors
and dyads are indicated with a tilde (efg E andC:;). Although the theoretical formulation, which
was implemented for the purposes of this study, can handle multilayered medienagthetic
properties, it is assumed that, for all the examples in this thesis, the relatimegllity is equal
to one (i.e.n, = 1) and the magnetic loss tangent is equal to zero (i.&i tan0).

vii



University of Pretoria etd — Mayhew-Ridgers, G (2004)

Contents
00}V 110] 0L ii
SaAMEVALING . . .\ oottt e e iv
ACKNOWIEAgEMENTS .. . i e e e Vi
Preface ... vii
1 IntrodUCtioN ... e 1
1.1 Background and Motivation . . .. .. ..ottt e 1
1.2 Objectives and SCOPE . ...ttt e e e e 7
1.3 Original Contributions . . ... ... e 8
1.4 Overview of the ThesSiS . .. ... .. i e e 10
2 Wideband Probe-Fed Microstrip Patch Antennas and Modelling Techiques ...... 12
2.1 Introductory Remarks . .. ... ..t 12
2.2 Overview of Wideband Probe-Fed Microstrip Patch Antennas . ............ 13
2.2.1 Wideband Impedance-Matching Networks . ..............cccoe.... 13
2.2.2 Edge-CoupledPatches ........... ... i e en. 14
2.2.3 Stacked PatChes . ....... ... i 15
2.24 Shaped Probes ......... ... 16
2.2.5 Capacitive Coupling and Slotted Patches ........................ 18
2.3 New Wideband Microstrip Patch Antennas with Capacitive Feed Probes ..... 19
2.4 Overview of Modelling Techniques .............c. it 21
2.4.1 Approximate Methods. ........ ... . i e 21
242 Full-Wave Methods .. ... e 22
2.4.3 Spatial-Domain MomentMethod ........... ... ... ... .. .. ... .. 26
2.4.4 Spectral-Domain MomentMethod ................. ... .. ....... 28
2.5 Proposed Formulation. ........... .. i e 29
2.6 Concluding Remarks. .......... it mee e 32

viii



University of Pretoria etd — Mayhew-Ridgers, G (2004)

Contents
3 Implementation of the Spectral-Domain Moment-Method Formulaion ........... 33
3.1 Introductory Remarks . ... i e 33
3.2 General Formulation . ... i 35
3.3 Spectral-Domain Formulation .......... ... .. i e 39
3.4 Green' s FUNCHON . ... ..o 40
3.4.1 Reflection Coefficients ....... ... ... i 42
3.4.2 Wave Amplitudes. . ... ... 44
3.4.3 Wave FUNCLIONS . . ... .. e 45
3.4.4 Components of the Green’s Function .............. ... . .cooue.... 47
3.5 BaSiS FUNCHIONS . . ... e 48
3.5.1 Piecewise-Sinusoidal Basis Functions on the Probes.............. 51
3.5.2 Rooftop Basis Functions on the Rectangular Capacitor Patches. ..... 53
3.5.3 Sinusoidal Basis Functions on the Resonant Patches.............. 54
3.6 AttachmentModes . .......... i e 56
3.6.1 Rectangular AttachmentMode. .......... . ... . i imimnnn... 57
3.6.2 Circular AttachmentMode . ... ... ... e 61
3.6.3 Higher-Order Circular AttachmentMode . ........................ 63
3.7 SystemoflLinearEquations ............ ... .. i 64
3.8 Evaluation of the Interaction-Matrix Entries ............. .. ccuuuoioo. ... 67
3.9 Integration Strategies . .. ...ttt 71
3.9.1 Integration Strategy for Overlapping Basis and Testing Functions. ... 72
3.9.2 Integration Strategy for Separated Basis and Testing Functions ... .. 76
3.9.3 Integration Strategy for Separated Axisymmetric Basis and Testing Func
OIS . oo 85
3.10 Identification of Duplicate Entries in the Interaction Matrix ................ 85
3.10.1 Interaction between Axisymmetric Functions ................cc.... 87
3.10.2 Interaction between Axisymmetric Functions and Functions with
Rectangular SUPpOrt . ... ... e 88
3.10.3 Interaction between Functions with Rectangular Support........... 90
3.11 Evaluation of the Excitation-Vector Elements ................cccc... ... 94
3.12 Solution of the Current-Density Coefficients . ............................ 95
3.13 Evaluation of the Network Parameters . ...t ceeeeen.. 96
3.14 Evaluationofthe FarFields . ...... ... ... .. . . i, 97
3.15 Concluding Remarks. . . ... i 101
4 Numerical and Experimental Results .......... ... ... . . oo i 103
4.1 Introductory Remarks . ... e 103
4.2 \Validation of the Spectral-Domain Moment-Method Implementation .. ......104
4.2.1 Single Probe ina Grounded Substrate .. ......................... 104
4.2.2 Circular Versus Rectangular AttachmentModes .................. 106

University of Pretoria—Electrical, Electronic and Computer Engineering iX



University of Pretoria etd — Mayhew-Ridgers, G (2004)

Contents
4.2.3 Capacitor Patches . .......... .. i 111
4.2.4 Antenna Elements with Capacitive Feed Probes .................. 117
4.3 Characterisation of Antenna Elements with Capacitive Feed Probes. .... ... 127
4.3.1 Input Impedance of the AntennaElement............. .. .........127
4.3.2 Impedance Bandwidth of the Antenna Element .. ................. 129
4.4  APPlCaliONS . ..o e e e 131
4.4.1 Antenna Element with Reduced Cross-Polarisation Levels ... ......131
4.4.2 Dual-Polarised AntennaElement................... ... ceue......135
4.43 Two-Element Linearly-Polarised Array . ............ ... .. 138
4.4.4 Four-Element Vertically-Polarised Array ...............c¢coeu...... 142
4.45 Four-Element Horizontally-Polarised Array . .. ..........ccuu...... 146
4.4.6 Four-Element45° Slant-Polarised Array .. ...t 150
4.477 Five-Element-45° Slant-Polarised Array . ..., 155
4.4.8 Nine-Element-45° Slant-Polarised Array .. ... 162
4.49 Thirty Six-Element45° Slant-Polarised Array . ...................... 167
4.4.10 Eighty-Element45° Slant-Polarised Array ..................cc.... 172
4.5 Alternatively-Shaped Patches .......... ... e 176
4.6 Concluding Remarks. ....... ..ot e 180
5 Conclusions and Future Research ............ .. i iimmmiiiiiann. 183
5.1 General ConcCluSiONS . ... ... it 183
5.2 Future ResearCh. . ... et 185
R EIENCES . .o e 188
A Derivations Related to the Green's Function ............ ..., 203
A.1 Spectral-Domain Green’s-Function Components ............couuw........203
A.2 Expanded Green’s-Function Components ...............«covwmeee.o......205
B Derivations Related to the Basis Functions . ........... .. ... ... 216
B.1 Spatial Representation of the Rectangular Attachment Mode . . . ......... .. .. 216
B.2 Spectral Representation of the Basis Functions .......................... 219
B.2.1 Piecewise-Sinusoidal Basis Functions on the Probes. ... . ............ 220
B.2.2 Rooftop Basis Functions on the Rectangular Capacitor Patches. . ... 220
B.2.3 Sinusoidal Basis Functions on the Resonant Patches.............. 222
B.2.4 Rectangular AttachmentMode............. ... ... iiauain... 223
B.2.5 Circular AttachmentMode . ......... ... . i 226
B.2.6 Higher-Order Circular AttachmentMode ................cou......228

University of Pretoria—Electrical, Electronic and Computer Engineering X



University of Pretoria etd — Mayhew-Ridgers, G (2004)

CHAPTER ]

Intfroduction

1.1 BACKGROUND AND MOTIVATION

During recent years, there has been an enormous growth in the wicelassunications industry.
The deployment of systems such as cellular telephone networks, wiretasfolop networks and

wireless local area networks, is rapidly evolving worldwide. As more ancerpeople use these
services, network operators are constantly forced to optimise their networthat the maximum
amount of capacity, together with quality coverage, can be squeezed thatse networks. The
field of antenna engineering is of course central to all wireless techieslagd plays a significant
role in the successful deployment and optimisation of such systems. AsBagrowing demand

for wireless communications, has stimulated extensive research in orded toefiv solutions to

problems in antenna engineering.

With the advances in wireless communications technologies and the associtftgtion of
base stations throughout major cities and much of the countryside, a nuffeguvements are
imposed on the antennas that are used. From a technological point pfxieless communica-
tions antennas should be relatively cheap and easy to manufacturehthy e lightweight and
they should be robust. From an environmental point of view, the antestoatd have a minimum
impact. As such, these antennas should have a low profile and shouldcbenpact as possi-
ble. This of course also goes for handset antennas, where the simetotievices is constantly
shrinking.

One type of antenna that fulfills these requirements very well, is the microstigm@a. These
antennas operate in the microwave frequency range and are widelpnidede stations as well
as handsets. They come in a variety of configurations and have beepitheftarhat is currently
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Antennaelement

Antenna array<

Mast
S

N~

Figure 1.1 Cellular base-station antennas. Each antenna array ceespf a num-
ber of antenna elements.

probably the most active field in antenna research and developmente of ite most basic forms,
a microstrip antenna is comprised of a metal patch that is supported abogergesund plane.
It is usually manufactured by printing the patch on a thin microwave substraig configuration
is commonly known as the microstrip patch antenna. Microstrip patches aneusie as single-
element antennas, but are also very suitable for use within antenna.affegure 1.1 shows a
typical example of how they can be used in directional base-station astenna

Rectangular and circular patches are most common, but any shape $Basges a reasonably
well-defined resonant mode can be used [1]. These include, for éxaammular rings, ellipses
and triangles. The patch is a resonant element and therefore one of itssdhime must be ap-
proximately one half of the guided wavelength in the presence of the dielsatigtrate. There
are four fundamental techniques to feed or excite the patch [2—4].eTdresshown in Figurel.2
and include the probe feed, the microstrip-line feed, the aperture-cbigad and the proximity-
coupled feed.

University of Pretoria—Electrical, Electronic and Computer Engineering 2
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Substrate
4 o Substrate

/ Patch / Patch

Probe

e Microstrip feed line \

Ground plane k
(@) (b)

Microstrip feed line

—~

Ground plane

4 Substrate 4 Substrate

Patch
S

Microstrip feedline | s Microstrip feedline

Ground plane Ground plane

(c) (d)

Figure 1.2 Typical feeding techniques for microstrip patch antenifasProbe feed. (b) Microstrip-line
feed. (c) Aperture-coupled feed. (d) Proximity-coupleede
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The probe feed, as shown in Figure 1.2(a), is constructed by exteagirape through the ground
plane and connecting it to the patch, typically by soldering it. If the patch tsgbam antenna
array, the feed network can be printed on a substrate behind the gotamed In such a case, the
other end of the probe will typically be soldered to a microstrip line that fornmsgahe feed
network. In the case of single-element antennas, the probe is usuallynrecionductor of a
coaxial cable of which the outer conductor is soldered to the ground.pldreeinput impedance
is controlled by the position of the probe-to-patch connection point. The satigudine feed, as
shown in Figure 1.2(b), consists of a microstrip line that is connected to fothe @dges of the
patch. The position of the connection point is also used to control the inpetiamgze. As shown
in Figure 1.2(b), this can be achieved by insetting the microstrip line into thacgudf the patch.
With the aperture-coupled feed, as shown in Figure 1.2(c), the microst&ipline and the patch
are separated by a ground plane. Coupling between the feed line arat¢thégthen achieved via
a small slot in the ground plane. Unlike the aperture-coupled feed, th@ptp-coupled feed, as
shown in Figure 1.2(d), has a microstrip feed line that is printed on a sté&eer between the
ground plane and the patch. In this case, power from the feed line isosteginetically coupled
to the patch.

Each one of the feeding techniques has its own advantages and disaghgrnHowever, the probe
feed has a number of characteristics that make it very suitable for apptisatiche wireless
communications field. Due to the fact that the probe is connected directly tattie phe antenna
structure is quite robust. The probe feed is also less prone to alignmerg,evhich can signif-
icantly affect the performance of aperture-coupled and proximity{eauj@eds. Due to the fact
that the feed network is separated from the patch, there is less spuatiaian from the feed
network as compared to that of the microstrip-line feed and the proximityleddiged. A some-
what related disadvantage of the aperture-coupled patch, is that ikleénit @nwanted backward
radiation through the slot in the ground plane. The probe feed also haslthatage that it can
be driven directly via a coaxial cable, thereby avoiding the use of aitiawmia substrate layer to
support the feed line.

The main drawback associated with microstrip patch antennas in generakybpribe-fed or

not, is that they inherently have a very narrow impedance bandw{dtie to their multilayered

configuration, aperture-coupled feeds and proximity-coupled feetend to have a slightly wider
bandwidth than probe feeds and microstrip-line feeds). In most casesnfledance bandwidth
is not wide enough to handle the requirements of modern wireless communicgyistems. The
narrow impedance bandwidth of microstrip patch antennas can be astwitiethin substrates
that are normally used to separate the patch and the ground plane. Enalgenformance trends
of a microstrip patch antenna are illustrated in Figure 1.3 [2-4]. Here, &ij8(a) shows the
typical trend for impedance bandwidth versus substrate thicknesspast&oh of the substrate’s

! Impedance bandwidth refers to the frequency range over which tearsmcan be matched to its feed line. It is
usually specified in terms of the acceptable return loss or voltage stawdieratio at the antenna port.

University of Pretoria—Electrical, Electronic and Computer Engineering 4
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Figure 1.3 lllustrative performance trends of a microstrip
patch antenna. (a) Impedance bandwidth. (b) Surface-wve e
ciency.

dielectric constant, while Figure 1.3(b) shows the typical trend for seweave efficiency versus
substrate thickness, also as a function of the substrate’s dielectric mbristam these it can be
seen that, in order to increase the bandwidth, the substrate thicknesdbkasdoeased, while the
dielectric constant has to be kept as low as possible. A low dielectric const@so required to
keep surface-wave losses as low as possible. Therefore, in ordetatio a wideband microstrip
patch antenna with good surface-wave efficiency, the performanudstd Figure 1.3 point to a
thick substrate with a very low dielectric constant.

While a thick substrate does increase the impedance bandwidth of microdictp gatennas,
it also introduces a further complication for microstrip patch antennas withepfeeds. For
thin substrates, the input impedance at the resonant frequency isllygsicaly resistive, but as
the substrate thickness is increased, the input impedance becomes meoteéndd-7]. This is
illustrated in Figure 1.4, where the input impedance is giverly= Rin + j Xin at the resonant
frequencyfy. In order to offset the inductive component of the input impedancejtamative
feeding mechanism to the direct probe feed is required.

University of Pretoria—Electrical, Electronic and Computer Engineering 5
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>
’ o

Input impedance

>

F?equency

Reactance

Figure 1.4 lllustrative input impedance of a probe-fed microstrip
patch antenna on a thick substrate.

To this date, various feeding mechanisms, as well as various other appsoto enhance the
impedance bandwidth of probe-fed microstrip patch antennas, haveshggested and imple-
mented. These, for example, include wideband impedance-matching netveaige-coupled

patches, stacked patches, shaped probes, capacitive couplirigtsedigatches. However, not all
of these solutions fulfill the requirements that are imposed by modern-dajessrcommunica-
tions systems. Some of the solutions are not suitable for array applications,require multiple

substrate layers, some are very complex to design, while others areeraijive to alignment

errors and manufacturing tolerances. As such, the research intoamidgiobe-fed microstrip
patch antennas, which are suitable for modern-day wireless communicayistesns, is still a

very relevant topic. The number of publications that still appear on this adgacconfirms that it

is indeed the case.

Another area of research, which is closely linked to advances in antlavetopment, is the field
of computational electromagnetics. As antennas become more complex, thesiusple ana-
lytical modelling techniques is not sufficient anymore. The use of moreistigted numerical
methods, such as full-wave modelling techniques, has therefore becoritabiiee However, with
these methods, the modelling of complex antenna configurations, and dgpaaie antenna ar-
rays, can become very computationally expensive and can easily etkeeedpabilities of most
personal computers. As such, the search for techniques that azoeréte computational com-
plexity of these methods, is currently a very important research area astdpragress has indeed
been made during recent years.

Most of the research into new antenna elements and numerical modellingogieehimas been
performed independently from one another. This has resulted in dgnepse numerical mod-
elling techniques, which is good per se, but which can require exteosiwputational resources
for modelling electrically large antennas. The aim of this thesis is therefsily fihe develop-
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ment of a new wideband probe-fed microstrip antenna element, which onéheand, fulfills the
requirements of modern-day wireless communication systems and improves shotticomings
of previous approaches, but which on the other hand, also lends itsetitmefficient numerical
modelling techniques. The second aim of the thesis is then the formulation andrieméion
of a numerical modelling technique that can be used for the analysis aigth@such antennas
without resorting to excessive computational resources. In the netdsethe specific objectives
and scope of the study will be formulated in more detail.

1.2 OBJECTIVES AND SCOPE

As mentioned in the previous paragraph, the focus of this study is in two nesas.afhese are the
development of new wideband probe-fed microstrip patch antenna eleamehésrays, as well as
the development of numerical modelling techniques for the efficient analpsiglesign of such
antennas. The specific objectives and scope of the research arbea# the bullets that follow.

e The first objective of this research is the development of a feeding meschdor wideband
probe-fed microstrip patch antenna elements. Modern wireless communisgtams,
such as the Global System for Mobile (GSM) Communications and the Ualvgicbile
Telecommunications System (UMTS), typically require bandwidths of ajmately 10%
to 15%. For this research, the base station antennas are of particulastraied therefore
the new antenna elements should be suitable for use within various arrigucations,
while still retaining the benefits of low cost, light weight, low profile, as well asesof
design and manufacture. As microwave substrates can be relativelpstygdor large
arrays, it would be beneficial to minimise the number of substrate layerthdfomore, in
order to enhance the efficiency of the numerical modelling, the radiatindp pétenents
will be restricted to rectangular shapes. The scope of this study will aldonited to
single-band antenna elements only.

e An objective that follows from the previous bullet, is to verify the perforoenf the new
antenna element, to characterise it, and to show how it can be used in \@pjgications.
This will be achieved through numerical modelling as well as through ackparenental
measurements.

e Another major objective of this study is the formulation and implementation of ariesfti
numerical modelling technique, which can be used for the analysis anchd&sagtenna
elements and arrays that are based on the new antenna element. Hareyshis primarily
on minimising the amount of computer memory that is required. This is very important
for the analysis of large antenna arrays. In terms of accuracy, theriwatn@odel should
compare well to commercial codes. It should handle multiple substrate layavelhas
planar and vertical currentsThe analysis of arbitrarily-orientated antenna elements should

2 Vertical currents are required to model the probe feeds, while hadkouarrents are confined to specific planar layers.
This is commonly referred to as a so-called 2.5D formulation.
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also be possible (i.e. it should not be restricted to configurations whea@téena elements
are all aligned to a rectangular grid). The scope of the numerical moddienlilinited to the
antenna elements only. Feed networks can be implemented in many ways aisdatybe
designed effectively with existing modelling techniques. Also, for prazkantennas, the
feed network is well isolated from the antenna elements and therefor@aplrg between
the feed network and the antenna elements can be ignored.

e Finally, an important objective is the validation of the numerical model as welhasus
examples to illustrate its performance and benefits. For this purpose, tiits relsthe
numerical formulation will be compared to published results, measurementg|lass the
simulation results of two commercial codes.

1.3 ORIGINAL CONTRIBUTIONS

This study has resulted in a number of original contributions, of which scane already been
published by the author [8-14]. In summary, the principal contributiorthisfstudy include the
development of a new capacitive feeding mechanism for wideband-pedbaicrostrip patch an-
tennas as well as the implementation of a spectral-domain moment-method formutatibe f
efficient analysis of large, finite arrays of these elements. Such antemfigurations are very
useful in the wireless communications industry, but extremely difficult to gealyith commer-
cially available software. The detailed contributions are described in thedotlikt follow.

¢ A novel feeding mechanism has been developed for probe-fed miprpsttch antennas
on thick substrates, which, in principle, can be used with any shape ietiredelement.
As shown in Figure 1.5, the feeding mechanism consists of a small prdlqgafeh that is
capacitively coupled to the radiating element, thereby overcoming the indecteually
associated with a probe in a thick substrate. It has been demonstratethrbatih numer-
ical modelling and measurements, how this concept can be applied to rdataagjuvell
as circular and annular-ring radiating elements. These elements haverattheracterised
and it turns out that this feeding mechanism is very easy to design and optitiiias also
been shown how these elements can be used in various array configsiratio

¢ A new full-wave model, based on the spectral-domain moment-method (SDMig yden
developed to analyse these structures in multilayered substrates. Thisismbdséd on a
unique combination of subdomain and entire-domain basis functions, leadaomsaler-
able savings in computer-memory requirements when compared to commedsal(both
in the spectral and spatial domains) that normally only use subdomain basimhns.

e Commercial SDMM codes are normally based on an underlying rectangidairgplying
that the modelled structure often has to be modified in order to fit into the grid. nBv
model allows for arbitrary-sized basis functions that can also havebétnaay orientation
with respect to each other. There is therefore no need to modify the geoofidte actual
structure.
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‘7 Substrate

/ Resonant patch

Microstrip line

Ground plane

Figure 1.5 New wideband microstrip patch antenna with the
capacitive feed probe.

e A very important type of basis function, which is required when a probemsected to a
microstrip patch, is the so-called attachment mode. In the literature, varibdersain and
entire-domain attachment modes have been proposed for the SDMM, lag itatvclear as
to what the limitations of each one are. Some of these modes have been studieédus
situations, resulting in a better understanding of where they are applicabke circular
attachment mode has also been extended for a more accurate descrigtieneddctric
current density on small circular probe-fed capacitor patches.

e One of the difficulties associated with the SDMM, is the highly oscillating naturhef
interaction integrands for basis and testing functions that are widelyagegdarA recent
publication dealt with this issue by proposing a new integration path in the corplaleg,
over which the integrand decays exponentially. However, this methodriesctess effi-
cient as the basis and testing functions move closer to each other, evesaorforethick
substrates. During this study, the method has been extended and calsmbe ased in sit-
uations where the basis and testing functions are relatively close to eacloota relatively
thick substrate. The conditions under which this method is valid, have alsaéieed.

e When using the moment method (MM), the interactions between all basis andj tiesta
tions have to be calculated. However, depending on the implementation, teeoéten
identical interactions that have to be calculated repeatedly. On a rectaggdlathese
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duplicate entries can easily be identified and eliminated, but becomes muchiiffiouét d
with a mixture of lower-order and higher-order basis functions thatrigarily orientated.
Special algorithms have been developed to deal with such a mixture of bast®hs and
proves to speed up the solution significantly.

1.4 OVERVIEW OF THE THESIS

This chapter presented some background information on microstrip pa&inas and the various
feeding techniques that can be used. It was pointed out why the pretiésfof particular interest
for wireless communications systems and what the challenges are wheramddeperation of
these antennas is required. The shortcomings of existing approactes)sof antenna elements
and modelling techniques, were also briefly pointed out. With these in mind, theajaictives
and scope of the study were formulated. In short, it includes the devetamheew wideband
probe-fed microstrip antenna elements and arrays, as well as the daeelopf numerical mod-
elling techniques for the efficient analysis and design of such antefhagriginal contributions
that followed, were also summarised. A short overview of the remainingtetsawill now follow.

Chapter 2 starts off by presenting an overview of various techniquéhéve been used thus
far for the bandwidth-enhancement of probe-fed microstrip patch nasenThe performance
as well as the advantages and disadvantages of the most practicacmsds also discussed.
This is followed by presenting the new microstrip patch antenna element witlapeitive feed
probe. Chapter 2 then also gives an overview of various modelling tasbsilpat can be used
for the analysis and design of probe-fed microstrip patch antennasseThege from simple
approximate methods to advanced full-wave methods. The strengths akdesses of each
method is also addressed. Finally, the chapter is concluded by an overfiieg/formulation that
was implemented for the purposes of this study. The formulation is based &DA&I.

Chapter 3 deals with the implementation of the SDMM formulation. It starts off witkreeral
overview of the MM and shows how it can be formulated in the spectral domiie Green'’s
function for planarly multilayered media is discussed in detail, as are the sdvamis functions
that were used. Various numerical integration strategies were implemeritedge, together with
algorithms that were implemented to minimise duplicate calculations, are also poegdhtéhe
necessary detail. In short, Chapter 3 covers all the computationataspehe formulation that
was implemented. These also include the evaluation of the different netwoaknpters and far
fields.

Chapter 4 contains all the numerical and experimental results. It stangtbff validation of
the SDMM formulation that was implemented. This is followed by a characterisafitre new
antenna element in order to determine the effect of the various geometiieah@ters. A number
of applications are also presented. These include vertically and hofiggmiéarised arrays, as
well as+45° slant-polarised arrays. Finally, it is shown how the new feeding mecharasrbe
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used for microstrip patches where the resonant patch is not necessetdggular in shape.

Chapter 5 contains general conclusions regarding this study and desdhe thesis with some
recommendations that can be considered for future work.
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CHAPTER 2

Wideband Probe-Fed Microstrip Patch
Antennas and Modelling Techniques

2.1 INTRODUCTORY REMARKS

During recent years, much effort has gone into bandwidth enhand¢eenmiques for microstrip
antennas in general. As such, there is a great amount of information ipémeliterature and it
covers a very broad range of solutions that have been proposethtjas The entire spectrum
of approaches that have been suggested is too comprehensive tsdigca and therefore the
discussion in this chapter will be restricted to techniques that have beéadafgpenhance the
bandwidth of probe-fed microstrip patch antennas in particular. In thigtehaa broad overview
will be given in terms of the various techniques that are currently availal#ahance the band-
width of probe-fed microstrip patch antennas. The performance, talyemand disadvantages of
the most practical approaches will also be discussed. With these in minattemtenna element
that forms the basis of this study, will be presented.

Another field in which there has been a tremendous amount of activity duroegt years, is that
of computational electromagnetics [15, 16]. These tools are essental Brcurate analysis and
design of complex antenna elements and arrays. Although probe-fedstrigneatch antennas
are structurally quite simple, an accurate analysis of their various chaséiceproves to be
rather intricate. This is partly due to the singular and rapidly-varying natiutlee current in the
vicinity of the probe-to-patch junction and also due to the presence of a mafgldysubstrate.
This chapter will give a brief overview of the methods that are currentiylavle, together with
their associated strengths and shortcomings. Once again, with these in mimgraiew of the
formulation that was implemented for the purposes of this study, will also lsepted.
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In this chapter, Section 2.2 gives an overview of wideband probe-fetbstigp antennas, while
Section 2.3 presents the new wideband microstrip antenna elements, emplayaditice feed
probes. Section 2.4 gives an overview of the modelling techniques thaueently available,
while Section 2.5 presents the basic aspects of the theoretical formulatiomahainplemented
for the purposes of this study.

2.2 OVERVIEW OF WIDEBAND PROBE-FED MICROSTRIP PATCH ANTENNAS

The impedance bandwidth of microstrip patch antennas is usually much smatighéhpattern
bandwidth [17]. This discussion on bandwidth-enhancement technigliéiserefore focus on in-
put impedance rather than radiation patterns. There are a number oiffwelyieh the impedance
bandwidth of probe-fed microstrip patch antennas can be enhancezbrdity to Pozar [18],
the various bandwidth-enhancement techniques can be categorisedréstdotbad approaches:
impedance matching; the use of multiple resonances; and the use of lossiainakar the pur-
pose of this overview, it has been decided to rather categorise thesdiffgpproaches in terms
of the antenna structures that are normally used. These include: widl@hpadance-matching
networks; edge-coupled patches; stacked elements; shaped paoblenally capacitive cou-
pling and slotted patches. In terms of Pozar’s categories, all theseagppocan be identified
as making use of either impedance matching or multiple resonances. In prixggyematerials
are not frequently used as it limits the radiation efficiency of the antenmdéill therefore not be
considered here.

2.2.1 Wideband Impedance-Matching Networks

One of the most direct ways to improve the impedance bandwidth of prabetierostrip an-
tennas, without altering the antenna element itself, is to use a reactive matahingrk that
compensates for the rapid frequency variations of the input impedarsceh@wn in Figure 2.1,
this can typically be implemented in microstrip form below the ground plane of ttemnaa ele-
ment. The method is not restricted to antenna elements on either thin or a thitlaggy$ut the
thick substrate will of course add some extra bandwidth.

Pues and Van de Capelle [19] implemented the method by modelling the antenrenasiea
resonant circuit. A procedure, similar to the design of a bandpass filteerisused to synthesise
the matching network. With this approach, they have managed to increasantieidth from
4.2% to 12% for a voltage standing-wave ratio (VSWR) of 2:1. Subsequantligat, An et

al. [20] used the simplified real frequency technique in order to design thehmgtoetwork for a
probe-fed microstrip patch antenna. They have managed to increasentheitith of one antenna
element from 5.7% to 11.1% for a VSWR of 1.5:1, and that of another frof 906416.8% for

a VSWR of 2:1. Recently, De Haagt al. [21] have shown how a parallel resonant circuit can
increase the bandwidth from 3.2% to 6.9% for a VSWR of 1.5:1.
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Figure 2.1 Geometry of a probe-fed microstrip patch antenna with a lbadd impedance-
matching network.

The advantages of using impedance-matching networks are that theaaaetements do not get al-
tered and that the matching network can be placed behind the antennaisl gtane. As such, the
radiation characteristics of the antenna element stay unchanged, widgamadrom the match-
ing network is also minimised. The drawback of this method is that the matching rketan
potentially take up space that is very limited when microstrip feed networkssarkta excite the
individual elements in an antenna array. Another drawback is that, fgleselement antennas,
more than one substrate layer is required to support the antenna elechére aratching network.

2.2.2 Edge-Coupled Patches

The basic idea behind edge-coupled patches, is to increase the impédaveadth of a mi-

crostrip patch through the introduction of additional resonant patchedoig so, a few closely-
spaced resonances can be created. Only one of the elements is cheatly.dThe other patches
are coupled through proximity effects. An example of such an arrangessown in Figure 2.2.

This approach has been investigated by Wood [22] as well as Kumar apth 3-25]. The

parasitic patches can be coupled to either the radiating edges, the natmgaddges or to both
pairs of edges. The approach in [25] uses short transmission linesiptedhie parasitic patches
directly to the driven patch. With the edge-coupled approach, impedarawidths of up to

25.8% have been obtained for a VSWR of 2:1. This was achieved with fanasjiic patches
coupled to the driven patch.

The advantages of the edge-coupled approach include the fact thstrilture is coplanar in
nature and that it can be fabricated on a single-layer substrate. Howlageapproach also has
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Figure 2.2 Geometry of a probe-fed microstrip patch element that issedgupled to the
parasitic patches.

a few drawbacks. Due to the fact that the different patches radiate ffithetht amplitudes and

phases at different frequencies, the radiation patterns changecagtiifiover the operating fre-

guencies. The enlarged size of the structure can also be a potentiaddmimdmany applications.

For example, in phased-array applications, the large separation dstagtvecen elements can
introduce grating lobes.

2.2.3 Stacked Patches

A very popular technique, which is often used to increase the impedandaiaih of microstrip
patch antennas, is to stack two or more resonant patches on top of eacf2ptAs with the edge-
coupled resonators, this technique also relies on closely-spaced multipi@rees. However, in
this case, the elements take up less surface area due to the fact thatetm®t arranged in a
coplanar configuration. Figure 2.3 shows the geometry of such an antdement where the
bottom patch is driven by a probe and the top patch, which is located oreeediffsubstrate layer,
is proximity-coupled to the bottom one.

In practice, the patches are usually very close in size so that the geneshtiwo distinct res-
onances can be avoided. Different shapes of patches can be Tikede commonly include
rectangular patches [26, 27], circular patches [26, 28, 29] andlanring patches [26, 30]. It
has also been shown how a combination of shapes can be used [3A88r as impedance
bandwidth goes, Waterhouse [26] reported a 26% 10 dB return-lossaidih for rectangular
patches, Mitchelket al. [29] reported a 33% 10 dB return-loss bandwidth for circular patches,
while Kokotoff et al. [30] reported a 22% 10 dB return-loss bandwidth for annular-ringhgestc
These bandwidths were all obtained for two patches stacked on toptobdaar. It is possible to
stack more patches, but the performance may not be much better than witivopigtches [2,18].
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Figure 2.3 Geometry of a probe-fed stacked microstrip patch antenna.

Instead of aligning the patches vertically, some researchers have atba i®rizontal offset be-
tween the patches [33]. However, due to the structural asymmetry, tbaggurations exhibit
beam dispersion.

The stacked-patch configuration has a number of advantages ovelgire@upled configuration.
Since it does not increase the surface area of the element, it can binwgealy configurations
without the danger of creating grating lobes. Its radiation patterns arskigatre also remains
relatively constant over the operating frequency band. It has a tamyder of parameters that
can be used for optimisation. However, due to this, the design and optimisaticesp can also
be very complex. Another drawback of stacked patches, is that it esgoiore than one substrate
layer to support the patches.

2.2.4 Shaped Probes

As was shown in Chapter 1, a thick substrate can be used to enhance thamgbandwidth of
microstrip patch antennas. However, the input impedance of probe-fedstmip patch antennas
become more inductive as the substrate thickness is increased. In oofisetahis inductance,
some capacitance is needed in the antenna’s feeding structure. One gyldment such a
capacitive feed is to alter the shape of the probe. There are basicallypfwoazhes. In one
approach, the probe is connected directly to the patch [34, 35], while iottiee approach, the
probe is not connected to the patch at all [36—39].

The direct feed can be implemented as shown in Figure 2.4(a), wheretlirdestructure consists
of a stepped probe. The horizontal part of the probe couples caghicitd the patch. Chen and
Chia [34] reported an impedance bandwidth of 19.5% for a VSWR of 2:Joth#er option is to
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Figure 2.4 Geometries of microstrip patch antennas with shaped prgageStepped probe. ()
shaped probe.

add a stub to one of the radiating edges of the patch and to feed the stuly avittta probe. For
such an approach, Chen and Chia [35] reported an impedance bamdiib%, once again for a
VSWR of 2:1.

The proximity-coupled probe is implemented as shown in Figure 2.4(b), vithengrobe is bent

into aL-shape. The horizontal part of the probe runs underneath the padchlso couples ca-
pacitively to it. This solution has been implemented for a variety of patch shagak et al.
reported an impedance bandwidth of 36% for a rectangular patch ini86} 206 for a triangular
patch in [39], while Gueet al. reported an impedance bandwidth of 27% for an annular-ring patch
in [38]. These bandwidth figures were all quoted for a VSWR of 2:1tebnd of a_-shaped probe,

Mak et al.[40] also used & -shaped probe and managed to achieve an impedance bandwidth of
40% for a VSWR of 2:1.

A microstrip patch antenna with a shaped probe, be it directly driven oicaotusually be sup-
ported on a single substrate layer. This makes it extremely suitable for anéerays where
cost has to be minimised. Most of these elements have radiation patterns withtasglignt in
the E-plane and slightly high cross-polarisation levels in Higlane. These are characteristics
of probe-fed microstrip patch antennas on thick substrates. The stpppiael though, exhibits
somewhat lower cross-polarisation levels. The patches that are direwiiy chould be more
robust that those with the proximity coupled probes. For the latter oneshearto be taken with
respect to the proper alignment of the pathes and probes. Anothertaggaof both approaches
is that, since they do not increase the surface area of the element, they gaad in array config-
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Figure 2.5 Geometries of probe-fed microstrip patch antennas wheraoitive coupling and slots
are used. (a) Capacitive coupling. (b) Slot in the surfadb@patch.

urations without the danger of creating grating lobes.

2.2.5 Capacitive Coupling and Slotted Patches

There are two alternative approaches that can also be used to oveim®meuctive nature of
the input impedance associated with a probe-fed patch on a thick sub3tnate are capacitive
coupling or the use of slots within the surface of the patch element. Exammesloapproaches
are shown in Figures 2.5(a) and (b) respectively. It can be argaedhibse two approaches are
structurally quite similar. The approach in Figure 2.5(a) has a small pexbedpacitor patch,
which is situated below the resonant patch [41-43]. The gap betweerettisras a series capaci-
tor. Similarly, the annular slot in Figure 2.5(b) separates the patch into a srobd-fed capacitor
patch and a resonant patch [44, 45]. In this case, the slot also actsedesacapacitor. In princi-
ple, both of these approaches employ some sort of capacitive couplingrariunctionally also,
to some degree, equivalent to thgrobe andr-probe as described in Section 2.2.4.

Liu et al. [46] combined the capacitively-coupled feed probe with stacked patoitbseported a
impedance bandwidth of 25.7% for a VSWR of 2:1. To achieve this, theytusestacked patches
with a small probe-fed patch below the bottom resonant patch. In anqipesach, Gonzlezet
al. [47] placed a resonant patch, together with the small probe-fed cappaiith just below it,
into a metallic cavity. With this configuration, they managed to obtain a impedandevizth of
35.3% for a VSWR of 2:1.

As far as the slotted patches go, Hall [44] showed that, for a circulaness patch with a annular
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slot around a small circular probe-fed capacitor patch in the surfatbe sésonant patch, a 10 dB
return-loss bandwidth of 13.2% could be obtained for the;TMode and 15.8% for the TM
mode. Anguerat al. [45] used a rectangular resonant patch, also with a small circular probe
fed capacitor patch in the surface of the resonant patch, and managehi¢ge an impedance
bandwidth of 21.7% for a VSWR of 1.5:1. Chen and Chia [48] used a snwa#lmgular probe-fed
capacitor patch, located within a notch that was cut into the surface ofsbaast patch. They
managed to obtain an impedance bandwidth of 36% for a VSWR of 2:1. Son@satko used

a rectangular resonant patch witlJaslot in its surface. The metallic area inside the slot is then
driven directly with a probe. Here, Torgg al. [49] reported a impedance bandwidth of 27% for
a VSWR of 2:1, while Weiganet al. [50] reported an impedance bandwidth of 39%, also for a
VSWR of 2:1. In yet another approach, Néeal. [51] placed a circular probe-fed patch within a
annular-ring patch, with the circular patch exciting higher-order modeékeannular-ring patch.
They managed to obtain a 8 dB return-loss bandwidth of 20%. Koketaif. [52] placed a small
shorted circular probe-fed patch within a annular-ring patch, but witltilcelar patch exciting
the dominant TM; mode on the annular-ring patch. They reported a 10 dB return-loss%f. 6.6

The advantage of the approach where the capacitor patch is located theloesonant patch,
is that the cross-polarisation levels in tHeplane are lower than what can be achieved with the
approach where the capacitor patch is located within the surface of tirardpatch. However, in
order to support the capacitor patch below the resonant patch, an adbgidstrate layer might
be required. In contrast, only one substrate layer is required to sugmeoconfiguration where
the capacitor patch is located inside the surface of the resonant pattherfore, the capacitor
patch below the resonant patch is prone to alignment errors and can catelie fabrication
process. On the other hand, when using a capacitor patch within theearfea of a resonant
patch, there can potentially be many design parameters that can complicaesidpe af such
antenna elements. Here also, an advantage of both approaches is teathejndo not increase
the surface area of the element, they can be used in array configuraitbosit the danger of
creating grating lobes.

2.3 NEW WIDEBAND MICROSTRIP PATCH ANTENNAS WITH CAPACITIVE
FEED PROBES

As was stated earlier on, the basis of this study is a new wideband microstiipgraenna element
with a capacitive feed probe. Figure 2.6 shows the general geometrg nétt antenna structure.
As can be seen, it consists of a rectangular resonant patch with a sofaHad capacitor patch
right next to it. Both patches reside on the same substrate layer. For thysIsttll circular and
rectangular capacitor patches, as shown in Figures 2.6(a) and flertieely, were used.

For wideband applications, the two patches can be manufactured on albirasel with a thick
low-loss substrate, such as air, right below it. The antenna element isoiugty very similar to
most other capacitively-coupled elements. The gap between the reganemtand the capacitor
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Figure 2.6 Geometries of the new wideband microstrip patch antennasoging capacitive feed
probes. (a) Circular capacitor patch. (b) Rectangularasggatch.

patch acts as a series capacitor, thereby offsetting the inductance ohtherlube. Once the
size of the resonant patch and the thickness of the substrate havexeeioffia certain operating
frequency and impedance bandwidth, there are basically two parametisranie used to control
the input impedance of the antenna element. These are the size of the cagaiciicand the size
of the gap between the two patches. In Chapter 4, it will be shown how plagameters affect the
input impedance.

Given that most of the approaches for wideband probe-fed micrositgh@ntennas have been
described in Section 2.2, the structural properties of the new antennantleamebe viewed in
context. First of all, the new antenna element can be manufactured oneasibgtrate layer due
to both the resonant patch and the capacitor patch residing on the sam@ kagés very important
for large antenna arrays where laminates can be very expensivdaditibat the capacitor patch
is driven directly by a probe, gives the structure some rigidity. The streidgsualso less prone
to alignment errors, which can be a factor for antenna elements whereade goes not make
physical contact with any of the patches or where the capacitor patctaietbon a different layer
than the resonant patch. The surface area of the element is not mushtheng that of a resonant
patch and therefore it is very suitable for use within antenna arrays. déanéage that might
not be very obvious at first, is that the antenna element, as opposed td slotémna elements,
consists of parts that are canonical in shape. As will be shown in Secoit Bas huge benefits
for the analysis of such antennas, especially for large antenna afiagdly, the design of such an
antenna element, as well as tuning of the input impedance, is very strawgtfodue to the few
parameters that have to be adjusted. In terms of performance, it is eXpeatéhe new antenna
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element should be comparable to other probe-fed patch antennas onuthstiates. This will be
investigated thoroughly in Chapter 4.

2.4 OVERVIEW OF MODELLING TECHNIQUES

There are a number of methods that can be used for the analysis offptbb@crostrip patch
antennas. Most of these methods fall into one of two broad categoripsoxamate methods
and full-wave methods [1]. The approximate methods are based on simpléggwnptions and
therefore they have a number of limitations and are usually less accura&tgafidhalmost always
used to analyse single antenna elements as it is very difficult to model cobpliwgen elements
with these methods. However, where applicable, they normally do provio gjoysical insight
and the solution times are usually very small. The full-wave methods includelalbre wave

mechanisms and rely heavily upon the use of efficient numerical algorithrnen\applied prop-
erly, the full-wave methods are very accurate and can be used to mod# aaviety of antenna
configurations, including antenna arrays. These methods tend to be moeltonaplex than the
approximate methods and also provide less physical insight. Very ofteratbeyequire much
computational resources and extensive solution times.

In the remainder of this section, an overview of both approximate and fuéwsethods will be
given. Since the full-wave moment method, also known as the method of moriseatguably
the most popular method for the analysis of microstrip antennas, it will bes$isduseparately.
The moment method can be implemented in either the spatial domain or the spetiaai dBoth
of these will be considered.

2.4.1 Approximate Methods

Some of the popular approximate models includetthasmission-line modethe cavity model
and thesegmentation modelThese models usually treat the microstrip patch as a transmission
line or as a cavity resonator.

The transmission-line modelrepresents the antenna by radiating slots that are separated by a
length of low-impedance transmission line [4,53-57]. A good implementationsofrtbdel is the
one by Pues and Van de Capelle [57]. Each radiating slot is repredgntegarallel equivalent
admittance. The analysis then basically boils down to normal circuit theorg. fiéthod is the
simplest method for the analysis and design of microstrip patch antennasftdutyields the
least accurate results and also lacks versatility. It can be used to calt@atsonant frequency
and input resistance of an antenna element. With this method, it is difficult tol iedeoupling
between antenna elements, although it has been done successfulB}.[3B&method only works
reasonably well for antennas with thin substrates and low dielectric casstanile it becomes
increasingly less accurate as either the substrate thickness or dielenstiarttas increased [1].
The transmission-line model has mostly been applied to directly-driven grdtarpatches.
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Some of the drawbacks associated with the transmission-line model can foeroeewith the
cavity model. The cavity model is a modal-expansion analysis technique whereby tHeipatc
viewed as a thin cavity with electric conductors above and below it, and with etiagnalls
along its perimeter [56, 59, 60]. With this method, the electric field between tloh pad the
ground plane is expanded in terms of a series of cavity resonant moeégeafunctions, along
with its eigenvalues or resonant frequencies associated with each maretoBhe cavity be-
ing thin, only transverse magnetic (TM) field configurations, with respethaocheight of the
cavity, are considered. The field variation along the height of the cavitisisassumed to be
constant. Furthermore, due to the fact that a lossless cavity cannderadiexhibits a purely
reactive input impedance, the radiation effect is modelled by introduciragtditially-increased
loss tangent for the substrate. The cavity model can model the resoagueficy and input
impedance more accurately than the transmission-line model, but it is also limiteitiospapes
for which the two-dimensional Helmholtz equation admits an analytical solutidn f&lwith the
transmission-line model, the cavity model also becomes less accurate as stratsuthickness
or dielectric constant is increased [1]. It does not take into accourgftbet of guided waves
in the substrate. It is difficult to model mutual coupling with the cavity model, afjhdtihas
been done successfully [62, 63].0@ez-Tagle and Christodoulou [64] even used it successfully
for the modelling of stacked patches in a multilayered substrate. Microstrib patennas are
often represented by an equivalent network model [43, 45, 65)8&Lich a model, the values of
the lumped elements can be determined by using the cavity model [67].

Thesegmentation methods more versatile than both the transmission-line model and the cavity
model, especially in terms of its ability to treat patches with arbitrary shapesait éxtension

of the cavity model, but instead of treating the patch as a single cavity, the igagelymented
into sections of regular shapes. The cavity model is then applied to eatibnsexdter which

the multiport-connection method is used to connect the individual sections nid¢thod has
been used, for example, by Palanisamy and Garg [68] for the modelling@diare-ring patch,
while Kumar and Gupta [23-25] used it for the modelling of edge-coupléchpa. As with the
other approximate methods that have been described, this method alsob@stKksr thin, low
dielectric-constant substrates.

2.4.2 Full-Wave Methods

Three very popular full-wave methods that can be used to model pesbeticrostrip patch an-
tennas, are thmmoment metho{MM), the finite-element methofFEM) and thefinite-difference
time-domain(FDTD) method These are the three major paradigms of full-wave electromagnetic
modelling techniques [69]. Unlike the approximate methods, these methodsdralute rele-
vant wave mechanisms and are potentially very accurate. They all imetefgbe idea of discretis-

ing some unknown electromagnetic property. For the MM, it is the curramgige while for the
FEM and FDTD, it is normally the electric field (also the magnetic field for the FD&hod).

The discretisation process results in the electromagnetic property of irbeiag approximated
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by a set of smaller elements, but of which the complex amplitudes are initially wmkn@®he
amplitudes are determined by applying the full-wave method of choice to theraggltion of
elements. Usually, the approximation becomes more accurate as the numbameiits is in-
creased. Although these methods all share the idea of discretisation, thiEimiempations are
very different and therefore each of the three methods will now bedersl in some more detail.

The MM is undoubtedly the most widely-used full-wave method for the analysis of stifpo
antennas [69]. It is synonymous with the method of weighted residuals asg@pularised by
Harrington [70-72] who first demonstrated its power and flexibility for thiatton of electromag-
netic problems in the 1960s. This method is mostly applied in the frequency doniere only

a single frequency is considered at any one time.

When using the MM, the current density on the antenna is usually the woviingble from
which all the other antenna parameters are derived. The method is implerbgnalacing the
antenna with an equivalent surface current density. The surfacentwaensity is then discretised
into a set of appropriate current-density elements, also known as basisohs (or expansion
functions), with variable amplitudes. For example, these elements can takertheof wire
segments and surface patches. Now, the Green'’s function for thieeprad used to express the
electric and/or magnetic fields everywhere in terms of the current-dengiteets on the surface
of the antenna. Boundary conditions for the electric and/or magnetic fiddb@n enforced on
the surface of the antenna by using testing functions (also known astimgidiinctions). This
process is often called the testing procedure and results in a system ofititegaal equations
(IEs). This system of equations can be expressed in matrix form, wheliatdraction between
each basis (expansion) function and each testing (weighting) functiokes tato account. For
most MM implementations, this matrix, also known as the interaction matrix, is usuanpsed
matrix. If the basis functions and testing functions are chosen to be the saofefgnctions, the
method is known as the Galerkin method. Finally, the system of linear equatieoisés! to yield
the amplitudes of the current-density elements. After the surface cumeasity on the surface
of the antenna has been solved for, the other antenna parametersssiehinput impedance,
radiation patterns and gain, can easily be derived. For more detailetgpdiess of the MM, texts
such as those by Balanis [4, 73], Stutzman and Thiele [74], as well &arRdral. [75], can be
consulted.

A major advantage of the MM, when compared to other full-wave methods, iffitgest treat-

ment of highly conducting surfaces. With the MM, only the surface ctdensity is discretised
and not the fields in the surrounding medium. Furthermore, it inherently iesltite far-field
radiation condition, while antennas that are embedded in multilayered mediagcsEmulated
efficiently when using the appropriate Green'’s function for such a gordtion. On the down
side, the MM is not very well suited for the efficient analysis of problems itdude electro-
magnetically penetrable materials. Also, while the formulations for multilayered naeeligery
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powerful, they are very intricate and complex to implement. For an efficient nydtiéa-media
formulation, an infinite ground plane and laterally infinite layers have to henaesd. The imple-
mentation for finite ground planes and layers is much more inefficient as lis&ate and ground
plane also have to be discretised.

Despite some of its drawbacks, the MM is still the preferred method for éregurdomain prob-
lems that involve highly conducting surfaces [15]. For the analysis of stigpoantennas, the
method can either be implemented in the so-called spatial domain or the so-calté@dlgomain.

Due to the fact that these two implementations have been used so extensivibly &nalysis of
microstrip antennas, they will be considered separately in Sections 2.423%&Adespectively.

The FEM is widely used in structural mechanics and thermodynamics. It was intrddadee
electromagnetic community towards the end of the 1960s [15, 69]. Sincegiteat progress has
been made in terms of its application to electromagnetic problems. As is the caseenlitiivith
the FEM is also mostly applied in the frequency domain. What makes the FEMaiteagtive, is
its inherent ability to handle inhomogeneous media.

When using the FEM for electromagnetic problems, the electric field is the umkvariable that
has to be solved for. The method is implemented by discretising the entire volwneloich the
electric field exists, together with its bounding surface, into small elementsigliiar elements
are typically used on surfaces, while tetrahedrons can be used falthmetric elements. Simple
linear or higher-order functions on the nodes, along the edges or dache of the elements, are
used to model the electric field. For antenna problems, the volume over wigichetttric field
exists, will have one boundary on the antenna and another boundaeydistance away from the
antenna. The latter boundary is an absorbing boundary, which is chéedeincate the volume.
One viewpoint from which the FEM can be derived, is that of variatiomallysis [15]. This
method starts with the partial differential equation (PDE) form of Maxwelfgations and finds
a variational functional for which the minimum (or extremal point) corresisonith the solution
of the PDE, subiject to the boundary conditions. An example of such didumat is the energy
functional, which is an expression describing all the energy associétethe configuration being
analysed, in terms of the electric field [76]. After the boundary conditi@ve Hbeen enforced,
a matrix equation is obtained. This equation can then be solved to yield the amplthate
are associated with the functions on the elements used to model the electricTidnatrix
associated with the FEM, is a sparse matrix due to the fact that every elentginteracts with
the elements in its own neighbourhood. Other parameters, such as the méigiktinduced
currents and power loss, can be obtained from the electric field. Foraetaged descriptions of
the FEM, texts such as those by Jin [77], Silvester and Ferrari [78Kkiet al.[79], as well as
Petersoret al.[80], can be consulted.

The major advantage of the FEM is that the electrical and geometrical giespef each element
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can be defined independently [76]. Therefore, very complicated geesiand inhomogeneous
materials can be treated with relative ease. This implies that the analysis of tnijiceagennas
with finite ground planes and layers is also possible. However, the FEM Fas weak points
when compared to methods such as the MM. The fact that the entire volumedretiie antenna
surface and the absorbing boundary has to discretised, makes thedfig Mefficient for the anal-
ysis of highly conducting radiators. Also, for large three-dimensionatsires, the generation of
the mesh, into which the problem is discretised, can become very complex anchiirseming.

The FEM is usually not the preferred method for the analysis of most aafermblems, but is
frequently used for the simulation of microwave devices and eigenvalilgons. An interesting
approach is where the FEM is hybridised with the MM. These methods ayeugeful for the
analysis of microstrip antennas inside cavities [47,81]. Like most othewfake modelling tech-
niques, the FEM has been implemented in a few commercial codes. A typicapkxeés HFSS
from Ansoft.

The FDTD method, which was introduced by Yee [82] in 1966, is also very well suited for the
analysis of problems that contain inhomogeneous media. However, unliké\hand the FEM,
the FDTD method is a time-domain method and is not restricted to a single freqakeacy one
time. As compared to the MM and the FEM, the FDTD method is much easier to implemignt a
makes limited demands on higher mathematics [15].

The FDTD method is also a PDE-based method. However, unlike the FEMe# ot make
use of variational analysis, but directly approximates the space- and tifeedtial operators
in Maxwell’s time-dependant curl equations with central-difference melse This is facilitated
by modelling the region of interest with two spatially interleaved grids of disquetets [76].
One grid contains the points at which the electric field is evaluated, while the gridecontains
the points at which the magnetic field is evaluated. A time-stepping procedusedsahere the
electric and magnetic fields are calculated alternatively. The field values ae#t time step are
calculated by using those at the current and previous time steps. In sua)) the fields are then
effectively propagated throughout the grid. The time stepping is continngba steady-state
solution is obtained. The source that drives the problem is of coursesase time-dependant
function. Frequency-domain results can be obtained by applying a wideverier transform to
the time-domain results. Unlike the MM and the FEM, no system of linear equatas$o be
solved and therefore no matrix has to be stored. As with the FEM, the gritb Hesterminated
with an absorbing boundary. For more detailed descriptions of the FDTDohetibxts such as
those by Taflove [83,84] and Elsherbeial. [85] can be consulted.

The FDTD method has a number of attractive features, which include itsved{atimple im-
plementation, its straightforward treatment of inhomogeneous materials, its abilignirate
wideband data from a single run and the fact that no system of lineatieggiaeed to be solved.
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The analysis of microstrip antennas with finite ground planes and layersdsitfe also possible.
On the down side, however, the regular orthogonal grid that is normadly, is not very flexible.

This implies that curved surfaces have to be approximated with a stairgaseap. For config-

urations with sharp edges, such an approach may require a veryitirengrtherefore many field
points. As with the FEM, the fact that the volume around the antenna is dischetimkes the
FDTD inefficient for the analysis of highly conductive radiators.

Like the FEM, the FDTD method is usually not the preferred method for thiysinaf most

antenna problems, but it is very useful for wideband systems and in sitaatioere time-domain
solutions are required. Despite of this, the FDTD method has been usihe fanalysis of probe-
fed microstrip patch antennas [49, 85, 86] and can indeed yield vewyaeaesults. The FDTD
method has been implemented in a few commercial codes. Typical examplesehtied-idelity

from Zeland Software and XFDTD from Remcom.

As has already been mentioned, the MM is by far the most widely-used mathdtitef analysis

of microstrip antennas. There are two broad implementations of this methodpatial-slomain
implementation and the spectral-domain implementation. Each of these implementasiatss ha
own advantages and will now be discussed in Sections 2.4.3 and 2.4.4tieslge

2.4.3 Spatial-Domain Moment Method

As the name indicates, the spatial-domain MM is characterised by the facllttieg entries in
the interaction matrix are expressed in terms of spatial variables. As menbef@@, each en-
try in the interaction matrix represents the interaction between a basis (expafusiction and
a testing (weighting) function. This is accomplished by using the Greenditumfor the prob-
lem at hand. Of course, in this case, it would be the Green’s functioa founded planarly
multilayered medium. The Green’s function for planarly multilayered media is &laila closed
form, but only in the spectral domain. Its spatial-domain counterparts anecttramonly ob-
tained by applying an inverse Fourier-Bessel transform (also knevengommerfeld integral) to
the spectral-domain Green'’s function. Apart from this, each entry in tieeaiction matrix also
contains two surface integrals. One integral is associated with the convohdtween the basis
function and the Green'’s function, in order to find the electric field due tbalses function, while
the other integral is associated with the testing procedure, in order to appiglévant boundary
conditions over the support (footprint) of the testing function.

In the spatial domain, the so-called mixed-potential form of the electric-fiettyial-equation
(EFIE), or in short, the MPIE, is usually preferred for the analysis ofasitip antennas embed-
ded in planarly multilayered media [42,87—95]. With the MPIE formulation, thetetefield is
expressed in terms of the induced current density and induced chaemggydthrough the vector
and scalar potentials respectively. The MPIE is preferred due to théhtscthe potential forms
of the Green’s function are less singular than the field forms [96]. Thisrbes more apparent
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when the interaction between two very closely-spaced basis and testictipfimis calculated.
The evaluation of the Sommerfeld integrals, which are required to find thialsdamain Green’s
function, is usually a very laborious process due to the integrand beimndydgcillatory and
slowly decaying. As such, much effort has been invested into finding metttospeed up the
evaluation of this type of integral. One popular approach is to integrate #h@en§ommerfeld
integration path [97] and to use techniques such as the partition-extrapotaibod to speed up
the integration [98]. An approach that has become very popular recintityderive closed-form
expressions for the Green'’s function [99-103]. The basic idea te¢his approach is to approxi-
mate the Green'’s function by a sum of complex exponentials to which the Soeididdntity can
be applied, resulting in closed-form expressions for the Green'silmcHowever, the process
is not entirely trivial as it involves the extraction of surface-wave coutiins that are associated
with the poles of the Green’s function. Another technique that can bewisieény of the afore-
mentioned approaches, is to precompute the integrals, whereafter intiemptdghniques can be
used on the precomputed values.

The spatial-domain MM is well suited for the use of subdomain basis funciiendésis functions
that exist only over a small part of the total surface area to be modelldéd.id due to the fact
that the two surface integrals, which are associated with each entry in thaciide matrix, can
be evaluated much more easily for a simple function over a small support dhandomplex
function over a much larger support. Two types of subdomain basis fsdti@t are often used
on surfaces, are rooftop functions with rectangular support [8d]Rao, Wilton and Glisson
(RWG) basis functions with triangular support [104]. The RWG basistfons are very useful
for the modelling of geometries with arbitrary shapes [97, 105]. Spects lianctions, known
as attachment modes, are required to model the current behaviour tajsrzetween wires and
surface patches. A number of attachment modes have been developaé feithin the spatial-
domain MM. For some of them, the attachment point has to coincide with the soofiehe
surface basis functions [87, 90], while for others, the attachment pamte anywhere on the
surface basis functions [89, 106—108].

Due to the use of subdomain basis functions in the spatial-domain MM, the naifriesis func-

tions that are required to model the current on a structure, increagespély with the size of
the structure. This implies that the interaction matrix can very easily become qujiés tasult-

ing in potentially very large computer-memory requirements for storage of thation matrix.

For large problems, the bottleneck in the spatial-domain approach is the sdiot@associated
with the matrix equation. It usually exceeds the time that is required to set uptdradtion

matrix. In this area too, many efforts have led to more efficient methods oihgoallie matrix

equation [109]. Some of the approaches include: the conjugate-gré&@i@&h method combined
with the fast Fourier transform (FFT) [110-113]; the fast-multipole me(kddM) [114]; and the

impedance-matrix localisation (IML) method [115].
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The spatial-domain MM is the method of choice for most commercial MM codepicalyex-

amples of these are IE3D from Zeland Software, Ensemble from Anadft~&KO from EM

Software and Systems. For the modelling of surfaces, IE3D uses bast®fis with both rectan-
gular and triangular support, while Ensemble and FEKO only use basisdaosaevith triangular
support.

2.4.4 Spectral-Domain Moment Method

The spectral-domain MM is characterised by the fact that the entries in thadtiten matrix are
expressed in terms of spectral variables rather than spatial variall@s [Lhis is achieved by
applying a two-dimensional Fourier transform to the basis functions, thiegdanctions and the
Green’s function. In effect, the two transverse spatial variables ansfsrmed to their spectral
counterparts. These spectral variables are actually two wavenumbeesdhassociated with the
same directions as the spatial variables. A general entry in the interactioix matrld now
contain two infinite integrals over the two spectral variables. As has already mentioned,
the spectral-domain Green’s function can be found in closed form [IH@ivever, the spectral-
domain formulation do place certain requirements on the basis functions #nd fesctions that
can be used. One of these is that the two-dimensional Fourier transfétims loasis functions
should be available in closed form. Another is that the two-dimensional Fauaiesforms of
the basis functions should decay faster than what the Green'’s functias gsymptotically [118,
119].

In the spectral domain, the Green'’s function does not become singulamfal separation dis-
tances between the basis functions. Therefore, the electric field is usMpligssed directly in
terms of the induced current density through the EFIE [120]. Furthernibe spectral-domain
MM is well suited for the use of entire-domain basis functions (i.e. basidifumsthat exist over
the entire surface area to be modelled). This is due to the fact that a fundtioa larger support
in the spatial domain, transforms to a function that decays faster in the apsatnain. An ex-
ample of such an entire-domain basis function, is the set of resonant thadeguld be excited
on a microstrip patch [31, 121-125]. These basis functions may not bersatile as the subdo-
main basis functions, but the solution can be very efficient if the anterunzwte mainly consists
of canonical shapes. As with the spatial-domain approach, various &fmasachment modes
have also been developed to model the current behaviour at junctitmsdrewires and surface
patches [30, 126—135] or between wires and microstrip lines [136].eisplectral-domain, how-
ever, it might be harder to find an attachment mode that models the curresitycst the junction
accurately and of which the two-dimensional Fourier transform candedfon closed form. Sub-
domain basis functions can also be used with the spectral-domain formula@ionl42]. Some
codes use volumetric currents for vertical connections [140-14& u$k of such basis functions,
however, place a restriction on probe lengths that can be modelled satgura

The most computationally-intensive part of the spectral-domain MM is the &vaiuof the two
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infinite integrals over the spectral variables for each entry in the interawi@arx. This is mainly
due to the integrand becoming more oscillatory as the separation distancemnéhedasis and
testing function is increased. The integrand also exhibits poles, bramuis pad branch cuts that
further complicate the evaluation of the integrals. The efficient evaluatitimesk integrals have
been the topic of many research papers and, as such, various metivedsden developed to
deal with these integrals. One approach is to transform the spectrdilearta a polar coordinate
system [123,144,145]. By doing so, the two infinite integrals are tram&fd to one finite integral
and one semi-infinite integral. Numerical integration algorithms, which takendalya of the
cancellation effect that is associated with a fast oscillating integrand, eanbth used to speed
up the evaluation of the semi-infinite integral [146, 147]. It is also possiblesébasymptotic
extraction techniques [61, 125, 140-142, 148-159]. In both c&smeever, it is important to
realise that, for the semi-infinite integral, the contributions from the poles eartb points have
to be extracted or the integration path has to be deformed so as to avoiditiggdargies [123,
160]. Another approach is to leave the spectral variables in a rectargualinate system. The
separation of variables can then be used to speed up the evaluation ofetj@ls [161-163].
However, this method places some restrictions on the basis functions angd testitions that can
be used. Another method is to use complex integration paths that dampensiliagoog nature
of the integrand [164-168]. The FFT can also be used to speed up icahietegration, but it
implies that the basis functions should all be of equal size and should bedspa a underlying
rectangular grid [150, 169, 170]. Although the spectral-domain formuldtas been used for the
analysis of finite arrays on a uniform grid [125,171-173], it is oftesdu® model antenna arrays
of infinite size by only analysing one unit cell of the array [129, 131,178].

When entire-domain basis functions are used with the spectral-domain MiWténaction matrix
is usually much smaller than with subdomain basis functions. In contrast witip#tialsdomain
MM, the bottleneck is not the solution time associated with the matrix equation,thet the pro-
cessing time that is required to set up the interaction matrix. This is due to thesdpgtegrations
that have to be evaluated numerically.

The spectral-domain MM has been implemented in some commercial codes.| Exaiogples of
these are Sonnet from Sonnet Software and EMSight from Appliece\R@gearch. These codes
use subdomain basis functions on an underlying rectangular grid.

2.5 PROPOSED FORMULATION

From the previous discussion on analysis techniques, it is clear thatphexapate methods are
inappropriate for the modelling of the new antenna elements and also fonarderays that are
based on these elements. This is partly due to the thick multilayered substratdl as whe
fact that accurate coupling calculations between the various patchesuaial. As for the full-
wave methods, the FEM and FDTD method are usually not one of the firgteshwhen it comes
to the modelling of microstrip antennas. This is of course due to the huge nwhbEments
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that is needed to discretise the region around the antennas. The MM is farefficient for
such analyses as it only discretises the surface of the antenna. As whsrad in the previous
section, the spectral-domain MM formulation is very well suited for the anabfgisoblems that
involve canonical shapes. Canonical shapes permit the usage ofdorii@n basis functions that
brings about significant savings in computer-memory requirements. Mamenna elements
consist entirely of canonically-shaped patches and therefore natlaadiythemselves to the use
of the spectral-domain MM. A brief overview of the spectral-domain MM folation that was
implemented, will now be given. The details of the implementation can be foundapté&h3.

As was explained in Section 2.3, the bandwidth of the new antenna elememiisesbby intro-
ducing a low-loss substrate, such as air, between the patch laminate arrduhd glane. The
analysis of such a structure calls for the use of the planarly multilayeregshGrieinction. In the
spectral domain, the EFIE, which relates the electric field directly to the rdudensity on the
antenna, is normally used. For the purposes of this study, the Greewsoiu was calculated
as reported by Chen [6] and Le¢ al. [176]. As the currents on the antenna structure can flow
both in a horizontal and vertical direction, all nine components of the dyaden’s function are
required. A point to note here is that the currents flow either in a completelyamval direc-
tion or a completely vertical direction (i.e. there are no oblique current floautih the layers
of the substrate). The analysis of such a problem is often termed a tworeabalf-dimensional
analysis.

An antenna array basically consists of antenna elements and a feed kneWih probe-fed
antennas, the feed network is usually situated below the ground plane thetdfore isolated
from the antenna elements. If an infinite ground plane is assumed, as iséheitdathe planarly
multilayered Greens’s functions, there will be no coupling between the rietslork and the
antenna elements, neither will there be any radiation from the feed netviturk. to this, the
formulation that was implemented, only models the antenna elements and notdhefeerk.
The feed network can take on many forms and can usually be modelled deitévedy with
most full-wave electromagnetic simulators. The feed network will of couxsdesthe antenna
elements in a certain way and there will also be certain impedance-matching Issusen the
feed network and the antenna elements. This can, however, be haadlezhsily if the scattering
parameters of both the antenna elements and the feed network are cdfuyaoisans of network-
analysis technique’s.

In terms of basis functions, the proposed formulation draws on the beofeditsire-domain func-
tions, while subdomain functions are only used on small features of therentdements. It
is assumed that the patches are infinitely thin, but that the probes have ditiitehat can be
specified. The electric current density on each rectangular respageit is modelled by a set
of entire-domain sinusoidal functions. These functions originate froavayemodel analysis of

1 Ccommercial codes, such as IE3D and Sonnet, have specific modalesetcapable of network analyses.
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rectangular patch antennas [125]. They account for most of the mesagings that are associated
with this formulation. It has been found that the current density on eachlaircapacitor patch,
as well as the current density at the junction where it connects to the, matée modelled with
an extension to the circular attachment mode of Pinhas and Shtrikman [1#/$aime attachment
mode, together with subdomain rooftop basis functions, are used to modrirteat density on
each rectangular capacitor patch. In this study, a rectangular attachmodet[6, 7, 129, 132]
was also investigated, but as will be shown in Chapter 4, it is not as veraatile circular one.
Finally, due to the probes being fairly long, the current density on eaghepis modelled by
piecewise-sinusoidal functions along the length of the probe. The hasiidns on the probes
take the probe radii into account, but it is assumed that the current densibye probes has no
axial variation. The piecewise-sinusoidal functions along the lengthabf paobe have been used
instead of piecewise-linear functions that are normally used [6, 7, TP&g.choice ensures that the
analytical integration associated with terms in the interaction matrix that contdicaleurrents,
are much simpler.

Due to the many different basis and testing functions that are used to medalrtent density
on different parts of the antenna elements, the MM interaction matrix contafriesfor many
different types of interactions. The spectral integrations that areiassd with the different types
of interactions do not all behave in a similar manner and therefore differigration strategies
had to be implemented. The integrations associated with entries that describ&thetion be-
tween basis and testing functions on the probes and/or circular attachmees,moan be reduced
to a single integral. The integration path for this integral is slightly deformeddardp avoid any
singularities. When the basis functions are laterally separated, the methedrafes [146,177]
is used to speed up the numerical integration process. The integratiogti@t¢he remaining
entries depends on whether the basis functions overlap or not. Forfbasi®ns that overlap,
the integrand is smooth and can usually be evaluated quite easily. In this fatonuthese in-
tegrals are evaluated by transforming to a polar coordinate system. hsfflnastions that are
widely separated, the integrand is highly oscillatory and not easy to evalllagse integrals are
evaluated in a rectangular coordinate system, where the integration paforimel@ in an appro-
priate way so that the oscillations in the integrand are damped. This is aniertemthe work of
Sereno-Garinet al. [164—-168]. Unlike most other spectral-domain formulations, the basis func
tions in this formulation can be arbitrarily orientated and positioned. This impli¢srtathods
such as the FFT, cannot easily be used to speed up the numerical integrafttese methods
require basis functions that are aligned on a rectangular grid. Givethihdasis functions are
not necessarily aligned and that there are many different types ofétitars, it is impractical to
use asymptotic extraction techniques to speed up the integrations. In grexodk) the analytical
parts associated with these techniques, have only been derived fordieetion between specific
types of basis and testing functions, and for the special case wherarthal} aligned.

Another method that was used to speed up the process of setting up thetiotenaatrix, is to
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eliminate the recalculation of any duplicate entries. As a first step in this direttierGalerkin
method was used, ensuring that the interaction matrix is symmetric. For the regnairiiies,
special algorithms were developed to identify all duplicates before the @titsmamatrix is actu-
ally generated. Due to the different types of basis functions and thédiraayborientations, this is
not a trivial process. However, especially for the analysis of antamags, this process saves a
huge amount of computational time.

Due to the choice of basis functions, the interaction matrix is usually relativedyl and therefore
the matrix equation can be solved by direct inversion of the interaction matrikid case, Gaus-
sian elimination was used. The excitation for each antenna element is modellgdendtkita-gap
model at the base of each probe. With this excitation modelytparameters associated with the
antenna can be calculated directly once the basis-function coefficiersban solved for. The
radiation patterns are calculated by using the stationary-phase methdd][6, 1

Many of the ideas that have been used in this formulation, have been implehsep@rately to
some extent before. However, this formulation combines these ideas, éogdth some new
ones, in a unique way, thereby resulting in an efficient analysis of theanésnna elements and
associated antenna arrays.

2.6 CONCLUDING REMARKS

This chapter presented a broad overview of several approachesathde used to enhance the
impedance bandwidth of probe-fed microstrip patch antennas, as we# dfffdrent techniques
that can be used for the modelling of these antennas. The new antennatelehieh forms the
basis of this study, has also been introduced, together with a qualitativépdies of the theoreti-
cal formulation that was implemented for the modelling thereof. The new antdement makes
use of capacitive coupling in its feed structure, but unlike other appesathe capacitor patch is
positioned next to the resonant patch. This has several advantdiges: matches can be manu-
factured on a single laminate and is therefore relatively cheap and easytdaciare; the input
impedance can be controlled by adjusting only two parameters; and the daetltthe patches
have canonical shapes, lends itself to more efficient modelling technighesheoretical formu-
lation that was implemented for the analysis of these new antenna elementsasdiatbased on
the spectral-domain MM that implements the planarly multilayered Green's furasiovell as a
mixture of entire-domain and subdomain basis functions. The details of this impiatioa will
be addressed in Chapter 3.
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Implementation of the Spectral-Domain
Moment-Method Formulation

3.1 INTRODUCTORY REMARKS

This chapter presents a detailed exposition of the theoretical formulatiow#saimplemented
for the rigorous analysis of microstrip patch antennas with capacitive gegltes. The basic
antenna geometries under consideration are shown in Figure 3.1. In @&sabérm, it consists
of one or more rectangular (or square) resonant patch elements ¢hediacitively coupled to
smaller probe-fed capacitor patches. The capacitor patches can eithicidar or rectangular
in shape. The patches do not necessary have to be aligned, but odarriiated arbitrarily. All
of the patches and probes reside within a grounded, planarly multilayesttate. It is assumed
that the patches, probes and ground plane are all perfect electdaatons (PECs) and that the
multilayered substrate is isotropic, but possibly lossy. The analysis excthddeed network as
it can usually be analysed separately for probe-fed microstrip antennas

The present analysis is based on a Green’s function/moment method (Miveech, where the
electric-field integral-equation (EFIE), representing the boundargition that the total tangen-
tial electric field must vanish on the PEC parts of the structure, is discretis¢igebGalerkin
method. The unknown coefficients are evaluated by solving the resultingkregtration. Al-
though probe-fed patch antennas have enjoyed extensive theoagi@tpsis, the present analysis
relies on a unique combination of entire-domain and subdomain basis funetohtherefore
introduces unique numerical requirements.

Section 3.2 presents a general overview of the MM formulation that was imptechewhile
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Figure 3.1 Basic antenna geometries.
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Section 3.3 shows how the MM formulation can be cast into its spectral-domam f@he
multilayered-media Green’s function and basis functions are addresSedtions 3.4 and 3.5 re-
spectively. Section 3.6 deals with attachment modes, which are speciallbadiens required to
model the singular and rapidly varying nature of the surface currergityen the vicinity of each
probe-to-patch junction. Section 3.8 deals with issues surrounding theaBga of interaction-
matrix elements, while Section 3.9 describes different integration strategidsatr@been used
to evaluate these matrix elements. One of the difficulties associated with theasplectrain
MM (SDMM) is the highly oscillating nature of integrands for basis and testimgtions that are
widely separated. In Section 3.9, a recently-published method is extendhdte both situa-
tions where the basis and testing functions are closely spaced or widalsatsh When using
the MM, the interactions between all basis and testing functions have to hdatatt However,
depending on the implementation, there are often identical interactions tleatchbe calculated
repeatedly. On a rectangular grid, these duplicate entries can easilynbiéedeand eliminated,
but it becomes much more difficult with a mixture of lower-order and higldeiobasis functions
that are arbitrarily orientated. Special algorithms have been developeditwith such a mixture
of basis and testing functions, and are addressed in Section 3.10. Stfiareals with the eval-
uation of the excitation-vector elements, while Section 3.12 addresses thiersoluthe matrix
equation to yield the unknown current-density coefficients. The evaluatithre various network
parameters for an array of antenna elements, is addressed in Sectiont8l& Fection 3.14 deals
with the evaluation of the far fields.

3.2 GENERAL FORMULATION

The general problem to be solved here, is shown in Figure 3.2(a)n#ists of a PEC structure
that is embedded within a grounded multilayered medium. For purposes ohgsaton and il-
lustration, the PEC structure is represented by an arbitrary shape dratiice it would represent
the patches and probes of the microstrip antenna. The excitation is due teseqbedectric and
magnetic current source¥™ andM'™P, that radiate known incident electric and magnetic fields,
E" andH™, in the presence of the grounded multilayered medium, but in the absence of th
PEC structuré. These fields, that impinge upon the surface of the PEC structure, indutarm
electric current density, which in turn radiates the scattered fiel@¥2andHS®® Therefore, at
every pointr, the total electric and magnetic fields'®t andH'™!, existing in the presence of the
patches, probes and grounded multilayered medium, can be expressed as

Etot(r) _ EinC(r) + Escat(r) (3.1)
and

H©Y(r) = H(r) + H5?{r). (3.2)

! In the case of probe-fed microstrip antenrE"* can be thought of as the equivalent magnetic current density in the
aperture, where the probe passes through the ground plane.
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Now, the EFIE is based on the fact that, on the surface of the PEC swuthertotal tangential
electric field must vanish. This can be expressed as

Egn(r) = 2t x E¥Y(r)
=7 x E"(r) + 7 x ES(r) (3.3)
= Eijn(r) + EfTr) =0, (34)

wherer is the normal vector at positianon the surface of the PEC structure. It then follows that
Efnir) = —Egi(r), (3.5)

whereE"¢ represents the incident electric field, tangential to the structureatESC2 represents
the scattered electric field, also tangential to the structure at

Thesurface equivalence theordi#3] can be used to replace the PEC structure with an equivalent
electric current density, as shown in Figure 3.2(b). The representation in Figure 3.2(b) is also
known as thephysical equivalentf the problem in Figure 3.2(a). In practice, the patches are
normally assumed to be infinitely thin and therefdravill be the vector sum of the true current
densities on the top and bottom surfaces of the patches. The scattersdifeet@gdiated by in

the presence of the grounded multilayered medium (but not the embeddestiREture) and can

be expressed as

Bt = [[ G- 36 as. (3.6)

whereG is the dyadic Green'’s function for a grounded multilayered medium, relatingl¢ictric
field ES2at theobservationpositionr to the surface current densiyat thesourcepositionr’.
In (3.6),S represents the surface area over whigxtends and is also known as thepportof J.
The EFIE in (3.5) can now be written as

J L&) 36)as = —mige) (3.7)

which is a Fredholm integral equation of the first kind. In (3G)js thekernelof the equation,
EC is the knowrexcitationandJ is the unknowrresponséo be determined.

The first step in the solution of (3.7), via the MM, is to approximate the unknouvrent den-

sity J on the patches and probes by a sef\of/ector basis functionsvith unknown amplitude
coefficients. It can be expanded as

N
I) =) I f.(x), (3.8)
n=1

wheref refers to the vector basis functions (also known as expansion functodd refers to
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the unknown amplitude coefficients (which are generally complex numbs) is illustrated in
Figure 3.2(c).

Exploiting the linearity of the operator on the left-hand side of (3.7), leads to

N
> / /S G(rlr') - £,(r') ds' = —E5(x), (3.9)

which is one equation witlv unknowns. It alone is not sufficient to determine tHeunknown
amplitude coefficients. To resolve thhé amplitude coefficients, it is necessary to havédinearly
independent equations. This can be achieved by defining a symmetriccprod

(a,b) = // a-bds, (3.10)

wherea is used totestb over the domainS,. In (3.10),a is a vector function, also known
as thetesting function(or weighting function) with associated suppé¥. By using Galerkin’s

method [4, 73, 74], both basis and testing functions are chosen to bentteessa of functions.
Therefore, the same set of vector basis functions in (3.8) are alsdasest (3.9), yielding a set
of simultaneous equations that can be solved by standard linear algdimitexs. The boundary
condition in (3.9) then becomes

N
// fm(r)-ZIn// G(r|r)) -f,(r') ds'ds = — // r)-EN(r)ds, m=1,2,...,N
Sm 1 Sn

(3.11)
or
N .
> L, EGRE)) = — (£, By, m=1,2,...,N. (3.12)
n=1
The resulting system of linear equations can also be expressed in mattiomais
(Zimn) {In} = {Vin}, (3.13)
in which [Z,, ,,] is the N x N-dimensionalnteraction matrixwith elements
and{V,,} is the N-dimensionakxcitation vectowith elements
Vi = — (£, EIS). (3.15)

In (3.13),{7,} is the N-dimensional vector that contains the unknown amplitude coefficients of
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(3.8). The problem can be solved as
{1} = [Zm,n]_l{vm} (3.16)

through any of the standard numerical techniques. Once the unknowituategoefficients have
been resolved, the electric current dendiig essentially known and all other quantities of interest
can then also be calculated.

In the next section, it will now be shown how the interaction-matrix elementbeamalculated in
the spectral domain.

3.3 SPECTRAL-DOMAIN FORMULATION

Itis often more convenient to calculate the elements of the interaction matrix ipdbtral domain
rather than in the spatial domain. This is due to the fact that, in the spectralrdahmdyadic
Green’s function for a grounded multilayered medium can be derived gedléorm. Usually it
requires that the Fourier transforms of the basis and testing functionfdsiiso be available in
closed form, thereby limiting the choice of basis and testing functions somewloatever, the
spectral-domain formulation can be very efficient if these expressiersvailable.

In the spatial domain, the elements of the interaction matrix can be expressed as

Zmn = // // £,,(r) - G(r|r)) - f,(r") ds'ds
Sm Sn
:///fm(x,y,z)-/ / / G(z,y, 2|2y, ) - £.(2' ./, 2') da'dy' d2’ dedydz,
zJyJax 2l Jy Jax!

(3.17)

where all the variables are shown in Figure 3.3, which in turn depicts thergiecoordinate
system for the theoretical analysis that follows. A two-dimensional Fotragsform pair can
now be defined as

Flid) =#{f@n} = [ [~ pepeitreitay @)

f(z,y) = f‘l{f(kx,ky)} = 4—7172/_00 /_OO Fka, ky) €% %Y dk, dk, (3.19)

in order to transform between a general functjgm, y) and its spectral counterpaftk,, ky). By
using the definition in (3.19), the dyadic Green’s funct@rin (3.17) can be related to its spectral
domain counterpai® through

_ 1 [ [ - e (o) i (e
G(z,y, 2|2y, 2') = R/_m /_Oo G (ky, ky, 2|2) ko@D ks =Y) gf; dk,.  (3.20)
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Figure 3.3 Coordinate system for the theoretical analysis.

This allows (3.17) to be written, after some reorganisation of the terms amdtope as

1 . .
Zmn: —/ / // //fm($>y>z) e]kwxe]kyydxdy
’ A2 ky Jkg Jz 2 LJy Jx
y T

- Gky, by, 2|2) - [ / / fn(:z:’,y’,z’)e_jk”/e_jkyy/d:p’dy’]dz’dzdk:xdky. (3.21)
y/ CE/

The expressions between the two pairs of square brackets in (3.2becatognised as two-
dimensional Fourier transforms, similar to the definition in (3.18). The egmesn (3.21) can
therefore finally be simplified to

1 - ~ -
Zmpn = 4—2/ / // £ (=ks, —ky, 2) - Gk, ky, 2|2") - £, (kg ky, 2') d2'dz dkydk,.
™ ky Jky Sz J 2
’ (3.22)

As is evident from this discussion, the spectral-domain forms of both thdicleen’s function
and the basis functions (per implication, also the testing functions) need tmbd.f These will
now be addressed in the sections that follow.

3.4 GREEN'S FUNCTION

Consider the grounded, planarly multilayered medium as shown in Figurét &4ssumed that
there arél’ 4 1 layers and that they are numbered from U'testarting with O at the top layer and
ending with7" at the bottom layer. The top layer (layer 0), which is normally assumed tcebe fr
space, extends to infinity along thalirection, while the bottom layer (layé&F) is bounded by a
PEC ground plane right below it. All the layers are also assumed to havisdrdfimensions along
thex andy directions. The interface between layeandt + 1 is atz = d;), while the thickness
of layertis h(y = dy—1) — dy)-
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Figure 3.4 Grounded, planarly multilayered medium.

The complex permittivit;e(t) and complex permeability(t) of layert can be expressed as
€(t) = 08r(z) |1 — j tand.y)| (3.23)

and
fit) = Hoke(r) [1 — jtand, e, (3.24)

where:

£0 = 8.854- 10712 F/m is the permittivity of free space;
o = 4m - 10~7 H/m is the permeability of free space;
e,() IS the relative permittivity of layet;

() 1S the relative permeability of layer

tand, ;) is the electric loss tangent of layer
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tand,, ;) is the magnetic loss tangent of layer

The wavenumber in the direction can be expressed as

k) = \/ Ky — k3, Sm{k.) <0}, (3.25)

wherek,, is the wavenumber in the radial direction, given by
2 2, 12
ki = k5 + k. (3.26)

Here,k, andk, are the wavenumbers in theandy directions respectively. Furthermorgy) is
the wavenumber in layet given by

k@) = w /e (3.27)

with w = 2x f the radial frequency anfl the frequency.

In order to derive the expressions for the components of the Graami$ién, which relate the
electric field in one layer to the electric current density in another layer gtimwwave functions,
which depend on the reflection coefficients at the interfaces betweens |agewell as the wave
amplitudes within the various layers, have to be found [6,7,178]. Foraarojsic medium, where
e andyp vary only in one direction (the direction in this case), the vector wave equations can be
reduced to two scalar equations that are decoupled from each otl&gr They characterise two
types of waves, hamely thteansverse electri¢TE) andtransverse magneti@M) waves. In the
case of the TE waves, the electric field is transverse to tbiection, while in the case of the
TM waves, the magnetic field is transverse to thdirection. The reflection coefficients, wave
amplitudes and wave functions associated with both these types of wavesowilie addressed
in the following sections.

3.4.1 Reflection Coefficients

First consider a half-space (i.e. there are only two semi-infinite planarshayéth layerst and
t + 1, or alternatively, layers— 1 andt. If a wave now travels from layerto ¢ + 1 or from layer
t to layert — 1, there will be both incident and reflected waves in laydaut only a transmitted
wave in layer 1. Now, at the interface between the two layemndt + 1, theFresnel reflection
coefficientsare defined as

/J(til)kz(t) — u(t)]fz(til)
TE _ (3.28)
OED T sy ey + iy ka(esn)
and k k
E#+1)Ro(t) — € z(t+1
(Tt'\)/!(til) (1) R2(t) = E@)R2(1+1) (3.29)

eaxn ko) T ek ex1)

University of Pretoriao—Electrical, Electronic and Computer Engineering 42



University of Pretoria etd — Mayhew-Ridgers, G (2004)

Chapter 3 Implementation of the Spectral-Domain Moment-Method Formulation

for the TE and TM cases respectively. In (3. 28% (1+1) C@N be interpreted as the ratio of the
amplitude of the reflected TE wave in layet1 to the amplitude of the incident TE wave in layer
The same goes de(T'\)" (141) in (3.29), except that it is associated with a TM wave. In multilayered
media, the Fresnel reflection coefficients can be calculated at eactdrgury considering only
the two layers adjacent to the boundary. There are however two spas&d. These are at the top
of layer 0, where there is effectively no boundary and at the bottonyef 18, where it is bounded

by a PEC ground plane. At the top of layer 0, (3.28) and (3.29) reduce to
R(O) (-1 =0 (3.30)

and

respectively, while at the lower boundary of laylerthey become
Rpy 1) = —1 (3.32)

and
R(T) (T+1) = =1 (3.33)

respectively. Layers-1 andT’ + 1 are merely imaginary layers.

In a multilayered medium, there will of course be multiple reflections at each actetietween
two adjacent layers. In such a case it is more convenient to work witgeheralised reflection
coefficients These are reflection coefficients that relate the amplitude of the reflectes to
the amplitude of the incident wave at a specific layer, but also include theteff subsurface
reflections. In the case of TE waves, they are given by

{5, i1y t=0
R 1) = RE ) T RIE ) g€ Pmunla (3.34)
1+ RJE RTE e I2kz-nhi-1)’ t=12....T
®),¢=1)7"(t=1),(t-2)
and
TE _
R 141y t=T
HTE _ '
R(t),(tJrl) - R-(ni (t+1) + R(t+1) (t+2) e I2kz (441 (3.35)
1+RTE RTE ijkZ(H_l)h(H_l)’ t= T— 17T—27“'707
(t),(t+1) Yt +1),(t42) ©
whereR(TE( o is the generalised reflection coefficient at the interface between lagads — 1,

associated with an incident TE wave travelling from lay¢o layert — 1. Similarly, R(t) (t+1)
is associated with an incident TE wave, travelling from laytr layert + 1. By considering the
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expressions in (3.34) and (3.35) carefully, one can see that thegdeéarsive relationships. For
exampIeRTE | (+_1) IS dependant OIR-(I;SE—l),(t—Z) and so on, up to the top layer. Therefore in order
to find R(Tg (t—1)» One would start at the top layer and work your way down the layers. Slynilar
in order to flndRZE (t+1) ON€ would start at the bottom layer and work your way upwards.

In the case of TM waves, the generalised reflection coefficients aga biy

™ _
Ry, -1y t=0

R =32y hee 3.36
t),(t—1) — RE—)(t 1) +R(t 1) (1-2)€ J2k (s—1yh(t—1) B ( )

1+RM, _ RM e~ I%kz@-vhe-n’ T 12,....T

(-1 (=1, (1-2) ©
and
Ri ey t=T

R 1) = R =32k hiess (3.37)

(), (t+1) T R(t—i—l) (t+2)

™ 5TM
1+ Ry e B, 42

. t=T-17T-2,...,0.
6_]2kz(t+l)h(t+l) ’ ’ ’ ’

3.4.2 Wave Amplitudes

Lett = ¢ denote the layer containing the observation pointiasd/’ denote the layer containing
the source point. The wave amplitude in the source I&yean then be expressed as

1

Alp) = 1= BE) oy 05 (rpny € 720" (3.38)
for TE waves and as
A(f’) T 1_[M RTMl =52k g b, (3-39)
TNy ©

for TM waves. The wave amplitude in the observation layer can now alsolfthrough a
recursive process. Lezn(Tg L or A(TZ")" denote the wave amplitude in the observation layer for
z > 7' (i.e. the observation point above or equal to the source point), \mﬁgg or A(TZ")’L denote
the wave amplitude in the observation layer fot. 2’ (i.e. the observation point below the source
point). ATE or ILX(TZ")"Jr can be found by starting at the source layer with either (3.38) or (3.3P) an
applying elther
~RTE
A(t)+ _ ATE ej[kz(t)—kz(Hl)}d(t) (t),(t+1)

(t+1)+ TE TE L HOWON
- Ry, (t+1>R(t>,(t71> HO

t=0¢ 10 -2,...,0 (3.40)
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or
1— RTM
™ _ 4™ 3l 0y =k ern)d () (®),(t+1)
A(t)“r A(t+1)+ € 1 _ RTM RTM e—jZkz(t)h(w ’

0),(t+1)14(0), (1-1)
t=0 —10—2,...0 (3.41)

for each consecutive layer up to the observation layer. Similaf(rlgL or A(Tg'\)"_ can be found by
starting at the source layer with either (3.38) or (3.39) and applying either

_ pTE
ATE_ = AJE ) elkeen el 1= Re-n)
- -1- TE HTE —32k,yhry
1= Ry a-n By aep €700
t=0+10+2...,¢0 (3.42)
or
1— RTM
™ _ 4TM k-1 =Koy die— (#),(t-1)
A(t)— = A(t—l)— eI Rz(t-1) ~Rz(1)1%(t-1) g M o2’

0),(t=1) 1Y), (t+1)
t=0 4110 +2,...,0 (3.43)

for each consecutive layer down to the observation layer.

3.4.3 Wave Functions

The wave function, for an observation pointzain layer ¢ due to a source at’ in layer /', can
then be expressed as a superposition of upgoing and downgoing. WaweEE waves, the wave
function can be expressed as

. / - . . /
F&')i(z, 7)) = A(T€'§+{ejkz<l’)z + R(T;) (e'+1) eIy eIk )? }

. {e—jkzmz T+ RIE oy e ejksz} (3.44)
if 2> 2/, and as

F5- (2, #) = ATS_{ 407 o B, ) P00 e he07 |

) {e—jkz(e/>2’ + R(TE) -1 e T2k yd e -1 ejkzw)zl} (3.45)
if 2 < Z/. Similarly, for TM waves, the wave function can be expressed as

. , . . ) ’
Fip(2,2)) = AW A7 + B 0y @200 R0

. {efjkz(‘g)z + R&l\)ﬂ(Z—l) eijkZ(z)d(/z—l) ejkz(l)z} (3.46)
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if z> 2/, and as

B = AL {60+ By 00 o)

. {e_jkz(f’)z/ + R‘(I'EI\//I) (ﬁl_l) e_jZkz(Z’)d(Wfl) ejkz(l/)Z,} (347)

if z < 2’. The derivatives and double derivativesrof* and F™™ with respect to: andz’ are also
required in the expressions for the Green’s function. After some stfaiglard manipulation,
they are given by

0

8_ F(E’)\A—k(zv z/) — jk;z(e)Ag-e’\)/l_‘_{ejkz(Z’)zl + R-(ré'\/l) (¢'+1) eJZkz(z/)d(z/) e_jkzu/)z/}
Z b

. {_e—jkz(e)z + R&’\)/' (1) eIk (0yd(e-1) ejkz(l)z}’ (3.48)

—jk 7 | PTM —32k, g1y Gk oy
'{6 O 4+ Ripy -1y W=y "=H® 5 (3.49)

D) , L . B )
5 T (2:2) = k) AT {07 R gy 2t ek |

. {e*jkz(e)z + R(TE'\)A (t-1) e 92k de-1) ejkz(l)z}, (3.50)

0 , y , :
g2 L5 ) = e AT+ P

. {—e_jkzw)z/ i R(T'\/')?(g/_l) eIk der - ejkz(e’>zl}, (3.51)
82 R , o . 3 !/
920z Fl(2,7) = —kz(@)kz(e)A(Tzl\)L{ejkz(‘l/)z = REA gy €250t eI }
. {_efjkz([)z + Rg—e'\)/l,(f—l) €7j2kz(l)d(£—l) ejkz(e)z} (3_52)
and
82 . - . .
57755 FOL (22 7) =~k g AT 707 — RIY 3y 200 79bc07 |

. {_e_jkzw)z/ n R&M) ) e—jZkz(y)dw,l) ejkz(z’)zl}, (353)

The terms between brackets in (3.44) to (3.53) should be multiplied out intordeoid numerical
overflow for large values aof,,, which in turn results in large negative imaginary valueskfor
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3.4.4 Components of the Green’s Function

Figure 3.5 shows the various current-density components that have tkeveitdo account for
the purposes of this analysis. In general then, the current densityecexpanded in terms of its
individual components as

J(z,y,2) = Jo(z,y) &+ Jy(z,y) y + J=(2) 2. (3.54)

Due to the fact that the current density is either horizontal or verticalnbuoblique, this kind
of problem is often referred to as two-and-one-half-dimensional (2aSpposed to a full three-
dimensional problem (3D). The analysis of 2.5D electromagnetic problem&Mer, still requires
knowledge of all nine components of the dyadic Green'’s function thakesethe electric field to
the electric current density.

Now, the dyadic Green'’s function can be expressed in terms of its spdotreain components as

G=0Gui+3Guyi+3Gu i+ 0Gu i+ Gy i +7Gy: 2 +2G0i+5G 0+ 4G, %,
(3.55)
where, for example, thé?xy component provides the-directed component of the electric field

due to they-directed component of the electric current density.

The nine components of (3.55) are given by

~ TWHW@) |2 5TE / kZ 9* 1w /
v (ks by, ") = ki F ) F , s 3.56
Claw(ka: by 212 Zkz(f')k%|: vFoeln =)+ W2pieE(e) 020z () (3:56)
2 2
5 / “WH@) |2 oTE / ky 9 ™ /
= F F 57
ny(kiﬁv ky? Z‘Z ) Zkz(e/)kg |:kx (f)i(zv z ) + WZ,U«(@/)g(K) 920z (f)i(z’ z ) ) (3 S )

G’my(km, ky, z|2) = C:*ym(kz, ky, z|2")

(2] TE / 1 0 ™ /
 2kynk? ok {_F@i(z’z )+ wWlti(eE(e) 07'0z F(z,2)|, (3:58)
g ! Ik 9 M /
zz\hay vy, = — —F , 5 3.59
Gz ks, ky, 2|2") Do) 02 (2,2 (3.59)
g / Jky 9 v /
® z ’ = 5. - 9. F ) Y .
Gy (ks by, 2|2 2 wee) 0 0+(2:7) (3.60)
g / —Jks 9 ™ /
zz\ Rz Py, =+ F ) ) .61
Gk y, 2|2) 2heoywege) 07 0x(27) (3.61)
5 —jk 0
G by 1) = g9 2 (2.2 a2

Zkz(g/)w{i(g) 0z
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Figure 3.5 Current-density components.

and )
- —k
Goslky, by, 2|2) = ——L— F™™M (2,2)) —
( Y | ) 2]{:2(6/)&)6(6) (f)i( )

: 5(z — 7). (3.63)
jwe?(g/)

In Appendix A, it is shown how these Green’s-function components eatebived. The Green’s-
function components for two [128, 129], three [132, 175] and fouelsy28] are available in
the literature, but are often limited to the case where the probe only paseaghhone of the
substrate layers. For a more general analysis, also including an arbitratber of substrate
layers, the recursive method becomes inevitable.

The next step in the analysis is to define appropriate basis functions (tksittgpns are similar)
over which to expand the electric current density. This will be dealt with iséogion that follows.

3.5 BASIS FUNCTIONS

As mentioned earlier on, the antenna structure basically consists of prodggecitor patches
(which can either be circular or rectangular) and rectangular (orsyjtesonant pathes. In order
to obtain an efficient computational solution, the current density over ehtihese parts has
to be approximated by as few a number of basis functions as possible. arhisecachieved
by using entire-domain basis functions on the rectangular resonantepatehich account for
most of the antenna size, while resorting to subdomain basis functions ornheqrobes and
capacitor patches. The latter are usually quite small when compared to lemgtheand therefore
should require relatively few subdomain basis functions. Furthermarmgithe analysis of some
antenna configurations, it might happen that the individual basis fuscignot always aligned
to one another, but that they have different orientations. In order tdi§jrtipe analysis of such an
arrangement, it is necessary to define a local coordinate system fobasis function as shown
in Figure 3.6. These local coordinate systems are denoteddndv axes, as opposed to the
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andy axes for the global coordinate system.

In mathematical notation, the complete set of basis functions, which is usédefanalysis of
microstrip patch antennas with capacitive feed probes, can be expeesse

N
J= ZIn £,
n=1

Np NEZ

Na
A A A
= Z pran f?fpznz + Z Ina <fnaZ + fnap)

np=1nz=1 na=1

PWS basis functions on probes attachment modes
Nz NG

N,
SU SU SV SV
+ Z Z Ins:nu fns:nu + Z Ins:rw fns:rw

ns=1 \nu=1 nv=1

subdomain rooftop basis functions on rectangular capagéittwhes

NE NEU NEV
§ : § : EU EU EV EV

+ Ine:nu fne:nu + Z Ine:nv fne:nv : (364)
ne=1 \nu=1 nv=1

entire-domain sinusoidal basis functions on resonant patch

Here,f refers to the different vector basis functions, wHileefers to the unknown current-density
coefficients.

The basis functions on th&'p probes are taken to be overlapping piecewise-sinusoidal (PWS)
functions and also take into account the finite radii of the probes. Tleesearesented p:an'
which is thenz-th of N} 7 basis functions on thep-th probe.

The N4 attachment modes (being either circular or rectangular) all have two paespartf.#,
residing on the probe and one pdif.”’, residing on the patch. The probe part of each attach-
ment mode is modelled by one half of a PWS function right below the probettdrgunction.
The patch part (which differs for the circular and rectangular attachmedes) is described in
more detail in Section 3.6. The patch part of the circular attachment modeialsufficient for
modelling the electric current density on the circular capacitor patchesea$¢he remaining
current density on the rectangular capacitor patches is approximateeigpaping rooftop basis

functions.

Rooftop basis functions yield more flexibility in the modelling of the patch cumedtare usually
more convenient for small patch sizes, while entire-domain sinusoidalflbasisons (usually ex-
pressed in terms of sine and cosine functions) yield a smaller number odwnknn the solution
and are therefore more efficient for resonant pathes. The overtappoftop basis functions on
the N rectangular capacitor patches are then representéfihy andf>Y  wheref>V isthe

nu-th of NoU u-directed basis functions on tha-th rectangular capacitor patch afif. ., is the
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Entire-domain sinusoidal basis functions
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Entire-domain sinusoidal basis functions
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8

Figure 3.6 Local coordinate systems for some of the basis functions.
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nv-th of N3V v-directed basis functions on the-th rectangular capacitor patch. Similarly, the
entire-domain sinusoidal basis functions on ffig rectangular resonant patches are represented
by ££U andfZV | wherefEU - is thenu-th of NPV u-directed basis functions on the-th

ne:nu ne:nuv’ ne:nu

rectangular resonant patch affgt’ . is thenv-th of NV v-directed basis functions on the-th

ne

rectangular resonant patch.

If the complete set of basis functions is used in an analysis, the total nurintesie functions on
the structure)NV, can be calculated as

Np Ng Ng
N=3 NEZ4Na+ S (NN )+ 30 (MY NEY). (3.68)
np=1 ns=1 ne=1

Note that it is not always necessary to use the complete set of basis imdiiar example, if the
structure does not comprise of rectangular capacitor patches, thegdiafsis functions are not
required.

Each of the different basis functions, as have just been discus#kdow be described in some-
what more detail in the sections that follow. Section 3.5.1 addresses the BYiSflbinctions

on the probes, Section 3.5.2 the subdomain rooftop basis functions orcthegelar capacitor
patches and Section 3.5.3 the entire-domain sinusoidal basis functions mctiegular reso-
nant patches. The attachment modes are somewhat more specialised Hredefore described
separately in Section 3.6.

3.5.1 Piecewise-Sinusoidal Basis Functions on the Probes

In a thick substrate, the electric current density on the surface of theepmill generally vary

along the length of the probes. Furthermore, if the probes are thin, whigsumlly the case,

the electric current density should have minimal angular variation aroungrtfiee. As shown

in Figure 3.7, the electric current density on the probes can be modelledétych PWS basis

functions, residing on the surface of every probe. These basisidoscare used to model the
electric current density along the length of each probe. In most agpeed6, 7, 125], piecewise-
linear basis functions are normally used, but these functions resultyicearplicated expressions
for the interaction-matrix entries where integration over the length of theepmotequired. The

PWS functions can approximate piecewise-linear functions very wellgsudtrin much simpler

expressions for the interaction-matrix entries.

In a coordinate system that is local to each probe, the basis functioteapressed as

1
£02 (u,v,2) = —— fF2(2) 2 , (3.66)

npnz nz
2Ty w2v2=a2,

wheref!’Z refers to theuz-th basis function on thep-th probe. The basis functions on the-

np:nz
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Figure 3.7 Piecewise-sinusoidal basis functions on pralpe (a) Isolated probe. (b) Probe in a
multilayered substrate.

th probe are numbered from 1 for the bottom-most basis functid\ﬁ,@@ for the top-most basis
function. The radius of thep-th probe is denoted by,,),.

The PWS parts of the basis functions are given by

sinkp(2PZ + AzPZ+ — 2)]

PZ() = sin(kpAzLZ )
" sinkp(z — 257 4+ AzPZ27)]

sin(kpAzbZ™)

nz > 1, 202 < 5 < PZ 4 NP2+
) nz nz nz

(3.67)

nz > 2,207 — A2P7- < 2 < P2

Here,z!'7 is thez position of thenz-th PWS function, whileAz2Z+ andA 27~ are the segment
sizes just above and beloyfZ, as shown in Figure 3.7(a).

In order to closely approximate piecewise-linear basis functions, the gélueis chosen as

1
kp = (3.68)

100- max(Asz+, Az§Z+, e Azﬁ%?) ’

max
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where
NEPZ — max(NfZ NPZ ,Nﬁf). (3.69)

By using the value ok in (3.68), the PWS functions deviate only very slightly from piecewise-
linear functions over the same support.

In the spectral domain, the probe basis functions can be expressed as

£07 (ku ko, 2) = fE2(2) Jo(kpanp) 2 (3.70)

np:nz
whereJy(+) is the Bessel function of the first kind of order 0 and
212,32 12 12
ki =ky + ky = ki + k. (3.71)
In Appendix B, it is shown how the spectral-domain form of these basigifums can be derived.

3.5.2 Rooftop Basis Functions on the Rectangular Capacitor Patcke

Due to the probe-to-patch junction on capacitor patches, the electrimicdmesity on the rectan-
gular capacitor patches has to be partially modelled by an attachment modevétpthe patch
part of the attachment mode alone is not sufficient to model the electricntweasity on the
rectangular capacitor patches and therefore it has to be augmented withadtis functions. Due
to the geometry of the rectangular capacitor patch, and its relative smalsgtapmain rooftop
basis functions [137-139] are a good choice. Figure 3.8 illustrates ¢hefissibdomain rooftop
basis functions on a rectangular capacitor patch.

In a coordinate system that is local to each rooftop basis function, tfipdoasis functions are
expressed as

ns

£5U (u,v) = (1— A“; ) rect(A:; >u u| < Alps, 2 = 25 (3.72)

for thew-directed basis functions and as

£ (u,0) = (1— ~ )rect( N ) o] < Awps, 2 =25 (379

Wns

for thev-directed basis functions. HeU  refers to thevu-th u-directed basis function on the
ns-th rectangular capacitor patch, whilg? refers to therv-th v-directed basis function on the
ns-th rectangular capacitor patch. Alsg}, is the z position of thens-th rectangular capacitor

patch.

As shown in Figure 3.8z andv point along the local: andv directions for thens-th capacitor
patch. Thens-th rectangular capacitor patch has dimensiong,pfandw,; along theu andv
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frodtno (1)

Figure 3.8 Subdomain rooftop basis functions on rectangular
capacitor patchs.

directions respectively. Each capacitor patch is also divided into a gddlisf where the size of
a single cell isAl, s by Aw,s. As shown in Figure 3.8, each rooftop basis function then spans two
such cells.

In the spectral domain, the subdomain rooftop basis functions can bessggras

50 (ku, k) 8 in2<k“Al”5> sin(k”Aans) 4, z=2> (3.74)

ns:nu = Alnskgkv S 2 ns
and
~ 8 ky,Aw kyAl
SV o . v ns . U ns ~ _ S
£5V (ku,ky) = A2 S|n2< 5 > sm( > > b, 2=z, (3.75)

respectively. In Appendix B, it is shown how the spectral-domain forrthe$e basis functions
can be derived.

3.5.3 Sinusoidal Basis Functions on the Resonant Patches

As the rectangular resonant patches are not directly coupled to anypattieof the structure,
entire-domain sinusoidal basis functions [31, 123-125], which normaijynate from a cavity-
model analysis of rectangular patch antennas, should be sufficient tel thedelectric current
density on these patches. The entire-domain sinusoidal basis funceadhlssirated in Figure 3.9.

In a coordinate system that is local to each rectangular resonant fhegemtire-domain sinusoidal
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Figure 3.9 Entire-domain sinusoidal basis functions on rectang@saomant
patchne. Here,pEY = 2and¢?Y = 1, whilepZY ~=2and¢lY = 1.

ne:nu ne:nv ne:nv

basis functions are expressed as

EU I B .
ff’e%u(u, ’U) = Sin[M <u+ ;e>:| COS[Qne:nuﬂ' (U—l— ne>:|ﬂ’

Lye Whe 2
L W,
lu| < =25, v| < 2’“, z=2E  (3.76)
for thewu-directed basis functions and as
EV EV
.| Preno™ W, Grome™ L N
et (1, 0) :SII”I[ 71‘;/:: <v+ 2"6)] cos[—”zzz <u+ ;e”v,
W,
Jul < 55 ol £ =5 2 =2, (3.77)

for the v-directed basis functions. Herf2U  refers to thenu-th u-directed basis function on

enu

the ne-th rectangular resonant patch, whilg", , refers to thewv-th v-directed basis function on
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thene-th rectangular resonant patch. Alsg, is thez position of thene-th rectangular resonant
patch.

As shown in Figure 3.9 and ¢ point along the local: andv directions for thene-th resonant
patch. The patch has dimensionsiof, along theu direction andiv,,. along thev direction.
The (pEY ., ¢EU ) mode is associated with theu-th u-directed basis function on thee-th

pne:nuv

rectangular resonant patch, while th&Y . ¢ZV ) mode is associated with the-th v-directed

basis function. HereyZU andpZY = cantake onvalues of 2, ..., while ¢V and¢ZV can
take onvaluesof 1,2, .. ..

In the spectral domain, the entire-domain sinusoidal basis functions capbessed as

Frr (s i) = 72 _p’?;UgeZ:u/ f/”zne)z [(fl)pféfwe—jkum/z _ ejkuLm/Z}
o (qg;;f;jﬂ/wne)z [(—1)q7§e’fnue—jkvwne/z _ ejkvwne/z] i, »—:E (3.78)
and
£ (ke k) = P2 p?;%j’{:v/ggj/m)z [(_1)105&1, ok Wne/2 _ 6jkanE/z}
e (qééZW/Lne)z [(_1)q§e‘fnve—jkuLne/2 _ ejlcuLne/z} o z=:E (3.79)

respectively. As with the other basis functions, the derivation of thgzessions can be found in
Appendix B.

3.6 ATTACHMENT MODES

As mentioned before, the attachment modes are special basis functioassthiaed to accurately
model probe-to-patch transitions. They ensure the continuity of the eleatrient at the junction

and also model the singular behaviour of the electric current density jairitton. In this section,

two types of attachment modes will be addressed. These will be referesdie rectangular and
circular attachment modes respectiveBoth approaches have been used by different researchers,
mainly for the analysis of probes connected to resonant patches on aibstiage. From the
literature, it is not clear whether they can be used for probes in thickraitdss and for patches
that are well below resonant size. Therefore, both of these appsasill be investigated to
determine which one is the most appropriate. As they differ substantiallywiiidye considered
separately.

2 The two attachment modes are not formally known as rectangular andasiattachment modes, but are termed so
here in order to distinguish between them.
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3.6.1 Rectangular Attachment Mode

The rectangular attachment mode can only be used to model probe-tgypattibns for rectan-
gular patches. This attachment mode was first proposed by Aberle aad [R29, 132], and has
since been extended by Chen and Lee [6, 7]. As shown in Figure 3.18¢aprobe part of the
attachment mode can be modelled by one half of a PWS function right belowmade-to-patch
junction. In a coordinate system that is local to each patch on which an matimode resides,
the probe part of each attachment mode can therefore be expressed as

B2 (u,0,2) = —— FA7(2) 2 , (3.80)

2ra
na (u—uﬁaz)z-i-(v—UAZ 242

na =0na

wheref}Z refers to the probe part of thes-th attachment mode. If the current density on the
probe, associated with the attachment mode, is approximatédﬂ;ﬁlPWS basis functions, the
probe part of the attachment mode can also be viewed a(s\)r,ﬁé + 1)-th basis function on the
probe. The radius of the probe associated with the attachment mode, tedléya,,,, while its
position relative to the centre of the patch, is denotedugy? , vA%).

’ Y na

The PWS part of the basis function is given by

_sinfkp(z — 20 + Az

na

sin(kFAz;?a_)

s zme— Az <2< 2, (3.81)

fTI?aZ(Z) na’

wherez?, is thez position of thena-th attachment mode (i.e. the top of the associated probe) and
Az~ is the segment size just beloyf,, as shown in Figure 3.10(a). The valuekgfis given by
(3.68).

In the spectral domain, the probe part of each attachment mode canrbesegas

FAZ (ke by, 2) = FA7(2) Jo(kpang) eI Fuvad Thovad) 5. (3.82)

It is derived in a similar way as the spectral-domain form of the other PWS hagctions on the
probe.

The patch part of the entire-domain attachment mode is based on the the eigsnoiche
magnetic-wall cavity model for a rectangular patch with an uniform cuffilambent source. In a
coordinate system that is local to each patch on which an attachment maliesyéise patch part
of the attachment mode can be written as [6, 7]

1 2T
£AP (u,0) = / IAP (w0, 57 607 d, (3.83)
27T 0
where
W? = ut? + apq O ) (3.84)
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and
it = Vi + G SIN() (3.85)

are the coordinates for any position on the surface of the probe. 1B)(IB” (u,v, w7, v4%)
is the electric current density that would exist(atv) on the patch due to a current filament at
(a2 v47). Therefore, in order to find the electric current density that would exigt, v) due

to the total current on the prob&!" (u, v, w47, v/47) has to be integrated over the circumference
of the probe.

After some manipulation, which is shown in Appendix B’ (u, v, 147, 94Z) can be expressed
as [6,7,129,132]

AP -AZ -AZ T (.az , Wha
I (v, 0,2 057) = T Z,ZQCOS[WM< o+ > ﬂ

90 L 0 e W0+ (7 )05, L 02 006 W) 0,

luf < Lg“, o] < WZ" 2= A (3.86)
where
GAZ ,y  SinlBu+ ih2)] — sgnu — ihZ) SiNB(Lna — [u — u4Z])]
(ﬁ) naa na 7U’) - Sln(ﬁLna) 9 (387)
- AZ _ AZ
(ﬁ’ —" AZ’ u) — COSW(U + Una )] +.Coi/8( |u u )]’ (388)
na Bsin(BLy,)
W) =sin| T (04 53¢ ) (3.89)
and ) W
fe(i, Wha,v) = COS[VZV7T <v+ 2”“)] (3.90)
with
1L, wu>0
sgu) =40, w=0, (3.91)
-1 u<0
LT 2
6= gr(eﬁ)k% — <W—> (3.92)
and the Neumann numbers
1, i=0
€ = (3.93)
2, 1>0

In (3.92),ko = 27/ Ao, Where is the free-space wavelength. Alsg.r is the effective relative
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permittivity of the layers below the patch. For two layers between the predh@dtch and the
ground plane, it can be calculated as [65, 66, 179]

&rer@ [P + M)
erhe) +er@h

Er(eff) = [1 — tanég(l) tanég(z)] . (3.94)

Figure 3.10(b) shows the patch part of the attachment mode where thegizdcis small as
compared to a wavelength, while Figure 3.10(c) shows the same for aregmaich® From these
two figures it can clearly be seen that, when the patch is small, the attachmemnbasidally only
models the singular nature of the electric current density at the junction ppditiv when the
patch is of a resonant size, the attachment mode also includes the resmaizst

In the spectral domain, the patch part of the attachment mode can besedgeass

f'Y’ILACLP(]CU’ k;’U) = ](kuuz—_kkvv) Jo(k‘pana) —j(kuu"aZ_i,_kvaZ
kz(eﬁ)
kuky @+ k20 s
N (kz—) A ka)Jo(mkoam) e~ Ikuund
z(eff)

o ; W, (_1)ie—ijWna/2 o ejkana/Z
€; COS| —— [ vAZ 4 e
Wha fa 2 [kz - (iﬂ/Wna)z] [k:% - 52]

. (i1 ) Wa)? B cog Bul?) sin(kyLna/2)
{k”““““ 7 H SIN(BLna/2)
Bsin(pz2) codkyLna/2
sy ). 2=k (9
where
_j [codkavi?) sin(kyWia/2)  sin(kavin? ) COSkyWia/2)
Alka) = %;’[ Sin(kaWna/2) T o Wi /2) ’ (3.96)
k2 = e etk — k2 (3.97)
and
kiw) etk — kG — k5] = — (k3 — K2). (3.98)

The derivation of the spectral-domain form of the patch part of the rgatanattachment mode
can be found in [6, 7], butis also included in Appendix B for completesaks. Also, in [6,7], the

resonant mode is subtracted from the electric current density on the pdiitdrangular variation

of the electric current density on the probe is also taken into account. Tinig done here and
therefore the expressions are not exactly the same as those in [6, 7].

3 Although the new antenna elements do not include resonant patchegetidaivan directly with probes, such config-
urations will be studied in Chapter 4 in order to establish the abilities of the ateatthmode.
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Figure 3.10 Rectangular attachment mode. (a) Probe part of the attachment mode. (b) Patch part of
the attachment mode for a small patch. (c) Patch part of taelahent mode for a resonant patch.
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3.6.2 Circular Attachment Mode

In order to model the probe-to-patch transitions for circular patchespédessary to use circular
attachment modes. Such an attachment mode was developed by Pinhasrikntb8H127], and
has since also been used for the analysis of rectangular probeté@pfl24,125]. As shown in
Figure 3.11(a), the probe part of the circular attachment mode can atsodmled by one half of
a PWS function right below every probe-to-patch junction. In a cootdisgstem that is local to
the top of the probe associated with the attachment mode, the probe parh@teEsechment mode
can therefore be expressed as

1

2T ana

£ (u, v, 2) = fal(2) 2 : (3.99)

u24v2=anqg

wheref:'Z refers to the probe part of thes-th attachment mode. If the current density on the
probe associated with the attachment mode, is approximaté\z‘in%/ PWS basis functions, the
probe part of the attachment mode can also be viewed a(S\Lﬁé + 1)-th basis function on the
probe. The radius of the probe associated with the attachment mode isdibyotg .

The PWS part of the basis function is given by

sinkp(z — 22 + AzA-
A7) =2 [ F(:Z Zna t_ Zna )]7 A L AAT < <A (3.100)
sin(kpAzia )

wherez;}, is thez position of thena-th attachment mode (i.e. the top of the associated probe) and
Az~ is the segment size just beloyf,, as shown in Figure 3.11(a). The valuekgfis given by
(3.68).

In the spectral domain, the probe part of the attachment mode can beseghaes
f.rfaz(kuv k’Ua Z) = ;?az(z) JO(kpana) Z. (3101)

It is derived in a similar way as the spectral-domain form of the other PWIS famgctions on the
probe.

The patch part of the circular attachment mode is represented by a nad@ttdensity, spreading
over a small fictitious disk with radius,,, concentric with the probe. It can be written as [127]

sznaﬁ? O§P<ana,z:zﬁa
— 1
fézp(uu U) = < p + —)[), Ay < P <b , 2= ZA (3102)
22,  2mp na == na
0, p > bpg, 2= sz‘a,
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£ (u,0)

(b)

Figure 3.11 Circular attachment modea. (a) Probe part of the attachment mode. (b) Patch part of the
attachment mode.

where

p =V uZ+v? (3.103)

and
p=ui—+uvo. (3.104)

As is shown in Figure 3.11(b), it has a maximum value at the probe-to-patctign and then
tapers off towards zero at the edge of the attachment mode.

In the spectral domain, the patch part of the attachment mode can besegass

fAP(ku kv) _ |:j<]2(kpbna) . jJO(kpana) + jJO(kpbna):| |:k_uﬂ i @ @:|
kp kp kp kp kp
12J1(k,bng i Jo(kyana ku . ky .
p0na P P p

where J1(-) is the Bessel function of the first kind of order 1 asgl-) is the Bessel function of
the first kind of order 2. In order to avoid numerical overflow problenrsvery small values of
k,, it is advisable to use the first form in (3.105) together with the small-argufaemtof J5(-).
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The term associated withy(-) can then be approximated as

i Jo(kpbng) kp—0 jk b2
J 2( 14 ) p,: J P na' (3106)
k, 8

The derivation of (3.105) can be found in Appendix B.

The circular attachment mode can be used to model the complete electrict cdamsity on the
circular capacitor patches. However, in the next section a higher-omdelar attachment mode
will be presented that appears to be somewhat more accurate, espebailpmly the attachment
mode is used to model the electric current density on a circular capacitr. patc

3.6.3 Higher-Order Circular Attachment Mode

The probe part of the higher-order circular attachment mode is exactlyatne as the one de-
scribed in the previous section. The patch part of the higher-ordarla@irattachment mode is
also represented by a radial current density, spreading over a sttiiidis disk with radiu9,,,
and which is concentric with the probe. However, on the surface of tioh gae current that flows
towards the centre of the patch, is smaller than that for the normal circulanatst mode, which
was presented in the previous section. The patch part of the higharadrcular attachment mode
can be written as

( _p3
2rbt, 2 0< p < ana, 2 = 2
3
£AP _ —p 1 . 107
e () <27rb:ta s )P ana 9 S o 2 = 21 (3.107)
0’ p > bna7 z = z;?a'

Here, the higher-order terms force the current density that flows dsytowards the centre of the
attachment mode, to be lower relative to the current density that flows algwawards the edge
of the attachment mode. It is important to note that not just any functionsecendsen to achieve
the desired effect. The current must be continuous across the junegtide the Fourier transform

of the attachment mode must also be available in closed form.

In the spectral domain, the patch part of the higher-order circular atithmode can be ex-
pressed as

Fro (K, ko)

_ |:_jJ4(kfpbna) + j4J3§kpbna) . jJO(kpana) + jJO(kpbna):| |:@ Q + @ o
k, kSbna k, k, k, k,
_j16jl(kpbna) j4J1(kpbna> jSJO(kpbna) jJO(kpamz):| |:ku N ky A:| A
= —+ + — _u+_vaz:'zna7
[ k;‘bga kgbna kgb%a k, k, k,
(3.108)
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where J3(-) is the Bessel function of the first kind of order 3 ai-) is the Bessel function of
the first kind of order 4. In order to avoid numerical overflow probleorsvery small values of
k,, itis advisable to use the first form in (3.108) together with the small-argufoams of J3(-)
and.Ja(-). The terms associated with(-) and.J4(-) can then be approximated as

_jJ4(kpbna) + j4J3(kpbna) kP:O _jkgbia + jkpb'rzm
K, K2b,. 384 12

(3.109)
As with the other basis functions, the derivation of (3.108) can be fouAghpendix B.

The complete set of basis functions has now been defined. In the follseictgn, it will be
shown how the system of linear independent equations can be condtbycieaking use of the
dyadic Green'’s function and various vector basis and testing functions.

3.7 SYSTEM OF LINEAR EQUATIONS

In Section 3.2, it has been shown that the system of linear equations caprbsented in matrix
notation as

[Zmnl {In} = {Vin}, (3.110)

where the subscript: is associated with the testing functions and the subserigtassociated
with the basis functions. This system can be expanded as

[ [anzg’gzz,npnz} [anzgzvréz,na] [Zﬁgﬁbg,nsnu] [Zgg%%‘z/,ns:nv}

[Zindions]  [Zimama]  [Zivewsna] — [Zivinsmo)
[Zgg{’ginp:nz] [Zrilé;?m,na] [Zig’ig,nsnu] [ng:’r%z,ns:nv]
[Zsimompnz]  [Zmsimona]  [Zmsimonsimu] [ Zmsimonsno]

[ZEU,PZ ] [ZEU’A ] [ZEU,SU ] [ZEU,SV ]

memu,np:nz me:mu,na memu,nsnu me:mu,nsnv

[ZEV,PZ ] [ZEV’A ] [ZEV,SU ] [ZEV,SV ]

memu,npnz me:mv,na me:muv,ns:nu memuv,ns:nv

[Zﬁgzﬁgne:nu] [Zgiﬁzne:nv] | {I%an} {VW]LD]DZmZ} )
[Z;i’cf;g]e:nu] [Zrézfrye:nv] {Ir?a} {O}
[Zrig’ggne:nu] [Zgzlsjfgx,ne:nv] {I;?;Unu {O}
- (3.111)
[Zgl‘;gbg,ne:nuJ [Zgz‘ér%})/,ne:nv] {I;?s‘;/nv {O}
[Zinemumen] [ Zimcimunmeiny) {159} {0}
[Zimtimomenn]  [Zmtwomeno] |\ {TEV, {0} )
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by inserting the six different types of basis functions, as defined in Y36 (3.110). As can
be seen, the interaction matrix consists of 36 submatrices, where the engéehisubmatrix de-
scribe the interaction between a specific type of basis function and testiogoio. For example,
in (3.111),Z 5y e refers to the interaction between thei-th u-directed subdomain rooftop
testing function on thens-th rectangular capacitor patch and theth v-directed entire-domain
sinusoidal basis function on the-th rectangular resonant patch. Due to the fact that the Galerkin
method is used (i.e. the testing functions and basis functions are choserihe s@me set of
functions), the interaction matrix in (3.111) is symmetric and therefore onlytbligiore than
half of the total number of entries in the matrix have to be calculated. Morefispdy, if N is
the total number of basis functions, orfli/> + N)/2 of the matrix entries have to be calculated,
as opposed t&v? if the matrix were not symmetric.

The submatrix elements in (3.110) that have to be calculated, are given by

ZPZ,PZ _ <fPZ Escat(fPZ )>

mp:mz,npnz mp:mzr —tan \"np:nz

mp=1,2,...,Np,mz=1,2,...,N°% np=1,2... Np,nz=1,2,..., NP2 (3.112)

mp

Z’Vig:’;:z,na = <f7];5mz7 Etsgr?t(f’rﬁzz + ffap)%
mp=1,2,...,Np,mz=12,...,NL? na=12...,Na (3.113)
AA A A A A

ma=1,2,...,Na,na=212,...,Ng, (3.114)

S S
mp=1,2,...,Np,mz=12,...,NL? ns=12,...,Ng,nu=12,...,N;’, (3.115)
A,SU AZ AP SU
Zm;z,ns:nu = <fma + fma J Etsgr?t(fnsnu»v

ma=1,2,...,Na,ns=1,2,...,Ng,nu=1,2,...,N°Y  (3.116)

ZSU,SU — <fSU Etsgr?t(fSU )>7

ms:mu,ns:nu ms:mu’ ns:nu

ms=1,2,...,Ng,mu=1212,... NV ns=1,2,...,Ng, nu=1,2,..., NV (3.117)

ms

ZPZ,SV _ <fPZ Ets;:r?t(fSV )>,

mp:mz,ns:nv mp:mz? ns:nv

mp=1,2,...,Np, mz=1,2,..., NP2 ns=1,2,...,Ng,nv=1,2,...,N°V, (3.118)

mp

University of Pretoria—Electrical, Electronic and Computer Engineering 65



University of Pretoria etd — Mayhew-Ridgers, G (2004)

Chapter 3 Implementation of the Spectral-Domain Moment-Method Formulation
A,SV _ /eAZ AP ypscat oSV
Zma,ns:nv - <fma + fma 7Etan fns:m})>7
SV
ma=12...,Na,ns=12,...,Ng,nv=12,...,N;;, (3.119)
SU,SV _ /eSU scat ¢SV
st:mu,ns:nv - <fms:mu? Etant(fns:nv)>7

ms=1,2,...,Ng, mu=21,2,... NV ns=1,2,...,Ng,nu=1,2,...,N°V, (3.120)

ms

ZSV,SV — <fSV Etsacr?t(fSV )>,

ms:muv,ns:nv ms:muv? ns:nv

ms=1,2,....,Ng, mv=212,...,N3YV ns=12,...,Ng,nv=1,2,...,NV (3.121)

ms

ZPZ,EU _ <fPZ Etsz;:r?t(fEU )>7

mp:mz,nenu mp:mz? ne:nu

mp=212,...,Np,mz=1,2,...,N'% ne=1,2... ,Ng,nu=1,2... NEV (3.122)

mp

Do = (Emis + Eima » Bian Bnora) )
ma=1,2,...,Na,ne=1,2,...,Ng, nu=1,2,..., NEV (3.123)
Zsimaenu = (Ensans Bian Eneenad) )

ms=12...,Ng, mu=121,2,...,NY ne=12,....,Ng,nu=1,2...,NEV  (3.124)

ms?

ZSV,EU — <fSV EtSaCr?t(fEU )>,

ms:mv,nenu ms:muv? ne:nu

ms=1,2,...,Ng,mv=1,2,....,.NV ne=12....,Ng,nu=1,2...,NEU (3.125)

ms

EUEU _ EU scat e EU
Zme:mu,ne:nu - <fme:mu> Etant(fne:nu)>7

me=1,2,...,Ng, mu=1,2,..., NEV ne=1,2,... Ng,nu=1,2,...,NEV, (3.126)

me

ZPZ,EV _ <fPZ Etsacr{aifEV )>’

mp:mz,ne:nuv mp:mz» ne:nuv

mp=1,2,...,Np,mz=1,2,...,N'% ne=12...,Ng,nv=1,2,..., NEV  (3.127)

mp

ZA,EV — <f7’25—|—fAP Escat(fEV )>7

ma,ne:nv ma tan ne:nv

ma=1,2,...,Na,ne=1,2,...,Ng,nv=1,2,... NEV (3.128)

'+ ¥ne
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SU,EV __ /eSU scat e BV
st:mu,ne:m} - <fms:mu7 Etant(fne:nv)>7

ms=1,2,...,Ng,mu=1,2,... NU ne=1,2,...,Ng,no=1,2,..., NEV  (3.129)

ms ne

ZSV7EV _ <fSV Etse?r?t(fEV )>’

ms:muv,nenv ms:muv? ne:nv

ms=1,2,...,Ng,mv=1,2,...,.N3V ne=12...,Ng,nv=1,2,...,NEV  (3.130)

ms ne

ZEU,EV — <fEU Etsﬁtl:r?t(fEV )>7

me:mu,nenv me:mu’ ne:nv

me=1,2,...,Ng,mu=1,2,..., NEU ne=1,2,... Ng,nv=1,2,...,NEV (3.131)

me

and

ZEV,EV — <fEV E;Sgr?t(fEV )>7

me:mv,ne:nv me:muv? ne:nv

me=1,2,...,Ng, mv=21,2,... . NEV ne=12... Ng,nv=12,...,NEV. (3.132)

me )

The remaining submatrix elements can be found by making use of symmetry.nateathat the
diagonal submatrices of the interaction matrix are themselves symmetric anfbtbeseme of
their entries can also be found by making use of symmetry within the submatrix.

The excitation vector only has one subvector to calculate. Its non-zemeete can be expressed
as
vk =—(thZ ENS mp=1,2,...,Np, mz=1. (3.133)

mp:mz mp:mz>»

The actual evaluation of the interaction-matrix entries accounts for mosteofdmputational
burden and will now be addressed in the section that follows.

3.8 EVALUATION OF THE INTERACTION-MATRIX ENTRIES

As is evident from (3.22), the evaluation of each entry in the interaction nragjixires integration
over thek, andk, wavenumbers, as well as possible integration overthad:’ variables. The
integrations over andz’ can be done analytically, but the integrations okgrand k, require

numerical integration in the complex plane, where special care has to bewadtkerespect to
poles, branch points and branch cuts.

As will be explained later, it is more convenient to follow the approach inf168] and to define
a new coordinate system, as shown in Figure 3.TRis new coordinate system is represented by
the¢ and( axes, which is chosen in such a way thatgleis starts from the centre of the testing

4 The new coordinate system was previously used to calculate the interaetivedm basis and testing functions that
are widely separated [164—-168]. Here, it is used for all interactions.
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Testing functiorf,,

> T

Figure 3.12 Coordinate system used for the evaluation of the intenagtiatrix entries.

function and runs through the centre of the basis function. Between th&utwtons, there is
therefore a displacement &¢,,, ,, along the¢ axis, while there is no displacement along the
axis. In the rest of this section, it will now be shown how the expressioB.22] can be cast into
a new form so that the integration is performed overith@ndk, wavenumbers, as opposed to
the £, andk, wavenumbers. The benefit of this change in variables is explained in &c8p
which deals with integration strategies.

In the new coordinate system of Figure 3.12, the interaction-matrix entmelsecaxpressed as

1 . = .
Zmn = —/ / // £ (—ke, —ke, 2) - Glke, ke, 2|2") - £, (ke, ke, 2') d2'dz dkedke,
7 47T2 k( k§ zJz!
(3.134)
where the expressions @& (ke, k¢, 2|2'), fu(ke, ke, 2') andf,, (ke, ke, 2) still have to be deter-
mined.

The expression foé(k:g, ke, z|2") is very straightforward to derive. It can simply be done by
rotating ther andy axes until ther axis coincides with thé axis. Now, in terms of its individual
components, the dyadic Green’s function can be expressed as

G :éégﬁé-i-ééggé-l—éégzi-l-ééggé-i-éé«é-i-ééCZé+2G~'Z§é+2ézgé+ﬁézzé,
(3.135)
where the individual components are given by

Gee(ke ke, 2|2") = Gualky = ke, ky = ke, 2|2'), (3.136)
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Geclhe, ke, 212') = Glay (ke = ke, ky = ke, 212), (3.137)
Gea(ke, ke, 2|2') = Gk = ke, by = ke, 2]2), (3.138)
Geelke ke, 2|2') = Gualke = ke, by = ke, 2|2)), (3.139)
Geclke, ke, 212') = Guy(ke = ke, by = k¢, 2|2)), (3.140)
Gz ke, ke, 212) = Gy (b = ke, by = ke, 2]2), (3.141)
Gk, ke, 2|2") = Ganlky = ke, ky = ke, 2|2), (3.142)
Gk b, 2|2') = Gy (ke = ke, by = k¢, 2|2)) (3.143)

and
Goalke ke, 2|2) = Gop(ky = ke, by = k¢, 2|2). (3.144)

The vector basis functioﬁl(kg, ke, z") can be expressed in terms of its three components as

B (ke, ke, 2') = (felke, ke, ), €+ (fe(ke ke, 2)),, C+ (Falhe he, 2)), 2 (3.145)

where

(felke ke, 2)),,

= (fu(kuy = ke O —0y,) + k¢ SIN(—0y,), by = —ke SIN(—0y,) + k¢ COS—,,), 2'))
- cog¥,,) e IkeA&mn

+ (fo(ku = ke cOS(—0p) + ke SIN(—V), by = —ke SIN(—0) + ke COS(—V,), 7))
- sin(d),) e IReAsman (3.146)

n

(felkes ke, 2),,

= —(fu(ku = ke cOS(—1,,) + k¢ SIN(—0,,), ky = —ke SIN(—1,,) + ke cog—V,), 2'))
- sin(d,,) e IkeAsm.n

+ (folku = ke COS—00) + ke SIN(—,), by = —ke Sin(—1,,) + k¢ €S ~,), 2')) .
- cog,) e IkeAbmn (3.147)

n

and
Folke, ke, 2)) = (folky = ke, ky = ke, 2')) e IReREmn, (3.148)

Here,?,, is the angle from thes axis (associated with the basis function) to ¢haxis. It can be
calculated as
Oy =0 — ¢n, (3.149)

whereg,, is the rotation angle, of the local coordinate system of the testing functionregfect
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to the (x,y) coordinate system. Furthermoré,is the rotation angle of thé¢, ¢) coordinate
system with respect to tHe, y) coordinate system. All these angles are illustrated in Figure 3.12.
Through (3.146) and (3.147), the two-dimensional Fourier transfdrtheotesting function is
basically rotated through an angle (f4,,).> Furthermore, the expressions in (3.151) to (3.153)
all contain ac—7*¢A&mn term due to theA¢,, ,, displacement of the testing function along the
axis.

In a similarly way, the vector testing functid"pl(kg, k¢, z) can be expressed in terms of its three
components as

fm(k’évk‘{vz) = (ff(kfakaz))mé"i' (fC(kkaQZ))mCA_‘_ (fz(kﬁakﬁaz))mév (3150)

where

(fe(ke, ke, 2),,,
= (fu(ku = ke O~V + k¢ SIN(—0rn), ko = —kie SIN(—0,) + ki COL—Vn), 2))

- Cog V)
+ (fo(Bu = ke CO(—V) + k¢ SIN(—0ry), ky = —ke SIN(— ) + ke CO(~ D), 2)).
- SiN(Yy, ), (3.151)

(fe(ke ke, 2)),,
= —(fu(ky = ke CO(—0) + k¢ SIN(—0,), by = —ke SIN(—0y,) + k¢ COS—0,,), 2))

- sin(dy,)
+ (fo(ku = ke COS—V) + k¢ SIN(—0rn), iy = —ke SIN(—0,) + ke CO(— V), 2)),
- cogVrm) (3.152)
and
(folkie ke, 2)), = (Follu = ke ko = k¢, 2)), . (3.153)

In this casey,, is the angle from the axis (associated with the testing function) to ghaxis. It
can be calculated as
I =10 — o, (3.154)

whereg,, is the rotation angle, of the local coordinate system of the testing functionresgect
to the(z, y) coordinate system.

In general then, for basis functienand testing functiomn, both with¢, ¢ andz components, the

® If a two-dimensional function is rotated through an angle,,), its two-dimensional Fourier transform is also rotated
through(—4,,) [180].
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interaction between them can be expressed as

Znn = 4—71T2/kC /ks [(fs(—k’sa—kcaz))mésg(ksakcaZ\Z')(fa(k@koz'))n
+(fe(—ke, ke, 2)),, Gec ke, ke, 212') (fe ke, ke, ),
+(fe(—ke, ke, 2)),, Gee(ke, ke, 212") (fe(ke, ke, 2),,
+(fe(—ke, —k¢. 2)),,, Gee ke, ki, 212") (fe ke, ke, ),
+(fe(—he, —ke)),,, Gle (ke i, ) (fe (ke e ),

+(fo(—ke, ko)), GLe(ke ke, 2') (fe ke, K, ),

+(fal=ke, —ke)), GEL(ke, k) (fx (ke ko)), | diedke, (3.155)
where
Glelke, b, 2') = / (£:(2)),,Ge (ke b, 212 dz (3.156)
Glelke ke, ') = /(fz(z))mézg(kg,kc,dzl) d?’ (3.157)
and
G (ke  ke) = / (f:(2)), Gac(ke, ke, 2|2 (f2(2)), dz'dz. (3.158)

The expressions in (3.156) to (3.158) will be referred texgganded Green’s-function components
for the purposes of this analysis. This is due to the fact that they contagratitms that have to
be performed over and/orz’. In Appendix A, it is shown how they can be evaluated.

The numerical integration ovér; andk. in (3.155) is a rather formidable task and will now be
addressed in the section that follows.

3.9 INTEGRATION STRATEGIES

Fast numerical integration methods, which are required for the efficiahtiagion of the entries
in the interaction matrix, have been and still seem to be the topic of intensiwarobs This is
understandable when realising that most of the computational time goes intealhat®n of

these integrals, especially in the spectral domain.

For the purposes of this study, a few different integration strategiestheen implemented. Their
usage depends on the separation distance between basis and testingsuas well as on types
of basis and testing functions that are used. There is a common integrafitaggtthat is used
for all cases where there is overlap of the basis and testing functioils,twh different integra-
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tion strategies were implemented for cases where the basis and testing fsirgecgarompletely
separated. The usage of the latter two depends on whether the basistargl ftenctions are
axisymmetric (i.e. no angular variation) or not. Each of the integration strategienow be
considered in more detail.

3.9.1 Integration Strategy for Overlapping Basis and Testing Functias

A general entry of the interaction matrix can be expressed in a compat&®or
1 o0 o .
Zmn = 7= / / Vo (K, k) e TReREmn dedke, (3.159)
’ 47T oo oo El

wherey, , (ke, k¢) is a smooth function ane-7k¢2&m. is the shift exponential due to the separa-
tion between the basis and testing functions. The integrals in (3.159) canjidied by changing
to polar coordinates. This is facilitated by setting

ke = k,cogp) (3.160)

and
ke = kpsin(yp). (3.161)

Here, k, is the wavenumber in a radial direction apds the angular variable. By making this
change of variables, the expression in (3.159) can now be written as

1 27 poo )
Znn = 7 / / (K, ) e Tk AEmn COSO Lk dip. (3.162)
™ Jo 0

As can be seen, the double infinite integrals in (3.159) have now beerceddig one finite inte-
gral and one semi-infinite integral. For numerical integration purposedoptmsof the interaction-
matrix entries, is usually preferred over the form in (3.159) [123, 144].

The finite integration ovep in (3.162) can usually be performed without any difficulty, provided
that the integrand is not very oscillatory. However, the integration by& much more involved

and requires a very careful treatment. This is due to poles, branch poidtisranch cuts in the
complexk, plane. They are associated with the multilayered Green’s function andmiopiae
fourth quadrant of the compléek, plane (they also appear in the second quadrant, but these are
not of importance here), as shown in Figure 3.13. In the lossless cas@ntjularities move onto

the realk, axis. They are however bounded by two values on the real Bxisandk,>. These

are given by [95, 178]

kp1 = kO\/min[Mr(oyfr(O), [r(DEFL)s - - - » Mr(TYER(T)] (3.163)

and

kp2 = kO\/maX[Mr(O)sr(O)vMr(l)gr(1)> e i (T)EN(T) ) - (3.164)
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Figure 3.13 Integration path in the compléx, plane for overlapping basis
and testing functions.

In order to avoid the singularities on the réal axis, the integration contour is deformed into
the first quadrant of the comple, plane [61, 151], as shown in Figure 3.13. The integration
contour is divided into three part$., 1, I', > andl', 3. In theory,I',, 3 runs along the real, axis

up to infinity, but for the purposes of numerical integration, it has to be temihat some value
k,max. The value ofk, max depends on the basis and testing functions that are used. Its value
for the different combinations of basis and testing functions has beet fttwough extensive
numerical experimentation and is presented in Table 3.1. The deformatioa iotéigration path
should be large enough to avoid the singularities, but also not too large, thi@ integrand grows
exponentially away from the real axis. Also, the evaluation of Bessetitms with large complex
arguments, becomes very difficult [181, 182]. Another possibility is noeform the integration
path at all, but to use residue extraction at the singularities [146, 188}et4w, a thick substrate is
usually associated with many surface-waves poles and, as such, thegoklag can be become
extremely tedious. Therefore, this method will not be considered here.

The numerical integration along each part of #eintegration contour is performed through
Gaussian quadrature. The three parts of the integration coitgurI', > andI’,, 3, are divided
into I, ,, I, , andIr, , intervals respectively. Subsequentf; ,, Nr,, andNr, , point Gauss-
Legendre quadrature formulas are then applied to each interval on ¢egaiduts of the integration
contour. Similarly, thep integration contour is divided intf, intervals with /N, point Gaussian-
Legendre quadrature applied to each interval. Once again, the numbgegration intervals
and points required for the Gaussian quadrature, has also been detktimiough numerical
experimentation, and is presented in Table 3.2.

The present integration method only works well for basis and testing fursctitat overlap or
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Table 3.1
Value ofk, max for (k,, ¢) integration.

Interaction K, max

ZhalZ e Max{Min[80/\/MaX(dmyp, tnp) MaXAzpz, Azpnz), 320/ |2mp — Znpl |, 4kp.2}
ZEZA e max{min[80/\/MaXamaq, anp) MaXAzpma, Aznz),80/|2mp — Znal], 4kp 2}
z8a . max(500/ /MaX ama, anp), 4k,,2)

ZEZSY e M MIN[MIN(80/ \/amp Az, 20/ Alys), 20/ |2mp — 2ns| |, 4kp 2}
Z5 max{min[min(500/ \/@mq, 207/ Alys), 20/ |2ma — Zns||, 4kp2}

Z5U,5U max{min[20r/ MiN(Aly,s, Alns), 20/ |2ims — 2ns|], 8kp2}

ms:mu,ns:nu

Zﬁgrﬁ‘z/ns o max{mm min (SO/N/ampAzmp,ZOW/Awns) 20/ |2mp — zn5|],4kp72}
ZSY o max{min[min(500/ /g, 201/ Awys), 20/ |2ma — 2ns|] 4kp2}

Z s sy MaX{MIn[20m/ MiN(Aln,s, Alns, Awps, Awns), 20/ |2ms — 2ns|], 4kp2}
Za o sy MaX{mMIn[20r/ MiN(Awy,s, Awns), 20/ |2ms — zns|], 4kp2 }

[
[
[
[
[
[
Zﬁgfz[]ne nu max{mln[m (40/\/ampAzmp, \/(pggmﬂr/l/ne)z + (qunuﬁ/Wne)z
10/ T (W 2), 20/ 2y — el B2}
[
(
[
(
[
(
[ma

ZET max{ min[min(500/\/ama, \/ (PEL/Lne)? + (4587 /Whe)?
107 (A TP+ (W), 20/ |z — el A}
Zfzg r%g ne:nu max{mm mi (107T/Alm8a \/( ne: nuW/Lne) (Qne nuﬂ/Wne)
+107/(1/Le)? + (1/Wie)? ), 20/ |2ims — 2nel |, 4k 2}
va‘e/ﬁgne ‘na max{mln min (107/Awm€v \/(pne nuW/Lne) (an nuW/Wne)
107 TP T (W ?),20/ 21 — 2] 4k 2}
Zpemumenu  max{min[max(y/(PhYum/Lne) + (@5 ™/ Wae)?,
VPE um [ Lne)? + (a5 /Wne)?)
+107m/(1/Lpe)? + (1/Whe)2, 20/ |2me — 2nel ] 4k, 2}
Zﬁgrﬂ/ne ‘v max{mln[mln(4o/\/amz7AZmpv \/(pne nv”/Wne) (qne nvﬂ-/Ln6>
107 L2+ (U W) 20/ — ] B2}
Z;LL‘(;,ET;’LV;:mU max{mln[m (500/M7 \/ pnevnvﬂ'/Wne) (qne m;ﬂ'/Lne)z
107 A Lrc 2 F W), 20/ |z — el A2}
nggfr;LXne ‘nv max{mm[m (1O7T/Alm87 \/( ne: anr/W )2 (qne nv”/Lne)
+107\/(1/Lne)? + (1/Wne)? ), 20/ [2ms — znel], 4kp.2}
[
(

Z’r%‘s/:’fr‘u/,ne:nv maX{mln m (1077/Awm97 \/(pne:nvﬂ-/Wne)z + (qfe‘:/nvﬂ-/Lne)z

+107T\/ 1/ ) (1/Wne) )320/|st - Zne” ) 4kp,2}
Zr%g'rgiyne nmuv maX{mln[m (\/ pme muﬂ—/Lne)z (qg@[e]:muw/WnE)zﬂ

\/(pne Twﬂ-/Wne) (Qne nvﬂ-/Lne) )

—|—107T\/ 1/Lne (1/Wne)2a 20/‘Zme - Zne‘] ) 4kp,2}
ZELX:’?%X?L&WU max{min[max(\/(ppn‘e/mvﬂ/wﬂe)z (qun‘e/:m'Uﬂ/L"e)%

\/(pne anr/WﬂG) (Qne anr/LnG) )

+2107\/(1/Le)? + (1/Wie)2, 20/ |zme — 2nel], 4kp 2}

Note: the terms containing.. — z.| should only be used it — z»| # 0.
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Table 3.2
Integration intervals and points fok,, ) integration.
Interaction I, N, Ir,, Ir,, Ir,, Nr,, Nr,, Nr,,
k 1
ZEZRZ e n/a* na* 1 4 4[%”‘“'“3" + ﬂ 4 4 12
k 1
2 i n/a* nat 1 4 4emmclo4 4 12
k 1
Z nittna n/a* nas 14 gfemeine,olog4 412
™
k Al
PZ,SU p,max=tins
Zmp mz,ns:nu 8 4 1 4 ’V o _‘ 4 4 12
7A,SU 8 ) 1 "k/’p,maXAlns—‘ 20
ma,ns:nu 27-[-
75U,5U 8 1 1 [kp,maxAlmax" 12
ms:mu,ns:nu 27_[_
k ,mawans
Z 2ot msimo 8 4 1 4 [ = } 4 4 12
ASV 8 8 1 4 lrkp,maXAwns-‘ 4 4 20
ma,ns:nv 727(_
75USV 8 8 1 4 [Mﬂww} 4 4 12
ms:mu,ns:nv 27_(_
ZSV.SV 8 8 1 4 ’Vk'p,mawamax_‘ 4 4 12
ms:muv,ns:nv 27T
LTL(‘E
anzgrggne nu ma.)((pqn ) 4 1 4 ’V p,max 4 4 12
Lne
Z;?arfnUe mu max(quU 8) 4 1 4 ’7 £, max- 4 4 12
Lne
Zﬁ’bls]fzgne nu max(pqn ) 4 1 4 ’V p,Max 4 4 12
Lne
ZSz‘s/r%gne nu max(pqEU 8) 4 1 4 ’7 p,Mmax 4 4 12
L
ZggrrEz‘gne nu maX(pqm 7pqn ; 8) 4 1 4 % 4 4 12
k
PZ,EV EV p,max¥¥ ne
Zmp mz,nenv max(pq 8) 4 1 4 ’:7]{ or :‘ 4 4 12
,ma;
2 e max(pqf",8) 4 1 4 S 4 4 12
k ne
Zri[sjflxne nu max(pqEV 8) 4 1 4 ’7%—‘ 4 4 12
T
Tk, ma 1
Z3EY eme  MaxX(pglV,8) 4 1 4 o 4 4 12
k LW,
ZEO Y e MaXpghU,pgfV,8) 4 1 4 [%’“aﬂ 4 4 12
k ,ma; Wmax
T%Z’TEX?L@ZYL'U max(pqm ,pqn 8) 4 1 4 [%—‘ 4 4 12
Note:
pq”ETU = 2(p£‘gmu + qﬁl‘ijmu) andpqEU - z(pfgnu + qernu)
P4 = 2Dmimy + Gmiemo) ANAPGY = 2(prdiy + dreinw)-
Aamax = MaXamp, Anp, Gma, Gna) Where applicable.
Almax = max(Alms, Alns) and Awmax = MaXx(Aw,s, Awns).
AlAwmax = MaXxAlpms, Alns, AWms, Awns).
Lmax = MaXLme, Line) andWmax = max(W,e, Whye).
LWmax = max(Lm67 Ln67 Wme» Wne)-
* due to symmetry, ng integration is required for axisymmetric basis and testing functions.
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where the separation between them is very small. The method becomes mareraridefficient
as the basis and testing functions are moved further apart. To illustratediéscier the behaviour
of the two integrands in Figures 3.14(a) and (b). The integrand in Fighr&& is for the inter-
action between basis and testing functions with no separation between théenth&hntegrand
in Figure 3.14(b) is for the interaction between basis and testing functionsWiitite separation
distance between them. It can be seen that the integrand in Figure 3.1#alyismooth, but
that the shift exponential causes the integrand in Figure 3.14(b) to bimsy. These oscilla-
tions become more severe as the separation distance is increased dodelieeepresent method
becomes less and less efficient. In order to efficiently integrate the inte@ssociated with
widely-separated basis and testing functions, one has to resort to otfeappropriate methods.
These will now be discussed in more detail.

3.9.2 Integration Strategy for Separated Basis and Testing Funixins

A new technique has recently been developed by Sereno-Getrad[164—168] for a more effi-
cient analysis of the interaction integrals when the basis and testing funatewnsdely separated.
It makes use of integration-contour deformation in order to avoid the osailtatltat are caused
by the shift exponential.

A general entry of the interaction matrix can once again be expressed onifgact form as

1 [ee] [e.e] .
Zinn = 73 / / Urnon (e, kie) e IR dhedke, (3.165)
T —0o0 J —00

wherey,,, (ke k¢) is a smooth function ane 7ks2¢ém.n s the shift exponential due to the sepa-
ration between the basis and testing functions. In this case, howeverié¢geaiion variables are
not substituted with their polar counterparts, as in the previous sectioardigft in rectangular
coordinates. The new technique can best be described by expré&4iég) as

1 = —JjkeA m,n
T = gz | (k) 0 (3.166)
where -
W0 (Ke) :/ Ymn(ke, ke) die. (3.167)

Here, it can be seen what benefit the new coordinate system in Fig@radd$ to the evaluation

of the integrals. The inner integration over can be evaluated without much trouble as there is
no separation between the basis and testing functions alorgdinection. This then in turn also
implies thatV,, ,,(k¢) is a smooth function without any oscillations due to the shift exponential.
The integration ovek, can be facilitated by choosing an integration contour over which the shift
exponential decays.

Sereno-Garinet al. suggested that the: integration contour should stay close to the rgadxis,
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Figure 3.14 Integrand ofZ,, ,,, as a function oﬂ%e{k:p} (but evaluated over the deformég
integration contour) ang, for rooftop basis and testing functions withl,,, = Aw,s = Al,,s =
Awyys = 2 mm, ¢,, = ¢m =9 =0, h(l) =16 mm,h(z) =15 mm,e.) = €r(2) = 1, Er(1) = 4.25,
tand. ) = tand.z) = 0, tand.(1y = 0.02 andf = 1.8 GHz. (a) Completely overlapping basis and
testing functions A&, », = 0). (b) Separated basis and testing functions wigh, ,, = 8 mm.
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while thek, integration contour should run up along the left-hand side of the negatigriargk,
axis, go through the origin, go around the branch points and poles, anddime down the right-
hand side of the negative imaginaty axis. This has the wanted effect that the shift exponential
e~JkeBémn decays to zero along the negative imaginaraxis.

For the purposes of this study, however, the integration contours asmshd-igure 3.15 were
used instead. Now, before discussing the benefit of this choice, it hlas tealised that the

k¢ and k. integration contours cannot just be chosen at will and neither can thegrisedered
independently. Thé, integration contour affects the location of the singularities in the complex
k¢ plane and therefore these two contours have to be considered simuibné@ter integration
contour, as shown in Figure 3.15(b), is basically similar to the one sugdas®ereno-Garinet

al. and stays on the reé|- axis, except for small deformations to avoid singularities that would
appear at the origin of the compléx plane wherk, 1 < k; < k,. Thek, integration contour,

as shown in Figure 3.15(a), which consists of four pdrts, I'¢ 2, I'c 3 andI'¢ 4, mainly differs
from the one suggested by Sereno-Gaetal. in that thel's 1 andI'¢ 4 parts of the contour do
not approach the negative imaginagyaxis at the start and end points of the contour, but instead
they move away from the negative imagindgyaxis at angle of 45 The reason for this choice
will soon be explained.

First consider the behaviour of the integrandyf ,, for two separated rooftop basis and testing
functions over part§¢ 1, I'c o, I'¢ 3 @andI¢ 4, as shown in Figures 3.16(a) to (d). From these figures
it can be seen that the integrand is fairly smooth dyeand that the corresponding integral can
therefore be evaluated without much trouble. In order to motivate the wéahek, integration
contour in Figure 3.15(a), consider the behaviour of the integrand inrésgsL17(a) and (b).
The integrand in Figure 3.17(a) is for the interaction between basis andgtéstictions with a
small separation distance between them, while the integrand in Figure 3.1f4xthis interaction
between basis and testing functions with a larger separation distance bétwee Now, as can be
seen from these two figures, the integrand along the the negative imagireis is only smooth
for larger separation distances between basis and testing functiorisdmrhes very ragged for
small separation distances (this behaviour also becomes more appateickier substrates). This
implies that the integration contour, as suggested by Sereno-Garaip would be troublesome
for small separation distances. However, in both Figures 3.17(a) ani ¢ln be seen that the
k¢ integration contour in Figure 3.15(a) always result in a smooth integragayrdless of the
separation distance (except for overlap) between the basis and testatgphs.

For numerical integration purposes, thgintegration contour starts &tk max, —ke max) and
ends a2k, > + k¢ max, —ke max), While thek, integration contour starts &t-k: max, 0) and ends
at(kemax 0). Avalue of 15 A&, ,, for ke maxhas been found to work sufficiently well for all com-
binations of basis and testing functions, while the values:fgfax are summarised in Table 3.3.
These have also been found through extensive numerical experimentatio
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Figure 3.15 Integration path in the compléx andk. planes for non-overlapping basis and
testing functions. (a) Thi, plane. (b) The:; plane.
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Figure 3.16 Integrand ofZ,, ,,, as a function ofte{ k. } andRe{%. } (but evaluated over the deformég
integration contour), for rooftop basis and testing fuoesi with: Al,, s = Aw,s = Al = Aw,,s =1 mm,
Gn = Om =0, 9 =45, Agm)n =113.14 mm,h(l) =16 mm,h(z) =15 mm, &) = €r@2) = 1, Er(1) = 4,
tand. o) = tand. (1) =tand.(zy = 0 andf = 1.91 GHz. (a)'¢,1 part of k¢ integration contour. (b)'¢ » part of
k¢ integration contour. (c)¢ 3 part of k¢ integration contour. (d)¢ 4 part of k¢ integration contour.
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Figure 3.17 Integrand ofZ,,, ,, over the complex; plane (atk. = 0) for rooftop basis and
testing functions with:Al,,s = Aw,s = Alys = Aw,,s =1 mm, ¢, = ¢, = 0,9 = 45°,
h(l) =16 mm,h(g) =15 mm.,e.0) = &r(2) = 1., Er(1) = 4, _tarkSE(O) : Fanég(l) = tanéa(z) =0
and f = 1.91 GHz. (a) Closely-spaced basis and testing functiatis A&, ,, = 2.83 mm.
(b) Widely-separated basis and testing functions with, , = 21.21 mm.
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Table 3.3
Value of k¢ max for (ke, k¢) integration.

Interaction k¢ max

zbzrz .. notapplicable

ZEZA not applicable

Zitna not applicable

25 oo AX(MIN[MIN(200/ G 47/ WAL, M), 20/ 2y — 2] A2}
Ziivmsn MaX{MIN[MIN(200//Grnp, 47/ MIN(Als, Awns)), 20/ |2mp — 2nsl], 4K 2}
Z}?gnsvgne ‘nu max{mm 47r/ mm Alm97Awm€7Aln97Awn9) 20/|Zmz9 Zns”a‘l-kp,Z}

[
[
ZEZSY eme  MaX{MIN[MIN(200/ /@y, 47/ MiN(Alyg, Awns)), 20/ | 2mp — 2ns| |, 4kp 2}
ZESY max{ min[min(200/ \ /@rp, 4/ MIN(Alps, Awns)), 20/ [2mp — Zns| |, 4kp,2}
Z5U,5V max{min[4r/ Min(Alys, Awns, Alys, Awns), 20/ |2mp — 2ns|], 8kp2}

[

ms:mu,ns:nv

Z3vah msme  Ma{min[4r/ mMin(Alps, Awps, Alng, Awns), 20/ |2mp — 2ns||, 8k p2}
Zﬁgﬁ?ne nu maX{mln[mln(ZOO/\/m, 27T\/ pne:nuﬂ-/Lﬂe) + (qne:71u7r/Wn€)2
+207%\/(1/Lne)2 + (1/Wie)? ), 20/ |2mp — 2ne| ] Bk 2}
Zr?aEv‘nUe mu maX{mln[mln(ZOO/\/%, ZW\/(pEe[{nuﬂ-/Lne)z (qrbe nuﬂ'/Wne)z
+207%\/ (1) Lne)2 + (1/Wie)?), 20/ |2ma — 2ne| ], 4k, 2}
ZSLISJELE ne:nu maX{mln[m|n<47T/Alms, 27T\/ pne nuTr/Lne)z (qne nuﬂ—/W’ﬂE)
+20m2/(1/Lne)? 4+ (1/Wne)? ), 20/ |2ms — 2nel] 4kp 2}
Z;gn‘:vEn[ﬁ[ne nu maX{min[min(‘lﬂ/Ame Zﬁ\/(pfgnuﬂ—/l’ne)z (qne nuﬂ_/WnC)
+20m%\/(1/Lye)2 + (1/Wne)? ), 20/ |2ms — Znel ] 4kp,2}
waUn%gne nu max{min[max(zw\/(p'r?zle]:muﬂ-/[”ﬂe)z (qme muﬂ-/Wne) ?
ZW\/(pEe(:Jnuﬂ-/Lne)z + (gFS ™/ Whe)? )
+207T2\/(1/Lne)2 + (1/Wne)27 20/|Zme - Zne” ’ 4kp 2}
Z’rﬁgnEzyne muv maX{mln[mln(ZOO/\/m, 27T\/(pr€e‘:/nv7r/Wn€)2 (qne nvﬂ—/LWﬁ)
+20m%\/(1/Lye )2 + (1/Wie)? ), 20/ |2imp — Znel], 4kp2}
Z'r?dfrg/e:m'u max{mln[mln(ZOO/V amp’ ZW\/(pTELeanﬂ/Wne)z (qne nvﬂ/LnP)
+20m2\/(1/Lpe)? + (1/Whne)? ), 20/ |2ma — znel], 4kp,2}
Z’If’lg fzx ne:nv max{min[min(4ﬂ/Alm5’ 27r\/<p'rEL‘e‘:/nv7r/Wn€)2 (Qne Twﬂ-/Ln6>
+20772\/(1/Lne)2 + (1/Wne)2 ) ) 20/‘Zm5 - Z'ne” ) 4kp,2}
ZSL;/;ELL/,ne:nU max{min[min(él’ﬂ'/Awms; 27\/(pge‘:/nu7r/wne)2 + (qﬁe‘:/nvﬂ_/Lne)z
+207r2\/(1/Lne)2 + (1/Wne)2),20/|zms — zne|] 4k, 2}
deUnE’L’Xne muv max{min[maX(Zﬂ—\/(pTEr;zg'muﬂ/Lne)z (Qme muﬂ./Wne) Y
Zﬁ\/(pge‘:/nvﬂ-/wne)z (qne nvﬂ-/L’ﬂe) )
+2072\/(1/ Lo )2 + (1/We)2, 20/ |Zime — Zne|], 4k 2}
ZEZ}EXM:M maX{min[maX(Z’/T\/(pg‘;‘y/.mvﬂ/wne)z (qu mv’n—/Lne) 9
ZW\/(pEgz/nvw/Wne)z (qne nvﬂ—/LnE) )
+20m2/(1/Lye)? 4 (1/Whe)?, 20/ |2me — Znel], 4kp2}

Note: the terms containing.,, — z.| should only be used i, — z,| # 0.
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For the actual implementation of this method, adaptive Romberg integration e@$onshe eval-
uation of the inner integral, which is defined in (3.167). The evaluation obther integral, as
defined in (3.166), can also be accelerated, especially overlpgrndI’¢ 3 of the k¢ integration
contour wherelfmm(kg)e—j’f@fmm can be very oscillatory for large separation distances. Due
to the fact thatV,, ,,(k¢) has a smooth behaviour over thg integration contour, it can be ap-
proximated with cubic-spline interpolation over each part of théntegration contour and the
integration can therefore be carried out analyticallyl}f ,,(k¢) is evaluated in a reduced set of
points, then between the poirkg andkg, ., V., »(k¢) can be approximated as

(k) = A(ke = ke,) + Bi(ke — ke,)” + Ci(ke — ke,) + Di, (3.168)

whereA;, B;, C; and D; are the cubic-spline coefficients. The integrallof, ,, (k¢ )e ke Asman,
over the interval betweeky, andk,, ,, can then be evaluated as

kéi .
/ 0 (k) € TRAEmn
ke,

~ /]c +1 [Ai (ke — kfi)3 + B; (ke — krgi)Z + Ci(ke — ke,) + Di:| ¢ IkeBEmn g,
&

_ {A -_(k§i+1 - k&:)s 4 3(k§i+1 - kﬁz‘)z + 6(k5i+1 - k&') . 6 :|
’ JAGmn (A& )? J(A&mn)® (A&pn)?
(ke — Ke)? 2(ke,,, — ke,) 2 — (ke — ke,) 1
+ B - — e - + 0| —F———+
AN (A&mn)? J(A&mn)? FAGmn (A& n)?
[ -1 . s _
+ -D’L e*]kglAfmn e J(k§i+1 kél)Agm,n
me))
-6 2 1 -1 -
A\ | t B [7 } + C; [7] + Di[ . ] } eIk Almn,
{ |:(A£m7n)4:| j(Agm,n)g (Afm,n)z jAfm,n

(3.169)

After some numerical experimentation, it was found that the number of in&gipopoints that are
required for sufficient accuracy, amounts to 16 on pagtsandI'¢ 4 of the k¢ integration contour,
while 6 points are needed on palis, andI’c 3. Another observation regarding,, (k¢ ), is that

it is not dependent on the separation distangg, ,,, and therefore it only has to be computed
once. Thereafter it can be used with any valuedf,, ,,, provided that the relative alignment
of the basis and testing functions stays the same. This is often the case nagsirey antenna
arrays.

An important point, that has to be kept in mind when using this integration technigjthat it
cannot be used for the case where there is any overlap between theuhadesting functions.
The reason therefore is that the shift exponential does not decayotinzbe negative imaginary
k¢ plane, but instead grows exponentially. Sereno-Gaetrad. pointed out that there should be no
physical overlap between the basis and testing functions when using thisdnetibwever, during
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Figure 3.18 Condition for integration along the negative imaginagyaxis.

this study, it has been found that this condition alone is not sufficient.slbkan found, through
numerical experimentation, that for this integration technique to work, thendd be no overlap
between the basis and testing functions inglurection. This is illustrated in Figure 3.18, where
it can be seen that, although there might not be any physical overlapdéetietwo functions, it

is still possible to have overlap in tigedirection. Note that this situation does not occur for basis
and testing functions with circular support, but only occurs when oneeofuthctions does not
have circular support. In such a situation, one would be forced to usegbefficient integration
method in Section 3.9.1.

Even though this technique is much more efficient than the one in the prewotisrs for basis
and testing functions that are widely separated, there is still a more effingthbd for axisym-
metric functions. This will now be addressed in the section that follows.
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3.9.3 Integration Strategy for Separated Axisymmetric Basis and @sting Functions

The interaction integrals for axisymmetric basis and testing functions thatpegaded, can be
evaluated very efficiently. These functions include the PWS basis fusatiothe probes, as well
as the circular attachment modes. They are both characterised by ttieafant a polar coordinate
system, they have no angular variation (i.e. they are only functiokg)ofThe advantage of this
is that the double integrals in (3.162) can be reduced to a single integral.

For basis and testing functions with no angular variation (note that the Griesmction has no
angular variation either), the expression in (3.162) can be written as

1 2T [e%) »
T = e /O /O P (k) e koA XD o, (3.170)

Then, by realising that

1 27 )
Tolipn) = o [ €A eo50) d, (3.471)
27'[' 0
(8.170) can be reduced to
1 o0

The integrand in (3.172) can be broken up into of a smooth payt.(k,)k,, as well as an oscil-
lating part,Jo(k,Aém,»). Such integrals can be evaluated very efficiently by usingrtbthod of
average$146,177]. With this method, the integral is approximated by a summation of attegs

over half cycles of the integrand. An acceleration device, such akShaonlinear transforma-
tion, is then used to speed up the summation. The deformed integration cohkigume 3.13 is

also used in this case.

An additional method that can be used to speed up the overall analysis, éntidyicll entries in
the interaction matrix that are duplicates and to avoid calculating them more thanTmis will
now be addressed in the section that follows.

3.10 IDENTIFICATION OF DUPLICATE ENTRIES IN THE INTERACTION MATR  IX

Usually, there are many entries in the interaction matrix that are duplicatesisspecially so
when an antenna array is analysed. A tremendous amount of computditin@alan be saved
if these entries are identified beforehand and not calculated more than tm&ection 3.7, it
has already been pointed out that the interaction matrix is symmetric and thattclbslf of

the entries need not be calculated right from the outset. Depending ontdra geometry and
choice of basis functions, the remaining number of entries that has to héatatt; can further be
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reduced by an order of magnitude or so.

As have been shown in Section 3.7, the interaction matrix consists of a nuinbelroatrices
where each submatrix contains the entries associated with a specific combinfabiasis and
testing functions. The process of finding the duplicate entries is implementidtipitialising

all the entries in the interaction matrix. A set of certain geometric parametersis#mulated
for the first entry in a specific submatrix. This entry then becomes theereferentry. The same
set of parameters is now calculated in turn for every other entry in the stikm&herever these
two sets correspond, the address of the reference entry is storedithénentry’s location. After
the geometric parameters of all the entries in the submatrix have been conpdahnad of the
reference entry, the reference entry is changed to the second entoythie next entry where an
address of a reference entry has not been stored yet) in the submaditthegporocess of comparing
the geometric parameters of the other entries to that of the referenceieméyeated again for
each remaining entry. Of course, if an address of a reference eagrglieady been stored for a
specific entry, that entry does not have to be checked again. Alsajthieer of entries that have to
be checked against the reference entry, becomes smaller as thespsaepeated, due to the fact
that the previous reference entries do not have to be checked ag#rprocess, as has just been
described, is followed for each submatrix in the interaction matrix. Finally, tvdyentries with
no address information are actually calculated, while the other values arty $atghed from
the corresponding address that is stored in that entry’s location. Toesw of finding all the
duplicate entries only have to be performed once as it is independemiuieincy. It is therefore
advisable to store the matrix with the address information off line so that it ceeulsed again.

It is possible that some entries in one submatrix can correspond to entriestireasubmatrix.
Therefore, some of the submatrices are grouped together during ttespaf finding the duplicate
entries. The submatrices that can be grouped together are:

Zﬁg;ﬁgnsnu} and[ mp:mz,ns:nv],
Zinisin] @nd [ Zinimsino
Z’n]zgggnenu} and [Z£57£Znenv] ;

[ ZPZ,SV
[
[
[Zindorena] and [ Zininenn]:
[
[
[

Zri%fng,ns:nu] ) [Zgg’g‘é,ns:nv] and [Zri‘énsz‘g,nsnv] ;
Zgl?flg,nenu] ) [Z’;?mg’flx,nenv} ) [Zgz‘égg,nenu] and [Z%‘églg,nenﬂ] !

ZnElnggne:nu] ) [ZnElgnane:nv} and [Zggﬁl‘){ne:nv] .

All the interaction-matrix entries can basically be divided into three grougséopurpose of find-
ing the duplicate entries. Firstly, there are entries for which both the badigeating functions
are axisymmetric. These include tA@ s rpmz, Zintimz.na ANd Zimima €ntries. Secondly, there

are entries for which the basis functions have rectangular supportpewthich the testing func-
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tions are axisymmetric. These include BB 20 nenu, Ziiaimensm: Zinirsmu AN Ziay s

entries. Thirdly and finally, there are entries for which both the basis atitdefunctions have

rectangular support. These include Esfinw Z,%Z’qfl‘qf,mm and Ziz;%nm entries, the
SU,EU SU,EV SV,EU SV,EV . EU,EU
st:mu,ne:nua st:mu,ne:nva st:mv,ne:nu andst:mv,ne:nv entrlesv aS We” a-s thgme:mu,ne:nua

ZE Y ey AN ZEEEY .y entries. The algorithms that were developed to determine whether

two entries are duplicates, are not trivial and therefore each of theethgwith the geometric
parameters that need to be compared for entries in each of the threes,gnillipe discussed
separately.

Before the different algorithms are discussed, it is necessary to defneew functions that will
be used. The first one is apg(¢). It takes the angle as argument and returns the same angle,
but limited between-7 andr. The function can be defined as

¢27rint(%) — 27, qb—27rint<%> >

ang. (@) = ¢ — Zwint(%) 1 2n, -2 int<%> <_r (3.173)

o, otherwise

The second function, and(a, b), is a special “and” function that takes two argumentsndb.
The function is defined as

1, |a|=0,|b=0
andei(a,b) =41, |a|>0,[b >0 (3.174)

—1, otherwise

3.10.1 Interaction between Axisymmetric Functions

The identification of duplicate interaction-matrix entries, where both basidesmtitig functions
are axisymmetric, is the most simple case of all. £gf,, be the reference entry arig},, ,,» the
entry being compared to the reference entry. Furthermore, Jeinda,, be the radii of the testing
and basis functions associated wih, ,,, while a,,; anda,,, are associated wit#,,s ,,,. The test-
ing and basis functions associated Wi} ,,, are located at,,, andz,, along thez direction, while
those associated with,, ,,, are located at,,; andz,,. For Z,, ,,, the separation distance between
basis and testing functions i8¢, ,,, while for Z,,/ ., the separation distance 48¢,,,; ,». The
interactionsZ,,, ,,» andZ,, ,,, can then be checked for equality through the following algorithm:

IF Ay = A THEN
IF (2 = Zm AND 27 = 2,) OR (Zpy = 2z, AND 2,y = 2p,) THEN

IF (@ = am AND @y = ay) OR (ayy = an AND @y = Gp,) THEN

‘ Zm’,n/ - Zm,n ‘
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END IF
END IF

END IF

3.10.2 Interaction between Axisymmetric Functions and Functions ith
Rectangular Support

Figure 3.19 shows the reference interactify,, and the interactiow,,,, ,,» being compared to the
reference interaction for the case where the testing function is axisymmedtriwlzere the basis
function has rectangular support. Once agaim,jebe the radius of the testing function associated
with Z,, ,,, anda,,, the radius of the testing function associated with ,,. The dimensions of
the rectangular patch associated wih) ,,, are L,, andW,, while those associated with,, ,/,

are L,, andW,,. The angles},, and,,, correspond to those in Figure 3.12. The testing and
basis functions associated wit, ,,, are located at,, andz, along thez direction, while those
associated witl¥,, ,,, are located at,,; andz,. For Z,, ,,, the separation distance between basis
and testing functions iA¢,,, ,, while for Z,,,/ ../, the separation distance4s(,, ,». Furthermore,
(pn, qn) is the set of modes on the basis function associated #ith, while (p,, ¢,/) is the set

of modes on the basis function associated \ith ,,,. The interactions’,, ,» andZ,, ,, can then

be checked for equality through the following algorithm:

IF A&y = Aép,n, THEN
IF (Z/ = Zm AND z,y = z,) THEN
IF 4yy = @y, AND Ly = L,, AND W,y = W,, AND p,y = py, AND ¢y = @n, THEN
IF |ang, . (V) —ang, . (J5)| = (0 OR7) THEN

IF (pry + ¢v) Mod 2= 0 THEN
SIGN«<1

ELSE
SIGN <= andys(Jang., (V,/) — ang, . (9,)], 0)

END IF

| Zy g <= SIGN- Zy,, |

ELSE IF|ang, . (¥,/) + ang. .(9,)] = (0 ORm) THEN
IF (P + gny) Mod 2= 0 THEN
SIGN«<=1
ELSE
SIGN <« andy1(Jang, . (V,,/) + ang, . (9,)], 0)
END IF

SIGN « SIGN- and. 1(g,» mod 2 0)
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Figure 3.19 CheckingZ,, ,, and Z,, ,, for equality where axisym-
metric basis functions and basis functions with rectangau@port are
involved.

Zont <= SIGN- Zp

END IF
END IF
END IF

END IF

To visually illustrate what this algorithm does, consider the situation depicte@imd=3.19. It
can be seen that the circled current component (which is the nearesttccomponent to the
axisymmetric function) associated with tig, ,, interaction, points towards a fictitious line that
is orthogonal to itself and that goes through the centre of the testing fun@iothe other hand,
the circled current component associated withihg ,,/ interaction, points away from a similar
virtual line. Given that the other dimensions, modes and angles corsggyy, is therefore
equal to—Z,, ,,». Furthermore, ifA¢,, , = 0 andA¢,,,,» = 0, and given that all the relevant
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dimension, mode and angle requirements are satisfied in the algoéthm.s always equal to
Zm w,» @and the SIGN does not need to be calculated.

Another point that has to be noted here is that, for the purposes of thistligpa subdomain
rooftop basis function can be considered to be a special case of thee@nitirain sinusoidal basis
function with the(p = 1,¢q = 0) set of modes. Also, as have been noted earlier on, there are
submatrices in the interaction matrix with entries that are equal. In this casexdowple, the
Zm.n Interaction can be that between a circular attachment mode ardiracted entire-domain
sinusoidal basis function, while thg&,, , interaction can be that between a circular attachment
mode and a-directed entire-domain sinusoidal basis function. Now, in the previowsitig,

if the basis function associated wit, ,,, is u-directed, while the basis function associated with
Zm w, isv-directed, an angle ¢i,, +/2) has to be used in the placedf,. On the other hand,

if the basis function associated wit,, ,,, is v-directed, while the basis function associated with
Zm w1 u-directed, an angle a9, — 7/2) has to be used in the placedf .

3.10.3 Interaction between Functions with Rectangular Support

Figure 3.20 shows the reference interactiop ,, and the interactior¥,, ,,,» being compared to
the reference interaction for the case where both the testing function arésis function have
rectangular support. The dimensions and angles are the same as in thagpdiscussion, except
that both functions have rectangular support in this case. The interafjpn, and Z,,, ,,, can
then be checked for equality through the following algorithm:

IF A&y = Aép,n, THEN
IF (Zm/ = Zm AND Zzpr = 2p,) OR (2 = 2z, AND 2 = 2z,) THEN
IF Ly = Ly, AND W,y = Wy, AND ppy = P AND ¢y = Gim,
AND L,y = L, AND W,y = W,, AND p,y = p,, AND @,y = g, THEN
IF |ang, . (V) — angy. (V)| = (0 ORT)
AND |ang, . (9,s) —ang,.(¥,)| = (0 OR7) THEN
IF (P + @) Mod 2= 0 THEN
SIGN<«<=1
ELSE
SIGN <= andy1(Jang, . (V) — angy . (Im,)], 0)
END IF
IF (ppy + gny) Mmod 2= 0 THEN
SIGN < SIGN- 1
ELSE

SIGN < SIGN - and.1(|ang, . (9,,/) — ang, . (9,)], 0)
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Figure 3.20 CheckingZ,,  ,» and Z,, ,, for equality where two basis functions with rectangular

support are involved.

END IF
| Zuntw = SIGN- Zpn |

ELSE IF|ang, . (¥,,/) + ang, . (9,,)| = (0 OR )

AND |ang, . (¥,/) + ang.,.(¥,)| = (0 ORT) THEN
IF (P + @) MoOd 2= 0 THEN
SIGN<=1

ELSE
SIGN < and.i(|ang, . (V) + ang, ()], 0)

END IF
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IF (ppy + gny) Mmod 2= 0 THEN
SIGN < SIGN- 1
ELSE
SIGN < SIGN - and.1(|ang, . (9,,/) + ang, . (9,)], 0)
END IF
SIGN < SIGN- and:1(g,,,» mod 2 0)
SIGN < SIGN- andy1(g,,» mod 2 0)
Zyt v <= SIGN- me‘

END IF
END IF
ELSE IF L,y = L,, AND W,,,y = W,, AND D,y = pr, AND Gy = @n,
AND L,; = L, AND W,y = W,,, AND p,y = Py, AND ¢y = @y, THEN
IF |ang, . (Yy,) — ang, . (V5,)| = (0 OR ™)
AND |ang, . (9,/) —ang,.(Y,,)| = (0 OR7) THEN
IF (P + @) Mod 2= 0 THEN
SIGN<=1
ELSE
SIGN <« and;1(|ang, . (V) — ang, . (V,)], 7)
END IF
IF (P + @ny) Mod 2= 0 THEN
SIGN < SIGN- 1
ELSE
SIGN <= SIGN- and;1(|ang, . (¢,/) — angy. (I )], 7)
END IF

| Zyp <= SIGN- Zpy, |

ELSE IF|ang, . (V) +ang, . (V)| = (0 OR )
AND |ang, . (9,/) + ang.,. (V)| = (0 OR®) THEN
IF (Pm/ + @) Mod 2= 0 THEN
SIGN«<= 1
ELSE
SIGN <= andy1(|ang, . (V) + ang, . (9,)], 7)

END IF
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IF (ppy + gny) Mmod 2= 0 THEN
SIGN < SIGN- 1
ELSE
SIGN <= SIGN - andy1(|ang, . (9,,/) + ang, . (9 )], 7)
END IF
SIGN < SIGN- and:1(g,,,» mod 2 0)
SIGN < SIGN- andy1(g,,» mod 2 0)
Zyt v <= SIGN- me‘

END IF
END IF
END IF

END IF

To visually illustrate what this algorithm does, consider the situation depicteigimd=3.20. The
interaction can be viewed as two separate interactions, namely the interagtiiceeh the testing
function and a fictitious axisymmetric function, as well as the interaction betiheebpasis func-
tion and the same fictitious axisymmetric function. Here, the fictitious axisymmetratidumis
located between the testing and basis functions. Now, consider the situafigure 3.20 for the
Zm.n interaction. It can be seen that the circled current component (whicke isgtirest current
component to the fictitious axisymmetric function) on the testing function pointstsvweaficti-
tious line that is orthogonal to itself and that goes through the centre of thietis axisymmetric
function. Similarly, the circled current component on the basis functioo palgts towards a sim-
ilar virtual line. On the other hand, for th&,,, ,,; interaction, it can be seen that the circled current
component on the testing function points towards the virtual line, but thatrdiecccurrent com-
ponent on the basis function, points away from the virtual line. Giventtigabther dimensions,
modes and angles correspoi, ,, is therefore equal te-Z,,, . Furthermore, ifA¢,,,, = 0
andA¢,, ,» = 0, the same algorithm, as has just been described, can be used. Hdhebasis
functions associated with thg,, ,,» interaction are first rotated so that the basis function associ-
ated withZ,,, ,,» points in the same direction as the basis function associated4yith This is
done to avoid problems when checking the angle requirements in the algorithm.

As in the previous discussion, it is also possible that, for exampleZthg interaction can have
au-directed entire-domain sinusoidal basis function, while #he ,,; interaction can have a-
directed entire-domain sinusoidal basis function. In such a case, theasgumeents (with respect
to the angles) as in the previous discussion, can also be applied hetbeAsituation that has to
be catered for in this case, is where the basis functiof,in, is compared to the testing function
in Z,, ,» and vice versa. It is treated in a similar way as has just been described.
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PECground plane

Figure 3.21 The source region on probep.

The only part of the system of linear equations in (3.13) that still needs ambteessed, is the
evaluation of the excitation vector elements. This will now follow.

3.11 EVALUATION OF THE EXCITATION-VECTOR ELEMENTS

Assume that each probe is excited by a voltage source as shown in Figlrd Be source region

can then be described by the so-caltltta-gapmodel [4, 73]. Using the delta-gap model, it is
assumed that a constant voltagd/gﬁp is applied over the narrow feed gdyy of probemp. The
incident electric fieldE{S, is then also constant over the feed gap and zero elsewhere. It can be
related to the feed-gap voltage and feed-gap width through

ENC(u,0,2) = £ 2 . A7 <2< 4 Ag. (3.175)
w2 v2=a2,,

Another way to visualise the delta-gap model, is to place a narrow band ofdegatenagnetic
current density in the feed gap. This magnetic current density would flawidirection around
the probe and would set up the incident electric field across the feedtgapuld be related to
the incident electric field through

M™ (4, v, 2) = —h x ERS(u, v, 2) , (3.176)

ul4v?=ad2, ,

wheren is the normal vector on the surface of the probe. This representatiore afefta-gap
model should not be confused with the magnetic-frill model [4, 73].
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Each nonzero entry of the excitation vector can now be expressed as

VTEPZmZ == // fnlz;gmz(r) : Eltre]\%(r) d57 mp = 17 27 ceey NP; mz = 1, (3177)
S’mp:mz
where L
£52) (u,v, 2) = P2(2)z (3.178)

2Ty w2v2=a2,,

is the basis function at the bottom of probe. Here, f7'#(2) is one half of a PWS function as
given by (3.67). The expression in (3.177) for the nonzero entridseaéxcitation vector can then
be simplified to

T P
Vi = e /2 €7 = 27) 22 Ag ay,y do
P 2 amy Jo Ag P
=-V, mp=12... Np. (3.179)

All the elements that are required for the solution of the system in (3.133,i@w been addressed.
Some issues regarding the actual solution of the system of linear equatibmewbe discussed
in the next section.

3.12 SOLUTION OF THE CURRENT-DENSITY COEFFICIENTS

Due to the fact that this formulation does not generate linear equations witkcassive number
of unknowns, Gauss-Jordan elimination, LU decomposition or any similar mhé¢tl8d], can be
used very effectively to solve for the unknown current-density adefiisl,,. If the antenna that
is analysed, has more than one port, and if the network parameters aiededghe system of
linear equations will have to be solved once for every port of the ant€Finia is due to separate
excitation vectors that have to be set up for each port. In such a cageuld be advisable
to also store a copy of the interaction matrix so that it can be reused. If thist idome, the
interaction matrix would have to be recalculated for each excitation vectogfthécreasing the
computation time excessively. Furthermore, for a multiport antenna, eaaioscof the linear
system of equations would only provide the current-density coefficieatsctirrespond to one
excitation vector. However, when calculating the far fields of a multiportrenateone would
normally be interested in the fields that are generated due to a combinationt efxpitations.
This can be done by setting up one excitation vector for all of the ports sineoltEty or by
summing the individual current-density coefficients in an appropriate wagnvwthe system of
linear equations is solved for multiple excitation vectors. These are all fatitat have to be
kept in mind when implementing the formulation. The remaining sections will now il
observables that can be calculated once the system of linear equattohsdrasolved. These
typically include the network parameters and far fields.
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3.13 EVALUATION OF THE NETWORK PARAMETERS

In the analysis of antennas or antenna arrays, there is almost alweysigement to calculate the
network parameters of the structure. These are usually expressetsatheimpedance matrix
[ZT'], theadmittance matriXY "] or thescattering matrix|5”’]. With the current formulation,
it is most convenient to calculate the admittance matrix first and then to calculatepghdance
matrix directly from the admittance matrix. Finally, the scattering matrix can thenlbelated
by making use of both the admittance and impedance matrices. The scatteringisnadrixally
used by software packages that are capable of microwave netwdykian&uch packages can be
used, for example, to analyse an antenna array together with its feedrketwcs is achieved by
analysing the two structures separately, after which the scattering parsioidtee two structures
are connected to yield an overall scattering matrix for the entire structuweever, for such an
analysis to be accurate, there should be no electromagnetic coupling behed®o structures.
This is usually the case for probe-fed microstrip antennas.

For the purposes of this analysis, it can be assumed thatpoig associated with probep, port

np with probenp and so on. Therefore, the total number of ports will also be equal to the tota
number of probesVp. Now, enternfpvnp (which relates the current at portp to the voltage at
portnp) of the admittance matrix can be calculated as

IPZ

P _ “mp:l
Y = i (3.180)

Wherelnﬁﬁl is the current at portp (also the current-density coefficient of the bottommost basis
function on probenp) anan];'7 is the applied voltage at ponfp. After all entries of the admittance
matrix have been calculated, the impedance matrix is simply calculated through

[ZP] = [yP] (3.181)

With both the admittance matrix and the impedance matrix known, the scattering matidde ca
calculated as [185]

[57] = [2817° ('] = YD) (] + [ 7)) (2812, (3.182)
where )
(%), O 0
0o (%), 0
[Ze]=| . N : (3.183)
0 0 - (Z)y,
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is a diagonal matrix with the characteristic impedaﬁz§)np of each port on the diagonal of the

matrix. Furthermore,

(Y5,

0

0

(YOP) 2

(Y6') w,

(3.184)

is a diagonal matrix with the characteristic admitta(n}’,’g")np of each port on the diagonal of the
. P _ P -
matrix. Here,(Y{ )np =1/(Z§ )np. Also in (3.182),

[Z(I)D] 1/2 _

(%),

0

0

(%),

(26) w,

(3.185)

is a diagonal matrix with the square root of the characteristic impedancecbfpat on the

diagonal of the matrix, while

[YOP] 1/2 _

(Y61

(6" e

(3.186)

is a diagonal matrix with the square root of the characteristic admittance bfpat on the

diagonal of the matrix.

3.14 EVALUATION OF THE FAR FIELDS

In the spectral domain, the evaluation of the far fields is relatively straigtuiol. The far fields
can be calculated by using timeethod of stationary phadd, 178]. This method is commonly
used for the evaluation of integrals where the integrand is highly oscilldiatywhere the con-
tributions to the integral mainly comes from the so-called stationary point andritsunding
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neighbourhood. The radiation integrals that are used to obtain the fag fikthtennas, are typ-
ical of such integrals. The method of stationary phase essentially findsyerptotic solution to
such integrals.

In general, the far fiel@S@at pointr can be related to its spectral-domain counterpart, at position
z- along thez direction, through [6, 141]

ES(r) = -1 ES ks, kys, 20) k eﬂ‘kstrﬂ (3.187)
j27T xSy Ivys, ~r ) vzs r . .
The stationary point is defined by
kzs = ko) Sin(0) coq¢), (3.188)
kys = k() sin(9) sin(¢) (3.189)
and
ks = k‘(o) COS(H), (3190)

where (6, ¢) denotes the direction of the far field, and whéyg is the wavenumber in the top
layer that extends to infinity along the positivelirection. The far field can also be expressed as

e—jk(o)T

ES@(r) = ES(r, 0, ¢) = ES°3{9, ¢) — (3.191)

where one part is a function of angular position only and the other parfuisction of distance
only. Thee‘jk<0>7"/r part is often dropped from far-field expressions, leaving only theulang
dependence of the far field. By making use of (3.187), this part carressed as

-1 - )
E*%(0, ¢) = o B ks, kys, 21 ) kizsed"=o7r (3.192)
T

The spectral-domain form of the scattered fiﬁﬁfa'(km, kys, zr) is now first expressed in terms

of its spatial-domain counterpart by invoking the two-dimensional Fouriestoam of (3.18).
This then allowsEs<a{(,, kys, zr) 10 be expressed in terms of the spatial-domain current density
on the structure, by making use of the spatial-domain Green'’s function. eifatically, this is
expressed as

oo oo
Escat(kx& ky& Zr) _ / / Escat(x’ v, Zr) efjkzsac efjkysy dxdy
— 0o —00

- //|:/ / G(‘T?yv Zr|$,,y/,z’) 'J(SU/,y,’Z,) deldy,dZ/
yJx P y’ x!
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Now, the Green'’s function can be written in terms of its spectral-domain cganteresulting in

Escakkxmky&zr) :/ / {/// é(kx37ky87zr|2:/)
kys Jhes Wy Ja J 2!
. [/ / Iy, 2") e TRest" e=ikust" gyl dy! | d' e IResT o= IRusy dxdy}
y Ja!

. e.jkISCE ejk‘ysy dkzsdkys‘ (3194)

The term is square brackets can be identified as a two-dimensional Fwarisform, enabling
one to expresEs(k,s, kys, 2.) as

Escat(kxsaky&zr) :/ / |:/// G kx57ky37zr|z) (k:c&kys; )d !
kys s yJx

e Ikes® o=ikysy dwdy} eIkws® oikysy dkysdkys
/ é(kxsaky372r|z) (k:rSakySa )d !

_ZI /ékm,kys,zr|z) o (Kass ys, 2') d2. (3.195)

At this point, it is now convenient to express the far fi#léFa(9, ¢) and the basis functiof), in
terms of their components in the glolal y, z) coordinate system. These are given by

E*0, ¢) = E5740, 0) & + B340, 0) § + ES(0,9) 2 (3.196)
and

fn(k:pm kysa Z/) = (fm(kxs> kys» Z/))n T+ (fy(kxsa kysa Z/))n U+ (]Ez(kacs, kys> Z,))n z (3-197)

respectively.

The basis-function components in the globaly, z) coordinate system can be determined from
the components in each basis function’s Ideal, z) coordinate system. This is done through

(fx(km& kysa Z,))n
= (fu(ku = kas COYBn) + kys SIN(pn), ky = —kas SIN(dp) + kys COSpn), 7)), COL—b)
. e—jkmmn e—jkysyn
— (o (ku = ks COSBn) + kys SIN(Bn ), ky = —kizs SIN(Bn) + kys COYBr), 2')),, sin(—¢n)
. e—jkwsmn e_jk?'ysyn’ (3198)
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(fy(kxm kys, Z/))n

= (fu(ku = ks COLBn) + kys SiN(dn), by = —kias SIN(n) + kys COYbn), 7)), SIN(—by,)
_efjkzsxn e*jkysyn

+ (fo(Fu = kas COLdn) + kys SIN(Gn), ky = —kas SIN(Gn) + kys COBn), 2')), COS(—n)

. e—jk?zsﬁfn e_jky,syn (3.199)

and
fz by, kys, 2))) = fz ku = ks, ko = kys, 2')) e Fkasn g=kysyn (3.200)
Y n Y n

wherex,, andy,, define thg(x, y) position of then-th basis function in the glob&k, y, =) coordi-
nate system and where the anglehas already been defined in Figure 3.12.

By using (3.195) to (3.197), the three components of the far field cangressed as

N
EX?0,¢) =) I, {ém(km kys, 2e|2) (fo(Kas, kys, 7)),
n=1
+éxy(k7157 kys, Zr|2/) (fy(kx57 k’ys, Z/))n
+éiz(ij57 kys, zr) (fz(ka:m kys))n ) (3.201)

N
B0, 6) =3 1, [%(km, by 22 ) (Fo s g )

n=1

+éyy(kx87 kys, ZT‘Z/) (fy(kx& kys, Z,))n
G (ks kyss 20) (F (s, bys)) . (3.202)

and

N
Eicat(aa ¢) = Z I, |:éz:c(kx57 kys; ZT|Z/) (fx(kx& kys’ Z/))n

n=1
+ézy(]€zs7 kySa Zr|2/) (fy(k:psa kySa Z/))n
+é£z(kx87 kys, zr) (fz(kxm kys))n . (3.203)

In these, the expanded Green’s-function components are given by

églcz(k:c& kys., 2) = /, éiz(kx& Kys. Zr‘z/) (JEZ(Z/))H dz’, (3.204)
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G (kas, kys, 2r) / G (kas, kys, 2| 2) (f2(2)) d/ (3.205)
and
Gl (kus, kys, 2r) / G (kas, kys, 2|2) (f2(2))), d2'. (3.206)

In Appendix B, it is shown how these expanded Green'’s functions eavéluated.

Far fields are most often expressed in spherical coordinates through
E*0, ) = E5°10,9) 0 + E3°10, 9) ¢, (3.207)

where the two componentﬁgcatandEgcat, can be determined from their counterparts in a rectan-
gular coordinate system. This in done through

E5%0, ¢) = B0, ¢) cog6) cog¢) + E;°%(0, ¢) cog0) sin(¢) — ES(0, ¢) sin(0) (3.208)
and

E3*0,¢) = —E57(0, ¢) sin(¢) + B30, ¢) cod¢). (3.209)

Finally, the antenna gain associated with the two far-field components, caidodated as

A | BT, ¢) |2

Col6.6) = o (3.210)
and o B O 3.211
$(0,0) = T 200Pn A
where
Ko
"oy = % (3.212)

is the intrinsic impedance of the top layer, and

=z ?Re{ Z (Ib%) } (3.213)

np=1

is the total input power to the antenna.

3.15 CONCLUDING REMARKS

This chapter presented a detailed exposition of the theoretical formulatiowdkamplemented
for the analysis of microstrip patch antennas with capacitive feed prdbegarted off with an
overview of the general SDMM formulation for a structure that is embead#ddn a grounded
multilayered medium. The various basis function were discussed at lengtk, auiew higher-
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order circular attachment mode was presented for the modelling of cirapacitor patches (the
suitability of the various attachment modes will be investigated in the next chalpteas shown
how different integration strategies can be used to speed up the calcwhitiveraction integrals.
Here, a new method for the calculation of the interaction between basis dimd) tesctions
that are widely separated, was modified to also handle small separatiorcdsstafnumber of
algorithms were developed to identify duplicate entries within the interaction matnis. has a
significant effect on the overall computational time that is required for tladyais. In the next
chapter it will be shown how effective this method is. Finally, it was showm dlbservables such
as the network parameters and far fields, can be calculated. To summtineagh parts of this
analysis have been implemented and reported on before, this analysishatedasaunique in the
combination of basis functions and numerical methods that have been impleméstsuch, no
results for this analysis are available in the literature. In Chapter 4, thissisahl be applied to
a variety of antenna configurations and the results will be compared to meassnts, as well as
the results of other commercial codes.
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Numerical and Experimental Results

4.1 INTRODUCTORY REMARKS

The spectral-domain moment-method (SDMM) formulation of Chapter 3 was imptethemthe
C programming language and, as such, this implementation can now be usedyse amy an-
tenna configuration consisting of microstrip patches with capacitive fesukpr In this chapter,
it is shown how this implementation can be applied to a variety of applicationsu@howt most
most of this chapter, the results of the SDMM are compared to those of two athemercial
codes, as well as some measured results. The two commercial code8redmE Zeland Soft-
ware [186] and FEKO from EM Software and Systems [187], while thaitienalysis module of
Sonnet, from Sonnet Software [188], was also used. The measusewene all performed at the
Centre for Electromagnetism at the University of Pretoria. This facility BeasScientific Atlanta
compact antenna test range, integrated with a dedicated Hewlett-Pa&d#1@ 8ector network
analyser. For more gener&lparameter measurements, a Hewlett-Packard 8510B vector network
analyser is also used. Antenna gain in this facility is typically measured by tigrgpin-transfer
method.

The SDMM implementation is validated in Section 4.2 for isolated parts of the anstutdure.

In Section 4.3, the new antenna elements are characterised in order tmideténe effect of
the various geometrical parameters on the behaviour of the differentreiema Section 4.4, a
number of applications are presented. These include vertically- anebhtaily-polarised arrays,
as well as+45° slant-polarised arrays. The latter are often required for cellular ftasens

antennas. Finally, in Section 4.5, it is shown how the capacitive feed prcdoe be used with
alternatively-shaped resonant patches.
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Figure 4.1 Geometry of a probe that is
embedded within a grounded substrate.

4.2 VALIDATION OF THE SPECTRAL-DOMAIN MOMENT-METHOD
IMPLEMENTATION

In order to validate the accuracy of the SDMM implementation, it is advisabledbdiralyse
isolated parts of the antenna structure. In doing so, one can obtain awettestanding of the
capabilities of the formulation. The input impedance is usually a sensitivengéeaand can give
a good indication of how well the code performs. As such, it is used asasie for comparison
throughout most of the validation process. A single probe that is embedtieéd a grounded sub-
strate, is probably the most basic part of the structure and is there&ihedmnsidered. Thereafter,
the structure is extended by adding a capacitor patch to the probe, allyldimasonant patch.
This then would be the equivalent of a single antenna element. A detailedig@ates into the
capabilities of the various attachment modes also forms part of this validation.

4.2.1 Single Probe in a Grounded Substrate

Consider the probe of Figure 4.1, with lendtland radius:, which is embedded within a grounded
substrate of thickneds The probe can be realised by extending the inner conductor of a toaxia
cable through the ground plane into the substrate, while the outer condfithercoaxial cable is
connected to the ground plane. This problem has been addressesl dafiqoublished results for
the input impedance of such a probe are available within the open literaBgel[d0].

Figure 4.2 shows simulated and published results for the input impedarstes vearmalised length
of a probe that is totally embedded within a grounded substrate. For the Sakiilation,
between two and seven basis functions were used on the probe. k& cae that the agreement
between all the codes is very good and that it also compares exceptioedllyith the published
results.

Another interesting phenomena that can be validated here, is that fardidion towards the
horizon (i.e.f = £90°) should always go down to zero, except under special conditions tiiee
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Figure 4.2 Inputimpedance of a probe that is embedded within a grousdbstrate. Parameters:
a=1.5mm,h =0.3)\, ¢, = 3.9 and ta. = 0. (a) Input resistance. (b) Input reactance.
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Figure 4.3 Radiation pattern of a probe that is embedded within a gredisdbstrate. Parameters:
L =48 mm,a=1.5mm,h =90 mm,s, =3.78, tar. =0 andf = 1 GHz.

relation ,
iAo

2\, — 1
is satisfied [189, 191]. Figure 4.3 shows the radiation pattern for thevdasee: = 1. In this
case, four basis functions were used on the probe. From this figuran iindeed be seen that
there is far-field radiation towards the horizon and that the results of tid\ERre virtually
indistinguishable from those of the two commercial codes. Note that althoegh ithradiation
towards the horizon, all the codes give zero far fields at exdictly +90°. This is due to the
stationary-phase evaluation of the far fields.

h = i=123... (4.1)

From the results that have been presented here, it is clear that the SEBMMplemented here,
can model probes in multilayered substrates very successfully.

4.2.2 Circular Versus Rectangular Attachment Modes

In order to model the connection between a probe and a patch, a sgesisalunction, also known
as an attachment mode, is required. As discussed in Chapter 3, there amtmon approaches:
the rectangular attachment mode and the circular attachment mode. Hatlveyezrformance of
these attachment modes under a wide variety of geometrical parametersyislirdpcumented.
In order to get a better understanding of the abilities of these two apmeantth of them are used
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Figure 4.4 Geometry of a rectangular probe-fed patch. (a) Top view ef th
patch. (b) Side view of the multilayered substrate.

in this section to analyse various rectangular probe-fed patch cortfapsaThe general geometry
of such a patch is shown in Figure 4.4. The simulated results are then cahtpaneperimental
results, which have either been published or measured specifically fattiolg. The simulated
results are first compared to published results for a conventionalwizara microstrip antenna
on a thin substrate, in order to verify that both approaches yield thectoesults as claimed in
the literature. Both approaches are then tested for small and resoobetfed patches that reside
on multilayered substrates of varying thickness.

Shauberet al.[192], as well as Aberlet al.[132,133], have published input-impedance results for
a narrowband probe-fed microstrip patch antenna on a thin substratee Big shows the input
impedance of this antenna, as measured by them, together with two sets ofcalinesults that
were calculated by using the two different attachment-mode approacb#ssés of calculated
results were obtained by using nine entire-domain sinusoidal basis fusndiothe patch and
one piecewise sinusoidal (PWS) basis function (excluding the oneiassbwith the attachment
mode) on the probe. For the entire-domain sinusoidal basis functiond,,e(d,2), (2,0), (3,0),
(5,0), (7,0) and (9,0) modes were used for thdirected current, while the (2,0) and (2,1) modes
were used for the-directed current. The best results for the circular attachment mode were
achieved by extending the radius of the attachment mode to the closestfedggatch. As can
be seen from the results in Figure 4.5, both approaches are capakleeoting results that agree
very well with measurements. This is specifically for the case of a resqaact on a relatively
thin substrate.

It is not clear from the literature how the attachment modes would perforrméech smaller
patch sizes and thick substrates. To gain a better understanding of howdhbkl perform, two
sets of patches were constructed, the one set having resonantspétiHieequencies between
1.4 GHz and 2.1 GHz) of 50 mm 50 mm, and the other set having much smaller patches (below
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1 e Measured
o Circular
~ o Rectangular

@ 0.5 2 5
4.6 GHz

Figure 4.5 Input impedance (normalised to %) of a rect-
angular probe-fed patch as modelled with the circular ant re
angular attachment modes. Parametefs= 9.5 mm, W =
12.5 mm,a = 0.45 mm,d = 3.2 mm,h(l) =1.27 mm,e,) =
10.53, taraSE(l) =0.002 andl(z) =0.

resonance) at 5 mm 10 mm. Both sets contained four patches and were etched on a 1.6 mm

layer of FR-4. Three of the four patches contained air gaps, ranging fhore or less 5 mm to
15 mm, between the FR-4 layer and the ground plane. The two sets of paichlestherefore
represent a combination of different sizes and substrate thicknesses.

Figure 4.6 shows the measured and calculated input-impedance resulte fettbf resonant
patches. Both sets of calculated results were obtained by using ninedmtiign basis functions
on the patches, and one to seven PWS basis functions (excluding thessoatated with the
attachment mode) on the probe, depending on the substrate thicknessagaint, for the entire-
domain sinusoidal basis functions, the (1,0), (1,2), (2,0), (3,0), (6/@) and (9,0) modes were
used for thez-directed current, while the (2,0) and (2,1) modes were used foytheected
current. It is apparent that both attachment-mode approaches yieltsrésat compare very
well with the measured results. It would therefore appear that both agipes can handle thick
multilayered substrates with very good accuracy, provided that the patélaisesonant size. A
radius of 10 mm provided the best results for the circular attachment mode.

Figure 4.7 shows the measured and calculated input-impedance resulesdet i small patches.
In this case, both sets of calculated results were obtained by using fa@tgtfbdomain rooftop
basis functions on the patches, and one to seven piecewise sinusaiddiunations (excluding
the one associated with the attachment mode) on the probe, depending ohstrate thickness.
In this case it is clear that the circular attachment mode still yields results timgece favourably
with the measurements, but that the rectangular attachment mode has diffiauibg@iling the

small patches. For all of the substrate thicknesses, it would appear ughtkioe rectangular
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Figure 4.6 Input impedance of a square resonant probe-fed patch adlethdéth the circular and rect-
angular attachment modes. Parametérs:50 mm,W =50 mm,d = 15 mm,hy) = 1.6 mm,g,.(1) = 4.25,
tand. (1) = 0.02 and tan, (o) = 0. (@) = 0,a = 0.64 mm. (b)hz = 5.4 mm,a = 0.45 mm. (C)h(y) =
11.1 mm,a = 0.45 mm. (d)i(3 = 15.8 mm,a = 0.45 mm.
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Figure 4.7 Input impedance of a small rectangular probe-fed patch adeti®al with the circular and
rectangular attachment modes. Parameters:5 mm, W = 10 mm,d = 2.5 mm,h 1y = 1.6 mm,e, (1) =
4.25, tari.(1) = 0.02 and tad, () = 0. (@)h(2) = 0,a = 0.64 mm. (b)xz) = 5.3 mm,a = 0.45 mm. (C)(y
=10.2 mm,a = 0.45 mm. (d)r(3 = 15.3 mm,a = 0.45 mm.
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attachment mode mainly yields an offset in the reactive part of the input impedén this case,
the radius of the circular attachment mode was extended to the two closest feddhe best
results.

This investigation was an attempt to gain a better understanding of the abilitie® afitlely-
used attachment modes for a SDMM analysis of probe-fed microstrip patehras. It is clear
from the results that have been presented here, that the circular attaahiode treats all patch
sizes and substrate thicknesses with good accuracy, but that thegtdataattachment mode only
works well for resonant patches, albeit it on thin and thick substratesould appear that the
magnetic-wall cavity model with a uniform current filament source, upoithvthe rectangular
attachment mode is based, is not a good approximation when dealing withmahypatches,
thereby resulting in the inaccuracies that have been observed. Soméertledits of the circular
attachment mode over the rectangular attachment mode, is that it can beitisadyshape of
patch and that it is faster to evaluate. Furthermore, attachment modegarsio the rectangular
attachment mode, which is based on the eigenmodes of the magnetic-wall caslit}; mast be
derived from scratch for other shapes of patches. One uncertailatgd to the circular attach-
ment mode, however, is the choice of the radius over which the currezsidgpon the surface
of the patch. In all cases that were considered, the accuracy iedraashe radius of the disk
was increased. It has been stated by Taboada [108] that for triarigada Wilton and Glisson
(RWG) basis functions [104], the support of the attachment mode sheulargper than the un-
derlying subdomain basis functions. It also seems to be true in this case, igfiginit should
be possible to use a smaller radius for the attachment mode together with umglsdipdomain
basis functions, if these basis functions are also decreased in sizly, Eakang into account all
of the observations, it would appear that the circular attachment mode is tieeversatile of the
two. The circular attachment mode, as well as a higher-order circulahattat mode that was
developed in Chapter 3, will now be used to analyse both the circular atehgular probe-fed
capacitor patches.

4.2.3 Capacitor Patches

Following from the investigation into the attachment modes, it makes sense to oetgithe
circular attachment mode, as it is more versatile than the rectangular ond. nibw be used to
further validate the SDMM implementation in terms of its ability to model both the circuldr a
rectangular probe-fed capacitor patches as shown in Figures 4.8 t0 4.10

Consider the circular capacitor patch as shown in Figure 4.8. The eleatrent density on the
patch was modelled with only the circular attachment mode, having a radiug/bile the current
density on the probe, having a radiusipfvas modelled with four PWS basis functions (excluding
the one associated with the attachment mode). Figure 4.11 shows the simulatechpgdance of
the circular capacitor patch, as a function of the probe radius. Additigita#iyalso shown for two
different radii of the capacitor patch. Here, SDMM refers to the implentiemtaising the normal
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circular attachment mode, while SDMM (HO) refers to the implementation usingghetorder
circular attachment mode. It can be seen that the higher-order cir¢tdahaent mode predicts
a slightly higher input reactance than the normal circular attachment modéeFuore, as far as
the input reactance goes, the results for the higher-order circulahmuitat mode seem to follow
the IE3D results rather closely, while the results of the normal circular attaichmode seem to
be closer to the FEKO results. In general, however, all the results tairigevell.

In order to make sure that the SDMM implementation can also calculate the cobptingen two
capacitor patches accurately, two probe-fed circular capacitor gaibcHairly close proximity,
were analysed. The geometry is shown in Figure 4.9. The same numbesigffinactions on
each patch and probe was used as for the previous example. In thithealsigher-order circular
attachment mode was used (the normal one basically gives the same résglisg. 4.12 shows
the simulated coupling between the two capacitor patches. It can be sebotthttte magnitude
and the phase of the coupling, as predicted by the SDMM implementation sagngewell with
the results of both IE3D and FEKO.

Consider the rectangular capacitor patch as shown in Figure 4.10. Tdteceteirrent density on
the patch, having a size 6% w, was modelled with subdomain rooftop basis functions, while the
current density on the probe, having a radiuspfvas modelled with four piecewise sinusoidal
basis functions (excluding the one associated with the attachment modeje Ei@8 shows the
simulated input impedance of the rectangular capacitor patch, as a funttiom probe radius.
Additionally, it is also shown for two sizes of the rectangular patch. For #tehpsize of 5 mmx

5 mm, twelve subdomain rooftop basis were used on the patch, while for the gpa¢cof 5 mm

x 20 mm, forty-seven were used. In both cases, a radius of 2.5 mm wadarsthe circular
attachment mode. Once again, SDMM refers to the implementation using the rudrcoddr at-
tachment mode, while SDMM (HO) refers to the implementation using the higker-aircular
attachment mode. In this case it can be seen that, apart from a smallrdiférethe input reac-
tance for the larger patch, there is not much difference between thesresthe normal circular
attachment mode and the higher-order version. For the small patch, tiigredsagreement be-
tween the various codes, but for the larger patch, there seem to be ar@ton in the results.
Overall though, it would appear that the agreement is not far off.

The results in this section have shown that the SDMM implementation can modeithe-fed
capacitor patches quite successfully. The validation will now continue g square resonant
patch to the structure, resulting in a single patch antenna element with a cagpiest probe.
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Figure 4.8 Geometry of the circular capacitor patch. (a) Top view of plagch. (b) Side
view of the multilayered substrate with = 4.25 and tad. = 0.02 for the FR-4 layer and
with ¢, = 1 and tard. = O for the air layer.
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Figure 4.9 Geometry of two circular capacitor patches in close protin(a) Top view of
the patches. (b) Side view of the multilayered substratk syit= 4.25 and tad. = 0.02 for
the FR-4 layer and with,, = 1 and tard. = 0O for the air layer.
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Figure 4.10 Geometry of the rectangular capacitor patch. (a) Top vieth®patch. (b) Side
view of the multilayered substrate with = 4.25 and tad. = 0.02 for the FR-4 layer and
with ¢, = 1 and tard. = O for the air layer.
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Figure 4.11 Input impedance (at 1.8 GHz) of the circular capacitor pat@) Input resistance.
(b) Input reactance.
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Figure 4.12 Coupling between the two circular capacitor patches. (agmitade. (b) Phase.
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Figure 4.13 Input impedance (at 1.8 GHz) of the rectangular capacittatpda) Input resistance.
(b) Input reactance.

University of Pretoria—Electrical, Electronic and Computer Engineering

116



University of Pretoria etd — Mayhew-Ridgers, G (2004)

Chapter 4 Numerical and Experimental Results
Y
z
T ;
1.6 mm
%
S o
o h Air
[¥o)
¢ 0.8 mm f
52 mm»] ”
Connector
d

b
@ (b)

Figure 4.14 Geometry of the antenna element with a circular capacittmhpda) Top view of the
antenna element. (b) Side view of the multilayered sulestrdth <, = 4.25 and tard. = 0.02 for
the FR-4 layer and with,. = 1 and tard. = O for the air layer.

4.2.4 Antenna Elements with Capacitive Feed Probes

The new antenna element is excited by making use of capacitive couplingytheither a circular
probe-fed capacitor patch or a rectangular probe-fed capacitdn. pltderms of validating the
SDMM implementation, both configurations will now be considered.

First consider the antenna element with a circular capacitor patch, as shdvigure 4.14. In
order to obtain a better understanding in terms of the choice and numbesisffiiactions that
are required to model the antenna element, Figures 4.15 and 4.16 pravidesovergence tests.
The results in Figure 4.15 show how the input impedance of the antenna aari function of
the number of sinusoidal entire-domain modes on the resonant patch wapimd the number

of segments on the probe fixed. Each curve in Figures 4.15(a) andaf with the (1,0)-
directed mode on the left-hand side of thexis, after which otheg-directed modes are added
accumulatively as one moves towards the right-hand side aof #xés (i.e. for a specifie-directed
mode, all the modes towards its left are also included). Furthermore, in thgraphs, each curve
corresponds with a specific number gpfirected modes. The first curve assumes that there is
no y-directed mode, after which-directed modes are added accumulatively for the rest of the
curves. From these results it can definitely be seen that the resultsrgeragethe number of

x- andy-directed modes is increased. The results in Figure 4.16 show how thenmpedance

of the antenna varies as a function of the number of segments on the peatef(ll PWS basis
function spans two adjacent segments) when keeping the number ofidedesdire-domain basis
functions on the resonant patch fixed. Here too, it can be seen thatghksrconverge as the
number of segments is increased.

Based on the convergence tests, the electric current density on theistrwas finally modelled
with eleven entire-domain sinusoidal basis functions on the resonant, phaékingle circular
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Figure 4.15 Input impedance (at 1.8 GHz and with four segments on thegjrobthe antenna
element with a circular capacitor patch, but as a functiohefentire-domain sinusoidal basis func-
tions on the resonant patch. Parametérs:4.5 mm andi = 4 mm. (a) Input resistance. (b) Input
reactance.
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Figure 4.16 Input impedance (at 1.8 GHz) of the antenna element withcalleir capacitor patch,
but as a function of the number of segments on the probe. Eoeritire-domain sinusoidal basis
functions on the resonant patch, the (1,0), (1,2), (2,02)(23,0), (3,2), (5,0), (7,0) and (9,0) modes
were used for the-directed current, while the (2,0) and (2,1) modes were t@isethe y-directed
current. Parameterg:= 4.5 mm andi = 4 mm. (a) Input resistance. (b) Input reactance.
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Figure 4.17 Gain of the patch antenna with a circular capacitor patcharRatersb = 4.5 mm and
d=4mm.

attachment mode on the capacitor patch, and four PWS basis functions probee(excluding
the one associated with the attachment mode). For the entire-domain sinussdalunctions,
the (1,0), (1,2), (2,0), (2,2), (3,0), (3,2), (5,0), (7,0) and (9,0) rsaslere used for the-directed
current, while the (2,0) and (2,1) modes were used fogth@ected current. The electric current
density on the resonant patch is primarily directed alongitiérection. Figure 4.17 shows the
simulated and measured gain of the antenna element, from which it can bthae#re agree-
ment between the three codes and the measurements, is very good. DBieid, r8fers to the
implementation using the normal circular attachment mode, while SDMM (HO)sr&dehe im-
plementation using the higher-order circular attachment mode. As canmdlser is practically
no difference in the results obtained with the two circular attachment modesteFdgl8 shows
the simulated and measured input impedance of the antenna element, fromitvdaickalso be
seen that the agreement between the three codes and the measurenaérysgeold. The simu-
lation with the higher-order circular attachment mode appears to providisrésat agree better
with those of the two commercial codes and the measurements than that of mhal eocular
attachment mode, especially for the reactive part of the input impedaigpaeM.19 shows the
simulated radiation patterns in tleplane and théd-plane of the antenna element. From these
it can be seen that, once again, the agreement between the three caitbsgodd, while there

is practically no difference in the results obtained with the two circular attachmedes. The
cross-polarised pattern in tlieplane of the antenna element is very low and therefore has not
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Figure 4.18 Input impedance of the antenna element with a circular ¢apgeatch. Parameters:
b=4.5 mm and! =4 mm. (a) Input resistance. (b) Input reactance.

University of Pretoria—Electrical, Electronic and Computer Engineering 121



University of Pretoria etd — Mayhew-Ridgers, G (2004)

Chapter 4 Numerical and Experimental Results
-—- IE3D - FEKO -+--- SDMM —— SDMM (HO)
O T T T T T | T T T T T | T T T T T T T I T T T T T I T T T T T
o
=)
c
‘S
o
o
=
8 | |
[}
@ H 1
-15H 4
r | | | | | .
_20 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
-90 -60 -30 0 30 60 90
0 (degrees)
(@)
-—- IE3D e FEKO -+--- SDMM —— SDMM (HO)
O T T T T T | T T T T T | T T T | I T T | T T T T T | T T T T T
5 .
= L i
A=) L i
c
.g | 4
10T o R
ERY A NS A2\
& i N 7 i
[} N\ &,
x | ) ty '
i \\ 94 |
-1s5H N /’/
1 \ 7
\ /
\ /
\ 1
r \ /
_20 1 1 1 1 I 1 1 1 1 1 I 1 1 1 1 I 1 1 1 1 I 1 1 1 1 1 I 1 1 1 1
-90 -60 -30 0 30 60 90
0 (degrees)
(b)

Figure 4.19 Radiation patterns (at 1.8 GHz) of the antenna element witicalar capacitor patch.
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Figure 4.20 Geometry of the antenna element with a rectangular capartoh. (a) Top view of
the antenna element. (b) Side view of the multilayered sateswithe, = 4.25 and tad. = 0.02
for the FR-4 layer and with,. = 1 and tard. = O for the air layer.

been shown. On the other hand, it can be seen that the cross-polzaitech in theH-plane is
somewhat higher, especially towards the horizon (i.e# approaches90°). This behaviour is
due to the symmetry in one plane of the structure, but the asymmetry in the antiqdane.

Now, consider the patch antenna element with a rectangular capacitor patshown in Fig-
ure 4.20. The electric current density on the structure was modelled witbnetatire-domain
sinusoidal basis functions on the resonant patch, the circular attachmoelet and twenty-two
subdomain rooftop basis functions on the capacitor patch. Four PWSfbasions were used
on the probe (excluding the one associated with the attachment mode). Femtiteedomain
sinusoidal basis functions, the (1,0), (1,2), (2,0), (2,2), (3,0), (3320), (7,0) and (9,0) modes
were used for the-directed current, while the (2,0) and (2,1) modes were used fay-theected
current. A radius of 2.5 mm was used for the attachment mode. Figure 424 she simulated
and measured gain of the antenna element, from which it can be seen thgtekenent between
the three codes and the measurements, is very good. Here too, thereticafiyano difference
in the results obtained with the two circular attachment modes. Figure 4.22 shewsnulated
and measured input impedance of the antenna element, from which it caneass®mn that the
agreement between the three codes and the measurements, is fairly deothplit reactance
as simulated by the SDMM implementation, seems to be slightly lower when comparesl to th
rest. Also, as compared to the antenna element with the circular capacitby hetie is not so
much difference between the results obtained with the two circular attachmdesnieigure 4.23
shows the simulated radiation patterns in Eplane and théd-plane of the antenna element.
From these it can be seen that, once again, the agreement betweendlethes is fairly good
and that there is also practically no difference in the results obtained with theiteular attach-
ment modes. The cross-polarised pattern inHiglane shows some spread between the results
of the three codes. However, the SDMM results lie in between those of thetotb codes. Also,
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Figure 4.21 Gain of the antenna element with a rectangular capacitchp&arameterg:= 5 mm,
w =10 mm andi = 8 mm.

the cross-polarised pattern of this antenna element appears to be slighgy tiign the one for
the element with the circular capacitor patch.

Following from all of the results that have been presented in this sectioanibe concluded
that the SDMM implementation compares very well with measurements and also witlvdahe
commercial codes. In the next section, it will now be used to characteriearsa elements with
capacitive feed probes. The higher-order circular attachment modbenilsed henceforth, as it
appears to provide results that agree well with those of the two commerdies @nd the mea-
surements when considering all the configurations that were used fealttiation.
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Figure 4.22 Input impedance of the antenna element with a rectangupsrottar patch. Parame-
ters:/ =5 mm,w = 10 mm andi = 8 mm. (a) Input resistance. (b) Input reactance.
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Figure 4.23 Radiation patterns (at 1.8 GHz) of the antenna element witcngular capacitor
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4.3 CHARACTERISATION OF ANTENNA ELEMENTS WITH CAPACITIVE
FEED PROBES

For both the antenna element with the circular capacitor patch, as showruire Big 4, and the
one with the rectangular capacitor patch, as shown in Figure 4.20, tleeserme key geometrical
parameters that can be used to control the antenna’s input impedantarashalidth. In both
cases, the size of the capacitor patch, as well as the gap-width betweesdhant patch and the
capacitor patch, mainly determines the input impedance of the antenna elerheriiaddwidth
of the antenna element is mainly determined by the thickness of the substrateffddt of these
parameters will now be addressed in more detail.

4.3.1 Input Impedance of the Antenna Element

Consider the antenna element with the circular capacitor patch, as shoviguie B.14. The
radius of the capacitor patch is denotedbbwhile the gap width between the resonant patch and
the capacitor patch is denoted dyFigure 4.24(a) shows the effect of the gap width on the antenna
input impedance, while Figure 4.24(b) shows the effect of the radiusafapacitor patch on the
antenna’s inputimpedance. The same basis functions as in Section 4.@ dssdffor the analysis.
From the results it can be seen that the gap width affects both the inpdanesisand the input
reactance, but that its effect on the input resistance is more signifi@anoththe input reactance.
Both the input resistance and input reactance decrease as the gaprisdvieterthermore, it can
be seen that the radius of the capacitor patch mainly affects the inputrreactehile it has hardly
any effect on the input resistance. The input reactance becomes rdootive as the radius (and
therefore the size) of the capacitor patch is increased.

Now, consider the antenna element with the rectangular capacitor pasigwas in Figure 4.20.
The length of the capacitor patch is denoted lbayd its width byw, while the gap width between
the resonant patch and the capacitor patch is denoted Wyigure 4.25(a) shows the effect of
the gap width on the antenna’s input impedance, Figure 4.25(b) showHdhed the length of
the capacitor patch on the antenna’s input impedance, while Figure 4stsfa) the effect of
the width of the capacitor patch on the antenna’s input impedance. Onte Bgasame basis
functions as in Section 4.2.4 were used for the analysis. From the resudts litecseen that the
gap width once again affects both the input resistance and the inputrreachut that its effect
on the input resistance is more significant than on the input reactance tHgoifput resistance
and input reactance decrease as the gap is widened. Both the lengtie andtthof the capacitor
patch mainly affects the input reactance, while they only have a very sredt @n the input
resistance. The input reactance becomes more inductive as the dimgasibtiserefore the size)
of the capacitor patch are increased.
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Figure 4.24 Effect (at 1.8 GHz) of some geometrical parameters on thetinmppedance of the
antenna element with the circular capacitor patch. (a) Gdfhweetween rectangular resonant patch
and capacitor patch (keép= 4.5 mm). (b) Radius of the capacitor patch (kdep4 mm).
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Figure 4.25 Effect (at 1.8 GHz) of some geometrical parameters on thatimppedance of the
antenna element with the rectangular capacitor patch. #a)vBdth between rectangular resonant
patch and capacitor patch (kekp 5 mm andw = 10 mm). (b) Length of the capacitor patch (keep
d =8 mm and =5 mm). (c) Width of the capacitor patch (keép 8 mm andw = 10 mm).
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4.3.2 Impedance Bandwidth of the Antenna Element

Figures 4.26 and 4.27 show the impedance bandwidth, at various sultsicateesses, for the
antenna elements with the circular and rectangular capacitor patchestredpeHere, the same
basis functions as in Section 4.2.4 were also used for the analysis. Tiwit#rs that correspond
to voltage standing-wave ratios (VSWRSs) of 1.5:1 and 2:1, are shownbdtbrsets of results,
the thickness of the air layer, denoted byn Figures 4.14 and 4.20, was varied from 12.5 mm
to 25 mm. At every thickness of the air layer, an attempt was made to maximise theaingped
bandwidth of the antenna element (i.e. to have as much as possible of thémpedance loci
inside the relevant constant VSWR circles on the Smith chart).

It can be seen that the impedance bandwidth increases with increasstopgeithickness, up to
a certain point where it more or less seems to taper off and decrease Agawssible explana-
tion for this behaviour is that the coupling mechanism between the variotsgfahe antenna
element is quite complex and also that an attempt was made to match the antenfibabesh
substrate thickness that was evaluated. For an impedance match on theghbsieates, the ca-
pacitor patch has to be relatively large and closely spaced to the regmatant As the substrate
thickness is increased, the capacitor patch has to become smaller andaaied &pther apart
from the resonant patch. Therefore, the fact that the overall sigeedstructure and the spacing
between the different parts change with substrate thickness, mosbjy@&xmlains the unusual
trend (i.e. the relation between impedance bandwidth and substrate thidkmesssot remain lin-
ear). In this context, it is worthwhile to also refer to some results in [193]ceming probe-fed
microstrip patch antennas on electrically thick substrates. In [193], thersutideed show that
the impedance bandwidth of probe-fed microstrip patch antennas insne#@hesubstrate thick-
ness up to a certain point, after which it decreases again.

As has already been pointed out, the capacitor patch has to be bigger emdizdoser to the
resonant patch for the thinner air layers, while for thicker air layersastto be smaller in size
and farther away from the resonant patch. These relationships cf#acky a limit on the range
of substrate thicknesses that can be used, and therefore also theablehlandwidths that can
be obtained. For example, if the substrate is too thin, the capacitor patcbt dsnplaced close
enough to the resonant patch and would probably have to be positioloedthe resonant patch.
It can be seen that for these particular antenna elements and spedifiirmp&equency, the op-
timum bandwidth is achieved for air layers that are between 15 mm and 20 mmFigcke 4.28
shows the behaviour of the impedance loci on a Smith chart for the antksmarg with the cir-
cular capacitor patch. It can be seen that, for a thinner substrate thi;khe loci exhibits a rather
wide loop, but that for thicker substrates, the loop becomes tighter.

From the results that have been presented in this section, it is apparethiettesare a number of
parameters that can be used to control the behaviour of these antemeatsleSuch a knowledge,
of which parameters are responsible for which behaviour, is very imuogapecially in an array
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Figure 4.26 Bandwidth (more or less around 1.8 GHz) versus substratkrbss for the antenna

element with the circular capacitor patch.
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Figure 4.27 Bandwidth (more or less around 1.8 GHz) versus substratkrtbss for the antenna

element with the rectangular capacitor patch.
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Figure 4.28 Impedance loci (hormalised to 3) of the antenna ele-
ment with the circular capacitor patch.

environment where there are even more parameters that have an iafluertice behaviour of
each element. In the next section, it will now be shown how these antermargkecan be used
in typical antenna applications.

4.4 APPLICATIONS

Microstrip patch antennas are very often used in array configuratibesathere might be specific
requirements in terms of antenna gain, beamwidth and polarisation. In thisssectiamber of
applications are addressed where patch antennas with capacitiverébed gan be very useful.
In Section 4.4.1, it is first shown how the cross-polarisation levels camdigced for a single
antenna element. This is then followed by a discussion on dual-polarisedésam8ection 4.4.2.
The building block for some of the arrays that are investigated, considtscolements that
are positioned in a back-to-back configuration. The characteristicaabf & configuration are
addressed in Section 4.4.3. In Sections 4.4.4 and 4.4.5, vertically- andiatiy-polarised
arrays are presented, while Sections 4.4.6, 4.4.7 and 4.4.8 are devotadotss+-45° slant-
polarised arrays. Finally, in Section 4.5, it is shown how the capacitive ¢ae be used with
resonant patches that are not rectangular in shape.

4.4.1 Antenna Element with Reduced Cross-Polarisation Levels

As is evident from the results in Section 4.2.4, an antenna element with a siogiefed capacitor
patch might have cross-polarisation levels in Higlane that are unacceptably high for some
applications. It is possible to reduce these levels by making the structuresyrareetric. This
can be done by adding another probe-fed capacitor patch on theiteppioe of the resonant
patch, as illustrated in Figure 4.29. However, it is important that the se@patitor patch gets
excited exactly out of phase (i.e. a £8thase difference) with the first capacitor patch. The only
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Figure 4.29 Geometry of the antenna element with two capacitor patchesefduced cross-
polarisation levels. (a) Top view of the antenna elementS{te view of the multilayered substrate
with e, = 4.25 and tard. = 0.02 for the FR-4 layer and with, = 1 and tary. = 0 for the air layer.

drawback of such an element is that it requires some sort of feed rieb@tmw the ground plane
in order to split the signal and to provide the phase shift. However, thisialysiot a problem in
an antenna array, as it requires a feed network anyway.

Due to the fact that the antenna element is driven by two ports, the input @anpedct a specific
port is a function of the self-impedance at that port as well as the mutuatimnpe between the
two ports. It is possible to express the input impedance at any of the pomsking use of the
Z-parameters associated with the two ports. Zhgarameters relate the port voltages to the port
currents through

Vi Z{y Zi, Iy

= . , 4.2)

Va 73y Z3, I
whereV; andV, are the voltages at ports 1 and 2 respectively, Anaind I> are the currents at
these ports. The voltage at port 1 can therefore be expressed as

Vi=2Z{1h+ Zfzfz- (4.3)

From (4.3), it then follows that the input impedance at ponZ‘ll‘, can be expressed as

. i
Zln _ =
1 I
P p (12
=Z11+tZ12| 7 ) (4.4)
) ) Il
Now, due to the 180phase difference betwedh and I», I, = —I;. The input impedance at
port 1 then reduces to
Z¢ = z{) - 71, (4.5)
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Figure 4.30 Z-parameters of the two ports of the antenna element with apadcitor patches for

reduced cross-polarisation levels. (a) Resistive parhe¥Ztparameters. (b) Reactive part of the

Z-parameters.
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Figure 4.31 Radiation patterns (at 1.8 GHz) of the antenna element withdapacitor patches
for reduced cross-polarisation levels. (a) Radiationgpatin theE-plane ¢ = 0°). (b) Radiation
pattern in theH-plane ¢ = 90°).
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If one now wants to set the input impedance at port 1 equbidt implies that
Re{Z{1} — Re{Z{,} = Zo (4.6)

and that
Sm{Z{1} = Sm{Z{,}. 4.7)

Of course, the expression for the input impedance at port 2 follows imiéas way. For aZy
input impedance at port 2,
Re{ 25} - Re{ 251} = o 48)

and
Sm{Z3,} =Sm{Z51} (4.9)

have to be satisfied. The antenna element can be designed through treifen@cess. As in
Section 4.3, the size of the capacitor patches, as well as the separatiowelisetween each
capacitor patch and the resonant patch, can be used to cﬁtﬁrahdzf ,. For specific values of
Z{, andZ3’;, which should be equal by the wa¥y’, andZJ, can then be changed until (4.6) to
(4.9) are satisfied.

Figure 4.30 shows the simulat&eparameters of the antenna element in Figure 4.29. This element
was designed for an input impedance of X0@t each port. As stated before, the element will
usually be implemented with a power splitter below the ground plane, which canrdresform

the overall input impedance down to 50 From the results it can be seen that the agreement
between all three codes is quite good. Figure 4.31 shows the simulated ragatierns in the
E-plane and théd-plane of the antenna element. The cross-polar levels ikltp&ane have now
effectively been reduced to levels that fall well below the range of tlglgr Once again, the
three codes show good agreement. The same basis functions as in S&xtlomete used for the
SDMM analysis.

4.4.2 Dual-Polarised Antenna Element

In many applications, it is necessary to have antenna elements with two andiguarisations.
This can be achieved with the antenna element depicted in Figure 4.32.dderport is used to
generate the one polarisation, while the other port is used to generatéhtbgamal polarisation.
The electric current density on the resonant patch will primarily be direadtedy thex direction
for port 1, while that for port 2, will primarily be directed along thelirection.

The dimensions of the dual-polarised element of Figure 4.32 are similar to difidse single-

polarised element of Section 4.2.4. The electric current density on théusgugas modelled
with eighteen entire-domain sinusoidal basis functions on the resonaht piacsingle higher-
order circular attachment mode on each capacitor patch, and four PSikSfimactions on each
probe (excluding the one associated with the attachment mode). For thedamtisen sinusoidal
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Figure 4.32 Geometry of the dual-polarised antenna element. (a) Top wfethe
antenna element. (b) Side view of the multilayered sulestndth ¢, = 4.25 and
tané. = 0.02 for the FR-4 layer and with. = 1 and tard. = O for the air layer.

basis functions, the (1,0), (1,2), (2,0), (2,1), (3,0), (3,2), (5,0D)@nd (9,0) modes were used for
the z-directed current, while the same set of modes were also used fgrdinected current.

Figure 4.33(a) shows the simulated and measured reflection coefficipattat of the antenna
element, while Figure 4.33(b) shows the simulated and measured couplingshdtvestwo ports
of the antenna element. From these it can be seen that the element remaimaiek#d over a
wide bandwidth, although a second port was introduced (note that the slomerof the capacitor
patches, as well as the distance between each capacitor patch andttentgmtch, were kept
equal to those of Section 4.2.4 for the single-polarised antenna elemeridn Hiso be seen
that the coupling between the two ports vary between approximat&b/dB and—20 dB over
the operating frequency band. In both cases, the agreement betveesredsurements and the
simulations, is quite good. In this case, the results of FEKO, as well as thtis@®DMM, seems
to compare slightly better to the measurements than the results of IE3D do.

For some applications, the coupling between the two ports of the dual-pdlarsenna element
might be too high. This can be improved by using symmetric feeds, similar to thdSecin
tion 4.4.1. 1t might, however, require a more complex feed network. In sdine dollowing sec-
tions, it will also be shown how various array configurations can be tesezhlise dual-polarised
antennas with less coupling between the two ports.
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Figure 4.33 Sparameters of the dual-polarised antenna element. (agdRefh coefficient at
port 1. (b) Coupling between the two ports.
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4.4.3 Two-Element Linearly-Polarised Array

An alternative way to reduce the cross-polarisation levels of a prabedteh antenna, is to use
two elements that are positioned in a back-to-back configuration, as shdvigure 4.34. Here,
as is the case in Section 4.4.1, the two ports have to be excited exactly owtsef file. a 180
phase difference). The resulting effect is that the co-polarisedmisron the two resonant patches
are aligned, but that the fields radiated by the cross-polarised cyrtantel out.

The two-element array has to be excited by a feed network, similar to the &seiion 4.4.1, and
therefore the input impedance at each port is a function of the self-impeas that port as well
as the mutual impedance between the two ports. In order to design suchetetwent array, it
is important to know how the separation distance between the two elements bffieit the self-
impedance at each port and the mutual impedances between the two pante. &8p(a) shows
how the self-impedance at port Zfl, varies with the separation distancg,between the two
patches, while Figure 4.35(b) shows how the mutual impeddi‘ﬁg,varies with the separation
distance. Both these have been simulated with the SDMM. It can be seepphattion distance
has a more profound effect on the mutual impedance between the two tharson the self-
impedance at each port. Once again, the antenna element can be déisigngt an iterative
process. As in Section 4.3, the size of the capacitor patches, as well sspdtion distance
between them and the resonant patches, can be used to d@ﬁ;rahdzf ,. For specific values
of Z{’, andZ;’;, which should be equak{,; andZJ, can then be changed until (4.6) to (4.9) are
satisfied.

Figure 4.36 shows the simulat@dparameters of the two-element antenna array in Figure 4.34,
which was designed for an input impedance ofbat each port (this corresponds to a separation
distance s, of 30 mm). From the results it can be seen that the agreement between theenea
ments and all three codes, is quite good. Figure 4.37 shows the simulatdtbregéterns in the
E-plane and théi-plane of the two-element antenna array. The cross-polar levels in lzotag
fall well below the range of the graph. Once again, the three codes gbodvagreement. It can
be seen that the beamwidth in tBeplane is narrowed due to the alignment of the two elements.
The electric current density on the structure was modelled with eleven dotin@in sinusoidal
basis functions on each resonant patch, the single higher-ordelaciattachment mode on each
capacitor patch, and four PWS basis functions on each probe (exgltigirone associated with
the attachment mode). For the entire-domain sinusoidal basis functiond,,the(q,2), (2,0),
(2,2), (3,0), (3,2), (5,0), (7,0) and (9,0) modes were used faritieected current, while the (2,0)
and (2,1) modes were used for tirgirected current.
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Figure 4.34 Geometry of the two-element linearly-polarised array. T@p view of the array. (b) Side
view of the multilayered substrate with = 4.25 and ta. = 0.02 for the FR-4 layers and wit}. = 1
and tany. = 0 for the air layer.
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Figure 4.35 Effect (at 1.8 GHz) of the separation distance on parameters of the two-element
linearly-polarised array. (a) Self-impedance at port )} Mitual impedance between the two ports.
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Figure 4.36 Z-parameters of the two-element linearly-polarised arsay 80 mm). (a) Resistive
part of theZ-parameters. (b) Reactive part of tBgarameters.
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Figure 4.37 Radiation patterns (at 1.8 GHz) of the two-element linepdiarised array =
30 mm). (a) Radiation pattern in tHe-plane ¢p = 0°). (b) Radiation pattern in thél-plane
(¢ = 90°).

University of Pretoria—Electrical, Electronic and Computer Engineering 141



University of Pretoria etd — Mayhew-Ridgers, G (2004)

Chapter 4 Numerical and Experimental Results

4.4.4 Four-Element Vertically-Polarised Array

Many applications require the use of linear vertically-polarised antermagisar An example of
such an array is shown in Figure 4.38. This particular one consists of affievo-element sub-
arrays. Note that the resonant patches are all equally separatedn As seen from Figure 4.38,
two of the probes are excited exactly out of phase with respect to thetathgrobes. This is
done to reduce cross-polarisation levels. The array was designedtabehinput impedance at
each port is equal to 5Q.

The electric current density on the structure was modelled with eleven éotin@in sinusoidal
basis functions on each resonant patch, the single higher-ordelaciattachment mode on each
capacitor patch and four PWS basis functions on each probe (excltidirane associated with
the attachment mode). For the entire-domain sinusoidal basis functiond,,the(q,2), (2,0),
(2,2), (3,0), (3,2), (5,0), (7,0) and (9,0) modes were used fontdeected current, while the
(2,0) and (2,1) modes were used for theirected current. The feed network was modelled with
Sonnet’s circuit analysis module. Table 4.1 shows how the computer-meeguirements, for
the storage of the interaction matrix, varies among the three ¢odean be seen that the memory
requirements of the SDMM are substantially lower then that of the other twescad¥so, for the
SDMM, the amount of duplicate entries in the interaction matrix equates to 6 7288%.

Table 4.1
Computer memory required for the storage of the inter-
action matrix associated with the four-element vertically
polarised antenna array.

Method Unknowns Memory (MB)
IE3D 2560 100.0
FEKO 2576 101.3
SDMM 64 0.063

Figure 4.39 shows the simulated reflection coefficient at the input porteofetbd network. It
can be seen that there is close agreement between the results of the REKDMM codes, but
that the reflection coefficient, as simulated by IE3D, is somewhat lower.elenyvas shown in
Table 4.2, the 10 dB return-loss bandwidths for all three codes seenttmiarable. Figure 4.40
shows the simulated radiation patterns in Bxplane and théd-plane of the antenna array. The

! For comparison, it is assumed that all the codes store the entire interactiom (i.e. N2 values) in the computer’s
memory. This assumption is always valid for the SDMM code, while it is alda@\for FEKO when the default
settings are used, and for IE3D when the full matrix solver is used.

2 The amount of duplicate entries within the interaction matrix makes no differi the amount of matrix entries that
are actually stored within the computer's memory (the entire matrix is alat@ysd). It only gives an indication of
the amount of matrix elements that are not calculated directly, but thatenely copied from other entries (i.e. the
speedup in filling the matrix).

University of Pretoriao—Electrical, Electronic and Computer Engineering 142



University of Pretoria etd — Mayhew-Ridgers, G (2004)

Chapter 4 Numerical and Experimental Results
Y z
0
1.6 mm
¢ FR-4
IlS mm Air
Connector
1.5mm
(b)
30 mm
[m———m
! |
! |
: b - 1/18¢°
S I
£ |
B -
| Lommmmmee e - 1/0°
52 mm |
¢ |
|
T I
|
|
I
|
I
|
|
|
Porte--

- p—
© B
() (c)

Figure 4.38 Geometry of the four-element vertically-polarised ari@y. Top
view of the array. (b) Side view of the multilayered substraith ¢, = 4.25
and tard. = 0.02 for the FR-4 layers and witt}. = 1 and tard. = O for the
air layer. (c) Schematic of the feed network.
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Figure 4.39 Reflection coefficient at the input port of the feed network tlee four-element
vertically-polarised array.

cross-polar levels in both planes fall well below the range of the grapterins of the radiation
patterns, the three codes show very good agreement. It can be seémethaamwidth in the
E-plane is narrowed due to the vertical alignment of the antenna elements.

Table 4.2
10 dB Return-loss bandwidth at the input port of the four-
element vertically-polarised antenna array.

Method Bandwidth (%)
IE3D 25.7
FEKO 21.9
SDMM 21.3
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Figure 4.40 Radiation patterns (at 1.8 GHz) of the four-element vellfigaolarised array. (a) Ra-
diation pattern in th&-plane ¢ = 90°). (b) Radiation pattern in thid-plane ¢ = 0°).
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4.4.5 Four-Element Horizontally-Polarised Array

For some applications, a linear horizontally-polarised antenna array is adesesmtageous than
vertically polarised ones. An example of such an array is shown in Figdde & his particular
one consists of four elements, each with two capacitor patches to redssepmiarisation levels.
As can be seen from Figure 4.41, four of the probes are excited exatthyf phase with respect
to the other four probes. The array was designed so that the input impeedaeach port is equal
to 501).

The electric current density on the structure was modelled with eleven éotin@in sinusoidal
basis functions on each resonant patch, the single higher-ordelaciattachment mode on each
capacitor patch, and four PWS basis functions on each probe (exgltigirone associated with
the attachment mode). For the entire-domain sinusoidal basis functiond,,the(q,2), (2,0),
(2,2), (3,0), (3,2), (5,0), (7,0) and (9,0) modes were used forrth@ected current, while the
(2,0) and (2,1) modes were used for thdirected current. The feed network was modelled with
Sonnet’s circuit analysis module. Table 4.3 shows how the computer-meeguirements, for
the storage of the interaction matrix, varies among the three codes. It caeh¢hat the memory
requirements of the SDMM are once again substantially lower then that othiee two codes.
Also, for the SDMM, the amount of duplicate entries in the interaction matrixtegua 83.11%.

Table 4.3
Computer memory required for the storage of the interac-
tion matrix associated with the four-element horizontally
polarised antenna array.

Method Unknowns Memory (MB)
IE3D 4216 271.2
FEKO 2944 132.3
SDMM 84 0.108

Figure 4.42 shows the simulated reflection coefficient at the input poredetd network. It can
be seen that there is good agreement between the results of all three Thdesimulated 10 dB
return-loss bandwidths are shown in Table 4.4, from which it can be thetithe agreement is
also quite good. Figure 4.43 shows the simulated radiation patternskaplane and théi-plane

of the antenna array. The cross-polar levels in both planes fall welMiéle range of the graph.
In terms of the radiation patterns, the three codes show very good agreerhe antenna gain,
as simulated by IE3D, however, appears to be a fraction higher thanfttieg other two codes.

It can also be seen that the beamwidth inlthelane is narrowed due to the vertical alignment of
the antenna elements.
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Figure 4.41 Geometry of the four-element horizontally-polarised wrf@a) Top view of the array.
(b) Side view of the multilayered substrate with= 4.25 and tad. = 0.02 for the FR-4 layers and
with e,, = 1 and tard. = 0 for the air layer. (c) Schematic of the feed network.
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Figure 4.42 Reflection coefficient at the input port of the feed network tlee four-element
horizontally-polarised array.

Table 4.4
10 dB Return-loss bandwidth at the input port of the four-
element horizontally-polarised antenna array.

Method Bandwidth (%)
IE3D 41.1
FEKO 38.6
SDMM 38.5
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Figure 4.43 Radiation patterns (at 1.8 GHz) of the four-element hottialtyrpolarised array.
(a) Radiation pattern in thé-plane ¢ = 0°). (b) Radiation pattern in thid-plane ¢ = 90°).
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4.4.6 Four-Element+45° Slant-Polarised Array

Linear antenna arrays with45° slant polarisation are nowadays very popular for use on cellular
base stations. Like other dual-polarised antennas, these antennaavadw ports, one for the
+45° polarisation and one for the45° polarisation. They are usually required to have a wide
beamwidth in the azimuth plane and a narrow beamwidth in the elevation planehi®vaathese
requirements, they are therefore usually also constructed as linegs.aFRigure 4.44 shows the
geometry of such an array that can be realised by means of patch aatemaants with capacitive
feed probes.

The array can be viewed as two subarrays, each consisting of twgdlaaised elements. In
each subarray, the probes that are diagonally opposite to each athédepthe one polarisation,
while the other two probes provide the orthogonal polarisation. The twaegrthat are diagonally
opposite to each other, are excited exactly out of phase (i.e.°gh@Be difference) so that the co-
polarised fields add constructively and the cross-polarised fieldelant The input impedance
at a specific probe is a function of the self-impedance at that probelleesitiee mutual impedance
between that probe and all the other probes. This array was desigiakitg into account only
the mutual impedance between two diagonally opposite probes in eachagubre size of the
capacitor patches, as well as the separation distance between them eggbttent patches, was
then altered until (4.6) to (4.9) were satisfied for the two diagonally opposifees. The array
was designed so that the input impedance at each port is equafto 50

The electric current density on the structure was modelled with eighteen-datirain sinusoidal
basis functions on each resonant patch, the single higher-ordelaciattachment mode on each
capacitor patch, and four PWS basis functions on each probe (exgltidirone associated with
the attachment mode). For the entire-domain sinusoidal basis functiond,,the(q,2), (2,0),
(2,1), (3,0), (3,2), (5,0), (7,0) and (9,0) modes were used forthe’ -directed current, while the
same set of modes were also used for-ti#&°-directed current. The feed network was modelled
with Sonnet’s circuit analysis module. Table 4.5 shows how the computer-meamrirements,
for the storage of the interaction matrix, varies among the three codesn liecaeen that the
memory requirements of the SDMM are once again substantially lower thenf it other two
codes. Also, for the SDMM, the amount of duplicate entries in the interactidrixeguates to
83.41%.

Table 4.5
Computer memory required for the storage of the interac-
tion matrix associated with the four-elemerd5° slant-
polarised antenna array.

Method Unknowns Memory (MB)
IE3D 4076 253.5
FEKO 2912 129.4
SDMM 112 0.191
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Figure 4.44 Geometry of the four-element-45° slant-polarised array.
(a) Top view of the array. (b) Side view of the multilayeredstiate with
e, = 4.25and tad. = 0.02 for the FR-4 layers and with. = 1 andtard, = 0
for the air layer. (c) Schematic of the feed network.
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Figure 4.45(a) shows the simulated reflection coefficient at port 1 ofabd hetwork, while
Figure 4.45(b) shows the simulated coupling between the two ports of thenetedrk. The
simulated 10 dB return-loss bandwidths for port 1 are shown in Table 408.thE reflection
coefficient, the results of the SDMM lies between those of IE3D and FEKewll three codes
compare fairly well in terms of the coupling results. The coupling, as simulagedt®D, is

slightly higher than as simulated by the other two codes. Overall though, thed@ampe bandwidth
of the array seems to be satisfactory for most cellular applications (thg wes designed to
roughly operate within the GSM 1800 frequency band, but was not optinaisesuch), while
the decoupling of the two ports is close to the 25 dB to 30 dB that is normally asextfular

applications [194,195].

Table 4.6

10 dB Return-loss bandwidth at port 1 of the four-element
+45° slant-polarised antenna array.

Method Bandwidth (%)
IE3D 29.8
FEKO 27.8
SDMM 27.0

The gain associated with the co-polarised radiation patté€fgso, as well as the gain associated
with the cross-polarised radiation patteffi,o, can be calculated as

A ‘ Escat ¢) ’2

copol

210 B

Gcopol(97 ¢) = (4-10)

and
Ar ’ Escat 0, ) ’2

xpol

pro|(97 ¢) - 277( )P

(4.11)

where the absolute values of the co-polarised and cross-polarisededietds, £555, and E53),
are given by

E3°0, ¢) + E*2(0, ¢)
| BS540, )| = | 7 ¢ (4.12)
and ‘ ‘
Esca 9’ ¢) _ ESCa 6’ ¢)
| Egsai0, ¢)| = |— % 2 (4.13)

respectively. Figure 4.46 shows the simulated co-polarised and ontesgspd radiation patterns
in the azimuth and elevation planes of the antenna array. From these it cseebdhat the
agreement between the three codes is very good, and that the areagrbas-polar discrimination
factor of about 18 dB to 20 dB. This should suffice for most cellular appibos [195, 196].
The elevation beamwidth can be decreased by adding more elements to yheThisawill also
increase the gain of the array.
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Figure 4.45 S-parameters of the four-elemeh#l5° slant-polarised array. (a) Reflection coefficient
at port 1 of the feed network. (b) Coupling between the twdgofthe feed network.
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Figure 4.46 Radiation patterns (at 1.8 GHz) of the four-elem&d6° slant-polarised array. (a) Ra-
diation pattern in the azimuth plang & 0°). (b) Radiation pattern in the elevation plare=£ 0°).
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4.4.7 Five-Element:45° Slant-Polarised Array

An alternative form of thet45° slant-polarised antenna array is shown in Figures 4.47. It consists
of a zig-zag type of arrangement where adjacent antenna elementsdiened in a back-to-back
configuration. Of the five resonant patches, the bottom four patcbeg&iprthe one polarisation,
while the top four patches provide the orthogonal polarisation. It carfibier be seen that the
topmost and bottommost patches only provide one polarisation each, btitahihtee patches in
the middle provide both polarisations. All of the probes connected to pareBssociated with the
one polarisation, while those connected to port 2, are associated withthlog@nal polarisation.
The antenna array was designed by only taking into account the mutuglirgpbetween two
adjacent probes. By following the same approach as in Section 4.4.3, thérmgedance at each
port was designed to be equal to G0

The electric current density on the structure was modelled with eighteen-datitain sinusoidal
basis functions on each resonant patch, the single higher-ordelaciattachment mode on each
capacitor patch, and four PWS basis functions on each probe (exgltigirone associated with
the attachment mode). For the entire-domain sinusoidal basis functiond,,the((,2), (2,0),
(2,1), (3,0), (3,2), (5,0), (7,0) and (9,0) modes were used for#he’ -directed current, while the
same set of modes were also used for-ti&°-directed current. The feed network was modelled
with IE3D, after which thes-parameters of the array and the feed network were cascaded by means
of Sonnet’s circuit analysis module. Table 4.7 shows how the computer-rgeeguirements, for
the storage of the interaction matrix associated with the array, varies amotigebdull-wave
codes. It can be seen that the memory requirements of the SDMM are gaicesabstantially
lower then that of the other two codes. Also, for the SDMM, the amount plichte entries in the
interaction matrix equates to 82.42%. An physical model of this antennapas $in Figure 4.48,
was also constructed in order to compare the simulations to measurements.

Table 4.7
Computer memory required for the storage of the interac-
tion matrix associated with the five-elemend5° slant-
polarised antenna array.

Method Unknowns Memory (MB)
IE3D 5682 492.6
FEKO 3472 183.9
SDMM 130 0.258

Figure 4.49 shows the simulated and measured gain (all cases includirgjitossefeed network)

of the antenna, from which it can be seen that the agreement betweerethedales is very good,
but that the measured gain is only slightly lower than the simulated gain. Thisecaschibed to

the rather small ground plane that was used for the physical antenn& mode

University of Pretoriao—Electrical, Electronic and Computer Engineering 155



University of Pretoria etd — Mayhew-Ridgers, G (2004)

Chapter 4 Numerical and Experimental Results

Figure 4.50(a) shows the measured and simulated reflection coefficigottdt of the feed net-
work, while Figure 4.50(b) shows the measured and simulated coupling dretive two ports of

the feed network. The simulated 10 dB return-loss bandwidths for poe 4reown in Table 4.8.
In terms of the reflection coefficient, there is close agreement between #surad results and
the IE3D results, as well as close agreement between the SDMM resulteeaREKO results.

There is a small difference between the measured/IE3D results and thISEHO results. The

overall bandwidth, however, appears to be more or less the same fouadldts of results. As far
as the coupling between the two ports goes, the measured results and simadatedall agree
fairly well. From these results it can be seen that the impedance bandwithh afitenna is suffi-
ciently wide for most cellular applications and that the decoupling between thpdrts seem to
be slightly better than that of the array in Section 4.4.6.

Table 4.8
10 dB Return-loss bandwidth at port 1 of the five-element
+45° slant-polarised antenna array.

Method Bandwidth (%)
Measured 28.4
IE3D 32.4
FEKO 30.0
SDMM 28.7

Figure 4.51 shows the measured and simulated co-polarised and ctagsegabradiation patterns
in the azimuth plane of the antenna array, while Figure 4.52 shows the mgaswesimulated
co-polarised and cross-polarised radiation patterns in the elevation gighe antenna array.
From these it can be seen that the agreement between the three codés good and that the
simulations compare fairly well with the measurements, given the finite size otded plane
that was used for the physical antenna model. In this case it can be s¢¢hebbeamwidth of
the co-polarised pattern in the azimuth plane is slightly narrower than that efrithg in Sec-
tion 4.4.6. This is due to the somewhat larger horizontal dimensions of the @ira cross-polar
discrimination of this array is better than 20 dB over most of the usable beaminitiie two
planes.
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Figure 4.47 Geometry of the five-elemert45° slant-polarised array. (a) Top view of the array. (b) Side
view of the multilayered substrate with = 4.25 and tad. = 0.02 for the FR-4 layers and witt}. = 1
and tany. = 0 for the air layer. (c) Feed network for the array.
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(b)

Figure 4.48 Photographs of the five-elemetid5° slant-polarised array. (a) Antenna ele-
ments. (b) Feed network.
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Figure 4.49 Gain of the five-element45’ slant-polarised array.
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Figure 4.50 S-parameters of the five-elemeh#l5° slant-polarised array. (a) Reflection coefficient
at port 1 of the feed network. (b) Coupling between the twdsofthe feed network.

University of Pretoria—Electrical, Electronic and Computer Engineering 159



University of Pretoria etd — Mayhew-Ridgers, G (2004)

Chapter 4 Numerical and Experimental Results

----- Measured-—— IE3D - FEKO —— SDMM

O T T T T T T T T T T I T T T T T T I T T T T T I T T T T T

-10

-15

Relative gain (dB)

-20

1 — P A I L1 1 I | N T - I L1 1

-25H

- i 1 1 1 1 1 I 1 1 1 1 1 I 1 1 1 1 1 I 1 1 1 1 1 I 1 1 1 1 1 I 1 1 1 1 1 i
3990 -60 -30 0 30 60 90

0 (degrees)
(@)

----- Measured-—— IE3D - FEKO —— SDMM
'10 T T T T T T T T T T | T T T T T | T T T T T | T T T T T | T T T T T

-15

. o A N T |

=~

Relative gain (dB)
N
[¢)]

_40 1 1 1 1 1 I 1 1 1 1 1 I 1 1 1 1 1 I 1 ‘: f: 1 1 I 1 1 1 1 1 I 1 1 1 1 1
-90 -60 -30 0 30 60 90

0 (degrees)
(b)

Figure 4.51 Radiation patterns (at 1.8 GHz) in the azimuth plape{ 0°) of the five-element
+45° slant-polarised array. (a) Co-polarised pattern. (b) Smsarised pattern.

University of Pretoria—Electrical, Electronic and Computer Engineering 160



University of Pretoria etd — Mayhew-Ridgers, G (2004)

Chapter 4 Numerical and Experimental Results
----- Measured-—— IE3D - FEKO —— SDMM
O_ T T T T T T T T T T | T T T T T T T T | T T T T T | T T T T T ]
-5_— 3 B
- ‘\ 4
- \_ 4
o -10F —
= i i
c - i
© L i
o L AN |
o J N,
2 C = Seeesl ]
© i 3 / \\ N
i - L ; Na ]
E Vi i
L .y i
I ¥ |
! if !
!
£ 1
i
_30 1 1 1 1 1 I 1 1 1 1 I 1 1 1 1 1 I 1 1 1 1 I |=~:"Ill 1 1 I 1 1 1 1 1
-90 -60 -30 0 30 60 90
0 (degrees)
(@)
----- Measured-—— IE3D - FEKO —— SDMM
'10_ T T T T T T T T T T | T T T T T | T T T T | T T T T T | T T T T T ]
= -20F
=
c
.g I
o 254
=
z
[ | S SRt £N
© b 000\ [
W\
F N
-35 \
RV
_40 1 1 1 1 1 I 1 1 1 1 1 I 1 1 1 1 1 I 1 1 1 .'- 1
-90 -60 -30 0 30 60 90
0 (degrees)

(b)

Figure 4.52 Radiation patterns (at 1.8 GHz) in the elevation plape=(90°) of the five-element
+45° slant-polarised array. (a) Co-polarised pattern. (b) Smsarised pattern.
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4.4.8 Nine-Element:-45° Slant-Polarised Array

Many cellular base station installations require antennas with higher gaimsamaver elevation
beamwidths than those that have been presented to far. This can besddbyeadding more
elements to the antenna array, thereby extending the length of the artiaig $ection, an antenna
array is presented that is more or less comparable in size to that of a tyigicajdin cellular base
station antenna.

Consider the antenna array in Figure 4.53. It is a somewhat larger weskittne one in Sec-
tion 4.4.7. The electric current density on the structure was modelled with eightgire-domain
sinusoidal basis functions on each resonant patch, the single higlt@rearcular attachment mode
on each capacitor patch, and four PWS basis functions on each gatieding the one associ-
ated with the attachment mode). For the entire-domain sinusoidal basis fus¢tier{1,0), (1,2),
(2,0), (2,1), (3,0), (3,2), (5,0), (7,0) and (9,0) modes were usedhfor-45°-directed current,
while the same set of modes were also used forth&°-directed current. The feed network was
modelled with Sonnet’s circuit analysis module. Table 4.9 shows how the cormpataory re-
quirements, for the storage of the interaction matrix associated with the aarégss among the
three full-wave codes. It can be seen that the memory requirements oD&1%re basically
insignificant, but that those for the other two codes are greater thandielde memory on most
personal computers. For the SDMM, the amount of duplicate entries in thagtiten matrix
equates to 90.07%.

Table 4.9
Computer memory required for the storage of the interac-
tion matrix associated with the nine-elemem5° slant-
polarised antenna array.

Method Unknowns Memory (MB)
IE3D 7747 915.8
FEKO 6176 582.0
SDMM 242 0.894

Figure 4.54(a) shows the simulated reflection coefficient at port 1 ofebd hetwork, while
Figure 4.54(b) shows the simulated coupling between the two ports of thaédedrk. The sim-
ulated 10 dB return-loss bandwidths for port 1 are shown in Table 4nli@rins of the reflection
coefficient, there is close agreement between the SDMM results and th® FEskilts, but there
is a slight frequency shift when compared to the IE3D results. The bweradwidth, however,
appears to be more or less the same for all three sets of results. As farcasitiing between the
two ports goes, the simulated results all agree fairly well. From these restdtslite seen that the
impedance bandwidth of the antenna is sufficiently wide for most cellular apiplis and that the
decoupling between the two ports is also quite good.
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Table 4.10
10 dB Return-loss bandwidth at port 1 of the nine-
elementt45° slant-polarised antenna array.

Method Bandwidth (%)
IE3D 20.8
FEKO 20.5
SDMM 194

Figure 4.55 shows the simulated co-polarised and cross-polarised ragiatierns in the azimuth
and elevation planes of the antenna array. From these it can be setretagteement between
the three codes is quite good. It can also be seen that the extra elemeantsibad the gain of
the antenna and that the beamwidth in the elevation plane has been naribwe=dross-polar
discrimination of this array is also better than 20 dB over most of the usahteviadth in the two
principal planes.
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Figure 4.53 Geometry of the nine-element45° slant-polarised array. (a) Top view of the array. (b) Side
view of the multilayered substrate with = 4.25 and tad. = 0.02 for the FR-4 layers and witt}. = 1
and tany. = 0 for the air layer. (c) Schematic of the feed network.
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Figure 4.54 S-parameters of the nine-elemed5’ slant-polarised array. (a) Reflection coefficient
at port 1 of the feed network. (b) Coupling between the twdgofthe feed network.
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Figure 4.55 Radiation patterns (at 1.8 GHz) of the nine-eleme#4§° slant-polarised array. (a) Ra-
diation pattern in the azimuth plang & 0°). (b) Radiation pattern in the elevation plare=£ 0°).
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4.4.9 Thirty Six-Element £45° Slant-Polarised Array

The concept of adaptive antenna systems, also called smart anteasdately been a topic of
extensive research. It can be used to increase the capacity of cetatenunications systems.
Essentially, it is an antenna array of which a relatively narrow beam eastdered towards the
mobile subscriber. As such, the antenna effectively suppressenetecé that comes from other
directions. A common way to realise an adaptive antenna, is to place a nufilinetao antenna
arrays next to each other, and to connect the input/output ports of tivedinal arrays by means
of a suitable beamforming network [194,197]. Usually, it is required thegetarrays should only
be able to scan in the azimuth plane [198].

In this section, four of the nine-elemeh#?5’ slant-polarised arrays, as presented in Section 4.4.8,
are positioned next to each other in order to form an array that is suitadel&ptive beamform-
ing in the azimuth plane. The geometry of the array is shown in Figure 4.56dilensions of

the antenna elements, as well as the spacings between them, are exactiydfzs shose in Fig-
ure 4.53. Each subarray also has a feed network with two ports, similar tméhie Figure 4.53.

The electric current density on the structure was modelled with eighteen-datirain sinusoidal
basis functions on each resonant patch, the single higher-ordelaciattachment mode on each
capacitor patch, and four PWS basis functions on each probe (exgltigirone associated with
the attachment mode). For the entire-domain sinusoidal basis functiond,,the((,2), (2,0),
(2,2), (3,0), (3,2), (5,0), (7,0) and (9,0) modes were used for#hs’ -directed current, while the
same set of modes were also used fortdé&°-directed current. The feed networks were modelled
with Sonnet’s circuit analysis module. Due to the size of the antenna arvegsionly modelled
with the SDMM, which makes extensive use of entire-domain basis functitatse 4.11 illus-
trates how the computer-memory requirements of the SDMM would compare twof ike8D and
FEKO. It can be seen that, for a non-iterative solution, the memory reqgeirts of the two com-
mercial codes would be greater than the available memory on most persomaliters. For the
SDMM, the amount of duplicate entries in the interaction matrix equates to 97.55%.

Table 4.11
Computer memory required for the storage of the inter-
action matrix associated with the thirty six-eleme5°
slant-polarised antenna array.

Method Unknowns Memory

IE3D 30988 14.3 GB (estimated)
FEKO 24704 9.1 GB (estimated)
SDMM 968 14.3 MB

Figure 4.57 shows the coupling between the different subarrays. Tdhiglas coupling between
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co-polar ports (e.g. twe-45° ports), as well as coupling between cross-polar ports (e
port and a—45° port). As shown in Figure 4.56, subarray 1 represents a subarthg atige of
the array, while subarray 2 represents a subarray in the middle of the &igure 4.57(a) shows
the coupling between subarray 1 and all of the other subarrays, whileeFg57(b) shows the
coupling between subarray 2 and all of the other subarrays. From tilvedigures, it can be seen
that the coupling between all ports in the array is relatively low. In mostsctse coupling is
below 30 dB.

Figure 4.58 shows the simulated co-polarised and cross-polarised ragiatterns in the azimuth
and elevation planes of the antenna array when all the co-polar podsiae with equal ampli-

tude and phase. It can be seen that the horizontal distribution of theaybaffectively narrows
the beamwidth in the azimuth plane. The cross-polar discrimination of this arirathis order of

25 dB over most of the usable beamwidth in the two principal planes.
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Figure 4.56 Geometry of the thirty six-element45° slant-polarised array. This array consists of
four linear subarrays that are positioned next to each other
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Figure 4.57 Co-polar and cross-polar coupling (at 1.8 GHz) betweenitteat subarrays of the
thirty six-elementt45° slant-polarised array. (a) Coupling to subarray 1. (b) diagpo subarray 2.
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Figure 4.58 Radiation patterns (at 1.8 GHz) of the thirty six-eleme#5° slant-polarised array
when the co-polar ports are excited with equal amplitude @rake. (a) Radiation pattern in the
azimuth plane¢ = 0°). (b) Radiation pattern in the elevation plame= 0°).
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4.4.10 Eighty-Elementt45° Slant-Polarised Array

Lindmark [194] has shown how up to twelve subarrays can be usedlieeraa adaptive antenna.
In order to illustrate the computational benefits of the SDMM for such largklpms, this section
presents an antenna array that consists of ten linear subarraysneawfingt45° slant polarised.
The geometry of the array is shown in Figure 4.59. The dimensions of therenedements, as
well as the spacings between them, are exactly the same as those in FigurBachA4subarray
also has a feed network with two ports, one for each polarisation.

The electric current density on the structure was modelled with eighteen-datitain sinusoidal
basis functions on each resonant patch, the single higher-ordelaciattachment mode on each
capacitor patch, and four PWS basis functions on each probe (exgltigirone associated with
the attachment mode). For the entire-domain sinusoidal basis functiond,,the(q,2), (2,0),
(2,2), (3,0), (3,2), (5,0), (7,0) and (9,0) modes were used for#hs’ -directed current, while the
same set of modes were also used for-td&°-directed current. The feed networks were modelled
with Sonnet’s circuit analysis module. Once again, due to the size of thenargieray, it was only
modelled with the SDMM. Table 4.12 illustrates how the computer-memory requitsroéthe
SDMM would compare to that of IE3D and FEKO. It can be seen that, faraiterative solution,
the memory requirements of the two commercial codes would far outweigh thaldeanemory
on any personal computer. For the SDMM, the amount of duplicate entrittgeimteraction
matrix equates to 98.89%.

Table 4.12
Computer memory required for the storage of the inter-
action matrix associated with the eighty-elemet5°
slant-polarised antenna array.

Method Unknowns Memory

IE3D 81520 99.0 GB (estimated)
FEKO 58240 50.5 GB (estimated)
SDMM 2240 76.6 MB

Figure 4.60 shows the coupling between some of the subarrays. Thiséaaodpling between
co-polar ports (e.g. twe-45° ports), as well as coupling between cross-polar ports (e-g4%
port and a—45° port). As shown in Figure 4.59, subarray 1 represents a subartaye &dge
of the array, while subarray 5 represents a subarray in the middle ofridne & igure 4.60(a)
shows the coupling between subarray 1 and all of the other subaniays Figure 4.60(b) shows
the coupling between subarray 5 and all of the other subarrays. Fese tivo figures, it can
be seen that the coupling between the subarrays is substantially high¢héhesupling for the
configuration in Figure 4.56.
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Figure 4.59 Geometry of the eighty-elemefi45° slant-polarised array. This array consists
of ten linear subarrays that are positioned next to each.othe

Figure 4.61 shows the simulated co-polarised and cross-polarised ragiatterns in the azimuth
and elevation planes of the antenna array when all the co-polar podsiae with equal ampli-
tude and phase. It can be seen that the ten subarrays narrows itheireain the azimuth plane
significantly. However, the cross-polar discrimination of this array is notgat all. It appears to
be only about 10 dB.

The results in this section and the previous section show that the layout ahtdbena elements
is very important when good isolation between subarrays, as well as t@s-polarisation levels,
is required. In terms of these requirements, the zig-zag configuratioigoife=4.56 is definitely
superior.
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Figure 4.60 Co-polar and cross-polar coupling (at 1.8 GHz) betweenitteat subarrays of the
eighty-elementt45° slant-polarised array. (a) Coupling to subarray 1. (b) Qiaggo subarray 5.

University of Pretoria—Electrical, Electronic and Computer Engineering

174



University of Pretoria etd — Mayhew-Ridgers, G (2004)

Chapter 4 Numerical and Experimental Results
—— Co-polar = Cross-polar
30 T T T T T T T T T T I T T T T T | T T T T T | T T T T T | T T T T T

20| =
10— —

o L 4
E - =
s o ]
(.5 - -
o i i
STo/ SR AN A I A S N A O | R A -

20}

:1-

_30- 1 1 1 1 1 I 1 1 1

-90 -60 -30 0 30 60 90
f (degrees)
(a)
—— Co-polar - Cross-polar

30 T T T T T T T T T T I T T T T T I T T T T T I T T T T T I T T T T T

20

10

Gain (dBi)
o

-10

20

_30 1 1 1 1 1 I 1 1 1 1 1 I 1 1 1 1 1 I 1 1 1 1 1 I 1 1 1 1 1 I 1 1 1 1 1
-90 -60 -30 0 30 60 90

0 (degrees)
(b)

Figure 4.61 Radiation patterns (at 1.8 GHz) of the eighty-eleme#§’ slant-polarised array when
the co-polar ports are excited with equal amplitude and@hgs Radiation pattern in the azimuth
plane ¢ = 0°). (b) Radiation pattern in the elevation plae=£ 0°).
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4.5 ALTERNATIVELY-SHAPED PATCHES

So far, only antenna elements with rectangular resonant patches leavenbestigated. However,

it is possible to use alternative shapes for the resonant patches. &messthat have been found

to be useful, are the circular patch and annular-ring patch. FiguresAd2.63 depict the geom-
etry of two antenna elements that were designed to operate at a centrenftgepf more or less

1.8 GHz. The annular ring was designed to operate in itg7livbde. The capacitive feed probe is
an ideal feeding mechanism for the annular ring as it is impossible to obtain adange match

for the annular ring in its Thh mode when using a direct feed to the ring. This happens to be the
case even when using thin substrates.

The antenna elements in Figures 4.62 and 4.63 were analysed with IE3[2, 8B&M imple-
mentation in this thesis only applies to antenna elements with rectangular repatargs. For
verification purposes, a physical model of each antenna element wsiswied on a 150 mm
150 mm ground plane. Both these antenna elements have impedance loce thettyasimilar to
that of the antenna element with the rectangular resonant patch. Tablshé&/8 the measured
and simulated 10 dB return-loss bandwidths of the two antenna elements. &karettand sim-
ulated bandwidth values compare very well, while they are also comparabla f the antenna
element with a rectangular resonant patch.

Table 4.13
Measured and simulated 10 dB return-loss bandwidths of
the antenna elements with alternatively-shaped patches.

Circular Annular ring
Measured 27.9% 26.1%
IE3D 26.8% 25.9%

Figure 4.64 shows the measured and simulated radiation patternskrplh@e and théd-plane
of the antenna element with a circular resonant patch, while Figure 4.6&ghe same for the
the antenna element with a annular-ring resonant patch. The cordésg@ain values are shown
in Table 4.14. All the measured and simulated results compare favouralilg, twé radiation
patterns and gain values of the two elements are also very similar.

Table 4.14
Measured and simulated gain values of the antenna ele-
ments with alternatively-shaped patches.

Circular Annular ring
Measured 8.6 dBi 8.5 dBi
IE3D 8.8 dBi 8.0 dBi

University of Pretoria—Electrical, Electronic and Computer Engineering 176



University of Pretoria etd — Mayhew-Ridgers, G (2004)

Chapter 4 Numerical and Experimental Results
Y
z
] :
5 x 12 mm 1.6 mm
32 mm
o !
A FR-4
115 mm Air
J L g =0.9 mm ” |
Connector
8 mm
(b)

(@)

Figure 4.62 Geometry of the antenna element with a circular resonachp#4) Top view
of the antenna element. (b) Side view of the multilayeredssake withe, = 4.25 and
tand. = 0.02 for the FR-4 layer and with. = 1 and tars. = O for the air layer.
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Figure 4.63 Geometry of the antenna element with an annular-ring regqech. (a) Top
view of the antenna element. (b) Side view of the multilaglesebstrate witla,. = 4.25 and
tand. = 0.02 for the FR-4 layer and with. = 1 and tard. = O for the air layer.
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Figure 4.64 Radiation patterns (at 1.8 GHz) of the antenna element wgiftalar resonant patch.

(a) Co-polar radiation pattern in teplane ¢ = 0°). (b) Co-polar and cross-polar radiation patterns
in theH-plane ¢ = 90°).
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Figure 4.65 Radiation patterns (at 1.8 GHz) of the antenna element witlneular-ring resonant
patch. (a) Co-polar radiation pattern in tBeolane ¢ = 0°). (b) Co-polar and cross-polar radiation

patterns in théd-plane ¢ = 90°).
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4.6 CONCLUDING REMARKS

This chapter presented a number of numerical and experimental reswoitdeinto verify that the
SDMM implementation is accurate, to characterise the new antenna elementssimivtbow
they can be used for different applications.

The SDMM implementation was verified by first analysing isolated parts of tteznaa elements,
such as the probes and probe-fed capacitor patches. The resul@resifgvourably to published
data. The circular and rectangular attachment-mode approaches wghedvep against each
other in terms of their abilities to model rectangular probe-fed patches wiugasizes and on
various substrate thicknesses. It turned out that the circular attachmuoelg is more versatile
than the rectangular attachment mode. The rectangular attachment modeakbés to model
the electric current density on very small probe-fed patches, suctoss that are used for the
capacitor patches. The higher-order circular attachment mode probedjtate successful for the
modelling of the electric current density on the circular capacitor patchest Mhportantly, the
SDMM implementation also proved to be accurate for the analysis of completanargements,
consisting of a resonant patch that is excited by a small probe-fedit@paatch. Throughout,
the SDMM results compared well with published results, measurements anestlits rof other
commercial codes.

The new antenna elements were characterised in order to show how itnesvdimensions of
the structure affects the input impedance and impedance bandwidth oftémmarelement. This
knowledge is very important in the design of such elements or antenna awagisting of such
elements. It was shown that the size of the capacitor and the gap width bdtweempacitor patch
and the resonant patch, are the two important parameters for controllimgpiiteimpedance of

the antenna element. The size of the capacitor patch has a more proféectdoefthe input

reactance, while the gap width largely affects the input resistance. Tiuvidth of the antenna
element increases together with the thickness of the air substrate, but entettain point, after

which it would appear that the gap width between the capacitor patch anddbieant element
becomes too large. Also, for a rather thin air substrate, the capacitorgaatobt be placed close
enough to the resonant patch, therefore also placing a lower limit on the ampedhandwidth.

On the high end, it was shown that impedance bandwidths of well over a@%eachieved for a
VSWR of 2:1.

It was also shown how the antenna element can be used in a number adrdifipplications. The
examples included linear vertically-polarised arrays, linear horizontallgrized arrays, as well
as a number of-45° slant-polarised arrays. These are often required in applications swt-a
lular communications. Some of the arrays that were analysed, are electiacgyand served as
good examples to show how efficient the SDMM implementation is in terms of corrmeterory
requirements. For a fixed amount of computer memory, the SDMM implementatiopecased
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to analyse much larger arrays than what is possible with the commercial. cbdiemughout all
the applications that were presented, the simulation results of the SDMM aigmaced well with
measurements and the results of the two commercial codes that were used.

One feature of the SDMM implementation that proved to be very successthg identification
of duplicate entries within the interaction matrix. This is done so that these edtriest need
to be evaluated more than once. Figure 4.66 shows a typical relation betiae@umber of
unknowns and the number of entries in the interaction matrix that has to badhfter all the
duplicate entries have been identified. The relation in Figure 4.66 is baste @noblems that
were solved in this chapter and is of course very dependant on thenargenmetry and types of
basis functions that are used. However, it can be seen that, in gaher@ld appear that there
is a linear relation between the number of entries to be evaluated and the nointipdmnowns.
Without this feature, the number of entries to be evaluated would be propairto the square
of the number of unknowns. As shown in Figure 4.67, it turned out thatithe required to
evaluate the relevant entries in the interaction matrix, also has a linear relattotm@/number of
unknowns. Once again, this is based on the problems that were analybeddhapter.
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Figure 4.66 Number of entries in the interaction matrix of the SDMM thasho be evaluated after all
duplicate entries have been identified.
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Figure 4.67 Time required to fill the interaction matrix of the SDMM on &Z5Hz Pentium 4 processor
at one frequency point.
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Conclusions and Future Research

5.1 GENERAL CONCLUSIONS

The principal contributions of this study include the development of a neaative feeding

mechanism for wideband probe-fed microstrip patch antennas as wek amplementation of
a spectral-domain moment-method formulation for the efficient analysis of, lirge arrays

of these elements. Such antenna configurations are very useful in #lessicommunications
industry, but extremely difficult to analyse with commercially available software

The new feeding mechanism for wideband probe-fed microstrip patchreageonsists of a small
probe-fed capacitor patch that is situated next to the resonant patbhpdtches residing on the
same substrate layer. The gap between the capacitor patch and thenxtgsacla effectively acts
as a series capacitor, thereby overcoming the inductance usually ésdogith probe-fed mi-
crostrip patch antennas on thick substrates. It has been demonstratéy, tising such a feeding
mechanism, impedance bandwidths in the order of 32% can be achieveddtage standing-
wave ratio (VSWR) of 2:1, while 25% can be achieved for a VSWR of 1'5These are better
than the 10% to 15% bandwidths that are required for wireless communicatistgsns such as
the Global System for Mobile (GSM) Communications and the Universal Mdlglecommuni-
cations System (UMTS). A major advantage of the new feeding mechanismt isrily a single
substrate is required to support the antenna. This implies cost savingscehgared to other
approaches, as well as simplified manufacturing techniques and lighttweigh

! These impedance bandwidths were achieved with a specific substraaé asgecific operating frequency. It might
be possible to increase these bandwidths with other substrate materiato#mer @perating frequencies.
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The design of the new antenna element is very straightforward. Thératebthickness is de-
termined by the required impedance bandwidth. Thereafter, the size adfgbeant element can
be found by using conventional methods. The characterisation of thewnmna elements has
shown that there are basically only two parameters that have to be alteregbimt@ match the
input impedance of the antenna to that of the feed network. These arzé¢hef she capacitor
patch and the size of the gap between the capacitor patch and the rgsatcAntThe size of the
capacitor patch mainly determines the reactive part of the input impedahde the size of the
gap mainly determines the resistive part of the input impedance. Resultstfordztangular and
circular capacitor patches have been shown. It has also been destechsiroth through numeri-
cal modelling and measurements, how the new feeding mechanism can b appéietangular,
circular and annular-ring elements.

As is the case with other probe-fed microstrip patch antennas on thickatigssthe new antenna
element also has a slightly squinted radiation pattern inBimane and slightly higher cross-
polarisation levels in thél-plane. However, these can be rectified by using symmetric probes or
by using proper orientation of the elements in an array configuration. Ncahenodelling and
experimental measurements have shown how the antenna element cad lrevas®us antenna
array configurations. These include vertically polarised, horizontalgrised and slant-polarised
arrays. It has also been shown that acceptable cross-polarisatids dem port-decoupling can

be achieved for dual-polarised arrays.

For the numerical modelling of the new antenna element, as well as arraygeHadsed on it, a
SDMM formulation, which can handle any number of substrate layers orfiaitérground plane,
has been implemented. The formulation is based on a unique combination ofdenmtieen and
subdomain basis functions, leading to considerable savings in computerryneggairements
when compared to commercial codes (both in the spectral and spatial dpthainsormally only
use subdomain basis functions. With this formulation, the electric curresttgem the resonant
patches is modelled with a set of entire-domain modes, that on the rectangpgeitor patches
with rectangular rooftop basis functions and that on the probes with piseainusoidal basis
functions. A circular attachment mode is used to model the electric curresitglat the probe-to-
patch junctions. In addition, all of the electric current density on the circalpacitor patches can
be modelled with only the attachment mode. This makes antenna elements with dapaaitor
patches much more efficient to analyse. Examples have been shownthéeexings in terms of
computer memory is more than 2500 times when compared to some commercial momeayd-meth
(MM) codes. This savings can even become larger when larger anéerays are analysed. In
terms of accuracy, the numerical formulation compares well with other conatheocles.

Commercial SDMM codes are normally based on an underlying rectangudiangplying that
the modelled structure often has to be modified in order to fit into the grid. Thismalel allows
for arbitrary-sized basis functions that can also have an arbitramgtatien with respect to each
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other. There is therefore no need to modify the geometry of the actualstuc

A very important type of basis function, which is required when a probetmected to a mi-
crostrip patch, is the so-called attachment mode. In the literature, variooBratat modes have
been proposed for the SDMM, but it was not clear as to what the limitatiomact one are.
Some of these modes have been studied in various situations, resulting inraibdéestanding
of where they are applicable. The circular attachment mode has also xieeded for a more
accurate description of the electric current density on small circulaepigd capacitor patches.

One of the difficulties associated with the SDMM, is the highly oscillating natutbefnterac-
tion integrands for basis and testing functions that are widely separatedeAt publication dealt
with this issue by proposing a new integration path in the complex plane oven wi@dntegrand
decays exponentially. However, this method becomes less efficient aadisealnd testing func-
tions move closer to each other, even more so for thick substrates. Thischiethbeen extended
and can now also be used in situations where the basis and testing functioaktvely close to
each other on a relatively thick substrate. The conditions under which thieches valid, have
also been extended.

When using the MM, the interactions between all basis and testing functivasdbe calculated.
However, depending on the implementation, there are often identical intersithiat have to be
calculated repeatedly. On a rectangular grid, these duplicate entrieqsignbe identified and
eliminated, but becomes much more difficult with a mixture of lower-order artteitigrder basis
functions that are arbitrarily orientated. Special algorithms have beatoped to deal with such
a mixture of basis and testing functions, and proves to speed up the soigtidicantly.

One drawback of the SDMM, is that numerical integration is still required tuate each of
the entries of the interaction matrix. It makes this implementation of the SDMM slowaar th
commercial codes, where the entries are evaluated in the spatial domairtaredlaokup tables
and other methods can be used to speed up the evaluation of the GreetisrfuHowever, due
to the fact that this formulation uses far fewer basis functions, the differan computational time
is only observed for the analysis of single antenna elements and smafi.af@ylarger antenna
arrays, the computational times are comparable, while for very largesattay implementation
of the SDMM will be quicker. Another drawback of the SDMM, when conguaro commercial
codes, is that it is limited to specific geometries (it has after all been devefopedspecific
application). Some experience is also required in terms of the entire-donsafliactions that
should be used on the resonant patches.

5.2 FUTURE RESEARCH

As is the case with all research, there are always more aspects that icaetigated than what is
practically possible. Here also, there are some aspects of both the newaatel the numerical
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formulation that can be extended.

Although the new antenna elements have been characterised to some extentdibe useful
to have more comprehensive guidelines to design such antenna elemeigshdiild include
geometrical parameters as well as the optimum choice of material propespesjaly dielectric
constants and substrate thicknesses. The SDMM, which has been implénwmde used to
analyse various configurations, while the results can be used to build afaldade. The design
guidelines can then be extracted from such a database. Optimisation texshrsigoh as genetic
algorithms [199-201], can also be useful.

It has been shown by other authors that superstrates can have seeméagéous effects on the
performance of microstrip patch antennas, such as widening of the impebtandwidth [202—
205]. Also, in practice, most antennas are covered by a radome figcpiom. It would therefore
be interesting to study the effects of superstrates when used in conjundtiiotne new antenna
element and associated antenna arrays. This can of course be haodtezhsily with the current
numerical formulation as it already caters for an arbitrary number otsaibsuperstrate layers.

The size of the new antenna element can further be reduced by redheilength of the rectan-
gular resonant patch to one quarter of a wavelength and shorting thepgidsite to the capacitor
patch. Such an element could be useful in applications where really snetires with wide
bandwidth are required. However, from a modelling point of view, it wawdtibe possible to use
the current formulation. The analysis would require vertical curreipssénd it would most likely
not be possible to use entire-domain basis functions on the quarter-atme p

Some applications, especially space applications, require the use oficolaasation. There are
various ways to obtain circular polarisation with conventional probe-fedasiigp patch antennas.
It can be done with one probe, two probes, or by using sequentially dgtatehes. It should be
possible to apply the same ideas to the new antenna element.

It should be a fairly straightforward process to extend the numericaltation so that circular
and annular-ring resonant patches can also be included. It is passibtedel the electric current
density on such shapes with entire-domain basis functions of which théeFtnansforms are
already available in the literature [28,51,128,206,207]. The analfsistennas with these patch
shapes might even prove to be more efficient as it might be possible to usepdwation of vari-
ables while evaluating the integrals associated with the interaction-matrix eftnesntegration
limits and integration intervals for interaction-matrix entries that contain thesgidms, would
have to be determined as well.

While the numerical integration, associated with the interaction between a bast®oh and a
testing function, has already been optimised, there is a specific case alh#re integration
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strategies that have been implemented, are still inefficient. This is for latezedap between a
small basis/testing function, such as a subdomain function, and a large Asssisgunction, such

as an entire-domain function. This can, for example, occur when theagagén the two func-
tions is very small and the functions are not aligned, or when the two fuscticmon separate
layers and overlap lateralfy.In such cases, the centres of the two functions can still be later-
ally separated to such an extent, that the integrand associate with the intelsatti@en the two
functions, become very oscillatory. Due to the fact that the functiondagvehe integration strat-
egy for laterally separated functions cannot be used, while the integsitadegy for overlapping
functions become very inefficient. The development of an integration gyrttat can handle such
situations, would be very useful.

The modelling of wideband antennas often require the analysis to bepedamver a large num-
ber of frequency points. Itis possible to reduce the computational timeddysang the antenna at
only a few selected frequency points and to then use interpolation in some enéligy to find
the response at other frequency points. One such a technique tisesl fanctions to interpolate
the response [208, 209], while another uses interpolation of the interauotidrix entries [210].
Such techniques should also prove to be useful for the numerical faroruthat has been imple-
mented here.

2 Although overlapping large and small basis/testing functions on sepayats fare not required for the modelling of
the new antenna element, the numerical formulation could also be useddt lmther configurations that require
such overlapping basis/tesing functions. An example is stacked patches.
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APPENDIX /\

Derivations Related to the Green’s
Function

In this appendix, it is shown how the spectral-domain Green's-functiompooents of (3.56) to
(3.63), for planarly multilayered substrates, can be derived from ttedglomain form given by
Chew [178]. The derivation is available in the literature [6], but is inclutecke for complete-
ness sake. Although this particular derivation is presented, the spdotrain Green’s-function
components can of course also be derived in other ways. Furtherthardp the presence of
vertical electric current densities, some of the Green’'s-function coemismave to be integrated
over thez and/orz’ variables. In the text of Chapter 3, these are referred to as exp&rded’s-
function components. The expressions for these expanded Gfaantisn components will also
be presented in this appendix as they are not, to the author’s knowleddlabe elsewhere.

A.1 SPECTRAL-DOMAIN GREEN'S-FUNCTION COMPONENTS

As shown by Chew [178], the spatial-domain dyadic Green’s functioth®planarly multilayered
medium in Figure 3.4, can be expressed as

3 s 0o % 1 B B
Grlr) = sz/ / = [MI(Ey, oy, v[t) + Nk, iy, v[r')] dbpd,

kz(f’)kp
1 "
o (r—r')2z, (A1)
()
where
M(ky, iy, vr') = (V x 2) (V' x 2) e e )=ib =D I, (2, 2) (A.2)
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and

~ 12 12 A~
Ny, by, rlr') = [V x V x z] [V x V' x z]

e—jk:x(x—x’)—jky(y—y’)F(TK')\/'i(z’ 2", (A.3)

JWE(g) —JWher)
with
V:—jkva—jky;ﬁ-i—&é (A.4)
and 3
V' = jke &+ jky g+ Ew 2. (A.5)

By applying the two-dimensional Fourier transform of (3.18), to (A.1) gjpectral-domain dyadic
Green'’s function for a planarly multilayered medium can be expresseg] as [

~ —Wh ey [ N R ! 1 " 33
G(ky, ky, 2|12) = =——% |M(=ky, —k,, 2|2)) + N(=ky, —k,, 2|2)| — = 0(z—2") 22,
(o 212 = 5= 05 (M, =y ) £ Ny —hy )] = 22 2 = 2)

(A.6)
where
M (kg by, 2[2") = (V x 2) (V' x 2) Fif(2, ") (A7)
and VxVxz\[(V xV x32
= X Xz X X Z
N(ky, ky, 2|2’ :< , >< , )FTM 2, 2. (A.8)
(Ka, ky, 2[2") Joee, o) 0+(27)
The curl operations in the expression I can be carried out as
V x 2= —jky &+ jkyy (A.9)
and
V' X 2 = jky & — jky g, (A.10)
resulting in
(V x 2) (V' x 2) = ki & + k2 95 — koky 29 — koky 5. (A.11)
Similarly, the curl operations in the expression rcan be carried out as
. L, 0. 0. .
VXVXz:—jk:xax—]k‘y&qukf,z (A.12)
and
V' X V' X 2 = jho D 4 k2 4 k22 A.13
XV Xz=] m@x-i-j y@y‘i‘ 0% (A.13)
resulting in
VxVx2)(VxVx2)= " k223 + k297 + koky 20 + kok, 92
( X Xz)( X XZ)—azaz,(xl’l"f' yyy+ xRy TY + $yyx)
— jkﬁ@ (kp 82 + jky 92) — jk‘i@ (ko 22 + jky 92) + k) 22, (A.14)
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Finally, by replacing the curl operators in (A.7) and (A.8) with their reléepressions, it follows
from (A.6) that the components of the spectral-domain dyadic Greencifumncan be expressed
as

é:;f:ém@wéxygmém2+géyxa:~+géyyg+yéyz2+zémaz~+2ézyg+zézzz,

(A.15)
with
Gl (ks by, 2[2) = % [’fz (e (2,2) + wzuf)% 3322 Fip(z, z’)], (A.16)
Gy (fia oy, 22') = z_k"’(j(fl;) [k;ch(E')Ei(z, ) + wz,uff)s( - 83282 FM (2, z’)], (A.17)
G’xy(k:x, k‘y,z|z/) = éyx(k:x, ky,z\z/)
_ 2]::5,2[]22 ko k { (z) " (2,2)) + wzu(::/)e(g) 35/22 F(Te')v'i(z,z')], (A.18)
G (ks hyo 2]2) = W ), (A.19)
Gy (ke by, 2|2') = ﬁ’:@;% % FiL(z,2), (A.20)
Go(kz, ky,z|2") = ﬁ)lfj% % F(-?)\Ai(z, 2, (A.21)
Gay(ke, Ky, 2|2") = ﬁﬁ% % FR)L(z,2) (A.22)
d
3 Gl by o) = =0 FIM (2, 2)) = ——6(z — 2. (A.23)

2k (g/)wa( )

These are the expressions given in (3.56) to (3.63).

A.2 EXPANDED GREEN'S-FUNCTION COMPONENTS

The expanded Green’s-function components include all those expresghere the product of the
Green’s function and the vertical current-density variation on the grbhs to be integrated over

z and/orz’. A single function,f,,(z), can be used to represent the piecewise sinusoidal (PWS)
parts of the basis and/or testing functions on the probes, as well as theegad of the attachment
modes. This functiorf,, (z) can be expressed as

£.(2) { P2(2) = ael*r* 4-be=Ikrz for the probe basis/tesing functions
nl%) =

‘ ' (A.24)
fA2(2) = ael*r* 1 be=7kr=  for the probe part of the attachment modes
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where ,
( —_eJkra
ne > 1 207 <2 <202 1 NP2

j2 Sin[kF<22 — 2’1)] ’

a= : e—Jkrz1 > 2 L7 ALPZ- <, < PZ (A.25)
]2 Sln[k‘F(Zz — Zl)] - nz nz > 2> 2y,

e—Jkrz1

. j2 Sin[kF(ZZ — 2’1)] ’

AZ AZ— AZ
na AZna <z< Zna

and
eikF22 L PR < < BTy AP
j2sitkp(za — z1)] = T e == e + Az,
b= - ne>2, 7 — AfP <2< a7 (A.26)
j2 Sin[kp<22 — Zl)], = 7 Tnz nz =~ X “py
—elkrz AL p AT <, < AZ
j2sinkp(z2 — 21)]’ Zha Zna Sz < Zpg s
with )
s s nz > 1, 2PZ2 < 7 < b7 4 NP7+
A=l = AP ne> 227 - AgfT <2 < A7 (A.27)
E A, A A < o < o
and
27 NP7 nz> 1 207 <2 < 2D7 4+ A7
zp =4 27 nz> 2, zb7 —N2f7- <z<2l7 (A.28)
Zhi zal — AZRET <2< 2

The other parameters have already been defined in Sections 3.5.1, 8.8.5.2n

For planarly-orientated testing functions and vertically-orientated basddifuns (or for calculat-
ing the far fields from vertically-orientated basis functions), the integrals

@iz(kx, ky,z) = // G’Iz(k}x, ky,z\z’)fn(z/) dz (A.29)

and
G (ku, by, 2) = / Gya(ka, by, 212)) fu(2)) d2' (A.30)

need to be evaluated. They can be expanded as

éij(kxjky, z) z> 2z

éiz(kmkyaz) =9 -
Gi;(k‘x,ky, z) z<z]

(A.31)

and
Géj(kz,ky,z) z> 7

é[z(kJHk 72) - ~
e G (kg by 2) 2 < 2.

(A.32)
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By using the expressions in (A.24) to (A.28), the expressioGfar can be derived as
GIF(ky Ky, 2)
%
:/ Gaus(ky,y ky, 2|2 fu(2) d2', 2 > 25
2
—Jka 20 1w

" Deyn Jy 02 Nd ekr? 1 e=dkra) gy
Zkz(ﬁ’)wg(g) Zi Oz (£)+(Zaz)(ae +be ) .

Ry | |
= ﬁ <_e.7kz(€)z + R-(rél\)/l,(é—l) e 92k de-1) ejkz(z)z>
G// : / . ’
N eIk Thrlzy e][kz(l’)+kF]zl}
j[k‘zw) + kp] {
v lhsoy el _ ikl )
+ %{eﬂ e e
Jlkzy — kF]
'RTM 2k der)
N a R@{)(iﬂ) e : e] ¢ {ej[,kz(£,>+kp]zé _ 6j[sz([/)+kp}zi}
JI=Fze) + kR
7/ H5TM j2kz<[/)d(2/)
n b R(Z"[),(f];—‘rl) € - ] {ej[_kz(l’)_kF]Zé - ej[_kz(é’)_kF]zi}> ) (A33)
JI=FRz) — FF

It then also follows tha&. = GLT
as

\k _, - Furthermore, the expression f6 can be derived
z =Ry

éiz(kxakyvz)
z

_/ Gm(kx,ky,z\z')fn(z’)dz', 2 <2
7

— ks I —

. Jh= ~F / 1 _jkpz' y —jkpz dz
Zkz(zf)WE(e) ” Oz (e)_(z,z )<a e +0e ) z
kyk, AT™ ‘ . ) ‘

— o (E) (6)_ <6]kz([)2 _ RE—['\IA) (€,+1) BJZkz(Z/)d([/) ejkz(g)z>

2(1)WE(0) 7
CL/ - / - ’
I (Y W) ol M7 _eJ[—kz(z/>+kF]Z1}
Jl=kzery + kF] {
v (k.o —kplzh ik, —kFlzl
+ +{€J[ sen—RFlZ ik F]Zl}
Jl=kz@y — kr]
I DTM —jZkJZ( _ )d( )
N aR(e)’(F_l)e ; nde {ej[kz(e,)+kp]2£ _ej[kz(e/)+kp]zi}
Ik ey + kp
b/RTM *jzk‘z(g_l)d([) ] ) ,
n (Z),.([élgl) e = {ej[k)z(el)_kF]Zé _ ej[kzw)—kﬂzl})‘ (A.34)
JRz(ey — RF

Once again, it then also follows tha{ > = GLZ|, _, .
z =Ry

For vertically-orientated testing functions and planarly-orientated ekpaifsnctions, the inte-

University of Pretoria—Electrical, Electronic and Computer Engineering 207



University of Pretoria etd — Mayhew-Ridgers, G (2004)

Appendix A Derivations Related to the Green’s Function
grals

Gl (kg Ky, 2') /fm wa (ke Ky, 2|2") d2 (A.35)
and

Gl (kg ky, 2') /fm (ks by, 2|2) dz (A.36)

need to be evaluated. They can be expanded as
- GLt (ky, Ky, > 2
G (ks by 2) = 3 O Ferbn )22 2 (A.37)
Gl (ko ky,z) 2 <2
and
Gl (kg ky,2) 2> 2

Gl (ko ky, 2) = Ny (A.38)
Y ! GI (kg,ky,2) 2z <2z].

By using the expressions in (A.24) to (A.28), the expressiorGfr can be derived as
GLI (ko ey, )
z2 ~
N / fn(2)Gio (ko by, 2|2 dz, 2/ <z
21

. o
7‘7]% ()/ (ae]kFZ—i-b _]sz) 0 (Tg')\/l+(z,2,)dz
zZ1

2k (grywe e a7
. <m{eﬂ—@@+mzz _ ej[—kz(e>+kF]z1}
n m{eﬂkmmn _ ej[*kz(zrkﬂn}
aR™ e I2k=(e-1d(0)

(0).(¢-1) il +hrlz _ ej[kz<@+km}
i1k (o) + kF]

bRTM e—jzkz([,:bd(g)

(£).(¢-1) ey —kr122 _ il —kela )
+ : eI 1F=(0) eI 1F=(0) , A.39
ilk(e) — kF] { } (A.39)
It then also follows thaG: = G”\k . Furthermore, the expression 6 can be derived

as
GL (kpy Ky, 2)
22 B
- / fin(2)Goalka, by, 2|2") dz, 2" > 22
Z1

. 2
= %/ <CL€Jsz+b€7JkFZ) 881 F(T')\/I (Z Z)dZ
z 7
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k ATM
) oIk ) —j2k,0yd Gk oo
. ( i a k ]{ej[kz(l)+kF]ZZ _ ej[k’z(e)‘i"fF}Zl}
JIFz(0) T RF
S = { ettt o kel
z(¢) — MF
jzkz(l/)d(é/)
N “Rw')[(e']:l) - {ej[—kz(e)+k’p]zz _ej[—kz<e>+kF1Z1}
2(¢) T RF
bRTM ) jZkZ(Z/)d(e/)
N wj)[,(e /:1)6 o {ej[—kzu)—kﬂzz _ej[—kz<e>—kF121}>. (A.40)
—hz(e) T M

Once again, it then also follows that, = GI7|, _, .
z =Ry

For vertically-orientated testing functions and vertically-orientated exparsnctions that do not
overlap vertically, the integral

Gl (ky,ky, 2) = / / Goo(kyy Ky, 2|2) fo(2)) d2 (A.41)
needs to be evaluated. It can be expanded as

N G (ky, ky, > 2
G (ks by, 2) = fZ( TR (A.42)
G (kyyky,2) 2 < 2.

By using the expressions in (A.24) to (A.28), the expressionf#ﬁr can be derived as
éij(kx’ ky, 2)
— / ? Gzz(kx,ky,z\z')fn(z’) dz, 2> 2

—k;2 . .
F (2,2) a eIkFE 4y emIkEz )dz'
g/ (.4.)6

/ §(z —2) (a/ ke 4 b/e_ijZ/)dz/
4

j%w)
—k2AT™
_ P (5)4’ — kz z — Zkz dio_ ‘k:z ~
_m< T 4 Rip) (g gy €772 TP >
(gt - o)
20 T RF
b, i ’ . ,
+ W{e][/ﬂzu/)_kﬂzz N e][kz(é’)_kF]Zl}
JIRz(er) — kR
+ ¢ R(Z') (e'+1) eIty

{ej[—kz(el)+kF]Z§ _ ej[—k’z(e/)‘*‘kF]Zi}
Jl=k.(ey + kF]
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b/R j2kz(£’)d(£’)
( )([’4—1) j[—k ’ —k‘F]Z/ ][—k‘ / —kF}Z, )
+ : e 2(e1) 2 _ e 2(2) 1% ). (A.43)
Jl=Fk ey — kF] { }

Also, the expression fai!; can be derived as

éiz_(km ky, 2)
= Zém(km,ky,z\z’)fn(z’) dz', 2<z;
#
—k,f % ™ N[ dkrz 3 —dkRz" 7.0
:—/ F(K)f(z,z)(a eI S b eV Fz)dz
(0 J2

Zkz(g/)wa
25 o o
- / 5(2—2/)((1/€j P24y e FZ)dz/
]C&)Z—:(Z/ /

]{:ZATM
—()< Jkz0z 1 RTM eI 2k (e deer) e—jkz(Z)Z>
2k ([/)U)E(ﬁ) (@), ('+1)

. #{eﬂ—k‘zw)—&-k’p]z& _ ej[_kz(z’)'i‘kF}Zi}
j[—kz(e/) + kr]

n .b—/{ea‘[—kz(z'rkﬂé - ej[_kz(ﬂ)_’fF]Zi}
][—k’z(g/) - kF]
' HPTM —jZkJZ( — )d( )
@ R(f),'(ﬁ—l) ¢ o eIk thrlz ej[kzw)*’fﬂzi}
Jlk ey + kF]
/ e 92k (-1)de)
N VRN g€ ol —krlz _ ej[kz(e/>—kplzi} . (A.44)
Jlkzery — kF]

For vertically-orientated testing functions and vertically-orientated exparfanctions that do
overlap vertically, the integral

G (ky, ky) / / Fn(2)Goz (kg oy, 2|2") fu(2)) d2'dz (A.45)
needs to be evaluated. It can be expanded as

égzZJr(k% kyv Z) + égzZi(kfm ky, Z)v 21 = Z;/L, 22 = Zé
Gl ko, by, 2) = $ GIH (kg Ky, 2), 0> 2 (A.46)

ég_ (ka, ky, 2), 2 < 2.
By using the expressions in (A.24) to (A.28), the expressionﬁfﬁ:ﬁJr can be derived as

GJZ+(k k )

/ / Jfm(2)G oz (ks k:y,z\z V(2 d2'dz, 21 =21, 20 =25, 2> 2
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—k:2
= 7&/ / ae]kFZ+be_]kFZ)F&')\A+(z z)(a eRF L p e Jsz>dz dz
O

2k () w
— = / / aeijz—I—be_JkFZ)(S(z—z’)(a’e]sz —|—b’e_]sz)dz’dz
JWewy Sz J2
2 4T™
_ —k A( 0)+ —CL/ ej[kz(e/)+k’p}zi _ bil ej[kz(Z’)_kF]zi
- 2k 2(£)WE (¢) [kz(g/) + kF] j[k ey — kF]
/ j2kz ndpr / HTM jZkZ g
ARG (g @O byl VRE) (o4 €O ej[—kz(zl)—k:p]zi>
Jl=k.o) + kF] Jl=Fk ey — kF]

N Jl=k.ytkrlza _ ,jl—k.o)tkFlz
(j[—lw) + kr] {e ¢ }

b . .
+ .—{69[*162(@)*’91?]22 _ e][*kz(zrkﬂzl}
Jl=k=0) — kF]
>TM =32k (e)d(o—1)
aR(é),(.f[;l) e " eilkothrlz _ ej[kz(g)-i-k‘p]zl}
JFze) + KF
HTM =32k (¢yde—1)
N bR(f)v(z[kl) € ; ] {ej[kz([)ko]Zz _ ej[kz(g)kp]21}>
JIRz(0) — RF
_ aa’ {6j[kz(e/)*kz(5)+2kF]Zz _ 6j[kz(e/)*kz(e)+2kF]Zl}
(ko) + kp][ko(ory — E(o) + 2KF]
ab
oy e
aa’ R eIk (e dier)

n),(e'+1)

+ 6‘7[ z(g/
(ko) — kel[—koo) — oo + 2kF] {

kayt2krlze _ Jil=k. - z(z)+2kp]zl}
PTM 2k, o1y pr

ab/R(E,)7(€,+l) el o= (e )

(ko) + kpl =Koy — K2o)]
ba’

"oy 2T

Ik =k plz2 _ ej[—kz(z')—kz(z>121}

B bb’ {e gl ery—
eaery — kellkaqer — Faqe) — 2k

bCL R ejZkz(é’)d(é/)

ko(y—2krlz2 _ ej[kz(e/)*kz(erkF]Zl}

), +1)

+ Ik —kalze _ ik —ka ]2
(kzery — krl[—Fk. (o) — Kz (o)) }
/ j2kz(4/)d( )
bb R( 0),(+1) © o { =k ey =k —2kFlz2 _ ej[_kz(f/)_kz(é)_ZkF]Zl}
[kz(g/) + kFH k‘z(g/) — kz(g) — 2]-61:‘]
CLCL,RTM e_jZk:z(Z)d(éfl)

B (),(£-1) {ej[kz(2/>+kz(£)+2kp]zz _ ej[kz(e/)JrkZ(g)JerF]zl}
(ko) + kp] k(o) + Koy + 2kF)]
! HTM —jZkz(@d([_l)
_ ab R(Z):(Z—l) € {ej[k:zw/)-i-k‘z(g)]zz o ej[kz([’)+kz(l)]zl}
[kzery — krllkzery + ko)
™ —j2k, pydio_1y G2k, oy dipr
aad' RO 4 1y B 41y € 72000 5000 oIk s (o) +2kp]22
[kz(gl) — kp][—kz(gl) + /CZ(@) + 2kF]

+
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_ ej[—kz<zf)+’fz(5)+2kF]»21}

5TM 5TM — 2k, odeo_1y 3% orydip
N ab'Bigy (o—g) Bl gy €770 70T i 1)
kz(é’) + kp
I HTM *j2kz([)d(4_1)
B ba R(Z),([*l) € {ej[kz<él)+kz([)]22 o ej[kz(zl)‘i‘kz(g)]Zl}
[ko(ery + kF] Kz + Ea )]
! HDTM —jZkz( )d( —-1)
_ bb R(€)7(£_1) e )% (-1 {ej[kz(£/)+kz(l)_2kF]ZZ _ ej[kz([/)+kz(£)_2kF]Zl}
(ko) — krl[k oy + Eogo) — 2KF]
. . 2k, odio_1y 52 oy dipr
ba' Rip oy R{p7) o a) €700 70 (2 1)
2 Iy J\Z2 — 21
2y — kF
' HTM HTM —32kpyd o 32k, corydpr
B N K OF B ST W
[kz(é’) + ]{,‘F] [—kz(g/) + kz(g) — ZkF]
_ ej[kz(e’)Jrkz(z)ZkF]Zl}] _ (A.47)

Also, the expression failZ~ can be derived as
G127 (Ko, ky)
z2 2y B

= / I (2)G 2z (kg Ey, 2| fo(Z)d2dz, 21 =21, 2o =25, 2 < 2

2z Jz

_kg 2 (% jkpz —jkrpz\ pT™M / 1 jkpz' ! —jkpz’ /

:/ / (aeJF —I—beJF>F(£)_(z,z)(aejF + b e IF )dzdz

Zkz(g/)we(g) = P

1 2 [z , ‘ o o
— / / (a eikrz | be*ﬂ“”)é(z — z’)(a’ eIkr?  p e=ikrz ) dz'dz
21 z

JWE(ery
24T
_ kpA(g)f < : a/ ej[_kz(ﬂl)+kF]Zi + .b—lej[sz([/)fkp}zi
2k erywe(ey | \Jl—kz@y + kF] il=k.y — kr]
1 HTM — 2%k cpydio / 5TM 2%k cpydis
N a R(e),(e—l) e 0 %e-1) ilkaoy el b R(e),(z—l) e (0 %e-1) ej[kz(m—kF}21>
3k o) + kF] ik — kF]
a . .
R . — eIlkz(ytkrlza _ oilk.o+krlz
(J[kz(e) + kF] { }
b A A
o eIk =krlz2 _ gilkzo—krlz
ilk.(o) — kF] { }
W™ 2k ey der

(@), +1)
Jl=Fk.(e) + kF]

eIk tkrlz2 _ ej[_kz(é)"‘kF]Zl}

bR™ eI 2=y dier)

n aa’ {ej[—kz(z')+kz(e)+2k1r]z2 _ 6j[—kz(l,)+k~z([)+2kF]zl}
[—k.(ery + krl[=k. oy + k(o) + 2]

+ I J(z2 — 21)
ko) = kr
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' DTM *jZkEZ(Z)d(Z,]_)
aa Ry gy €

[~K.ery — kr][koery + K(o) + 2KF]
ab’R(e) (t-1) € e I2kz(d(e-1)
(=K. oy + kr][koery + Kz
+ o b Jj(z2 — 1)
ey + R 2T
bb/ . .
j[—kz<gl)+kz([)—2kp]22 _ ][—kz(e/)—i-kz(g)—ZkF}zl
- [~kzery — krl[=Fko(ery + k(o) — 2kF] {6 ‘ }

1 pTM — 32k, (yd(o—1)
B ba'Rig) (¢-1) € 0de—1 ko +hao)ze _ ilks o +hao) 2
[k k) [ + ko] e
—k. @y — kp][kz ey + ko)
by R(TZ'\)" (t-1) e 92k 0y d(e-1)
(=Ko + krl[kaey + ko) — 2kp] {

{ej[kz<e/)+kz(1z)+2kF]Zz _ ej[kz(el)+kz(€)+2kF]Zl}

{ej[kz(z/)-irkz(z)]zz _ ej[kz(e/>+kz<e)121}

eItk oy tho(y—2kFlz2 ej[+kz(e/)+kz(e)—2kﬂz1}

N aa’R(TK",A),(Z,_s_l) eIk dery {
[_kz(f’) + kFH_kz(Z’) - kz(@) + ZkF]
ab BT ) 2k e der

[=k.ery — krl[=k.er) — K2 (0)]

HTM — 320y die—1y 232 oy dieny
ad'Rip) e R@) 041 © ¢ Jilk gy —hagoy kL2

[—k.ery = krllk. oy — k(o) + 2KF]
_ ej[kz(e/)*kz(zﬂr?kzr]zl}

Ik o) =kt 2kplz2 _ Gil=k. o)~ z(e)+2kF]Zl}

+ Ik —kaplz2 _ ej[_kz(l’)_kz(l)]zl}

B 0y P e
a —koy + K
ATM 2% oy d g
ba'Big) (pzy € {olt-bar
(=Ko + krl[=k o) — ko)

T,y @2

j(z2 — 21)

+

—ka)z2 _ Gil=k ) —kz(e)]zl}

D { Jl=k. ey —kz0y—2kF]22 Jl=k ey =k —2kF]21}
+ e z(e") (0) —e z(£") (©)
[(=k.ory = krl[=Fk.(ry — kzo) — 2kF)]
ba' RIY 3y RO (1) € 722000 F2Enndey
N | Em— iz = 21)

YR - R o4y €720 0 SR

[—kaery + kpllko oy — Ko(o) — 2KF]

B L7 el 210)) ZkF]Zl}]

B 1 aa, ( §2kpzo . ejZkFZl> . bb/ (eszkFZZ o eijkFZl)
]ws( " ]ZkF ]ZkF

eIlk= (o) =kz(0y—2kF]z2

+ (ab' +ba')(z2 — zl)] . (A.48)
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The expression fotr//+ can be derived as
Gt (ka K 2
22
:/ fm( ) zz(kx,ky,z|z)fn( 2dddz, 2 > 2
z1 Zl
_kz . ’ . ’
/ / e]sz +b 7]kFZ) (T')V| (Z 2 )(CLI e]kFZ +b/ efijZ ) dZ/dZ

Z’ w€
/ / aeijZ—I—be_ijz>6(z—z')(a'eijz’—i—b'e_ijz,) dz'dz
z1 Jz

jws-: £
2 ATM
_ —kp A < a {6][—kz(g)+kF]z2 _ ej[—kz(g)—l-kp}zl}
2k rywe oy \Jl—Fz(o) + kF]
b ; .
4 {ej[*kz(e)*kp}zz _ e][*kz(z)*kF]Zl}
J[=k=(e) — kF]
e I2kz(de-1)
N G/R( 2), (Z[ 1) ] {ej[kz([)+kF]32 _ ej[kz([)-f—kp]zl}
Ilkze) +kr
PTM —jZk‘Z(g)d(g,l)
4 bR(f)v(g—l) N {ej[kz(e)—kF]ZZ _ ej[kz(g>—kp]zl}
3oy — kF]
) <,[ka7/_’_k]{ej[kz(f'>+kﬂzé _ ej[kz(e/)+kF]Zi}
20y +kF
v [k —kp|2) [k —kp|z
4 - {ej[ wen—krlz _ pilkae) F}Zl}
ilk.ey — kF]
1 HTM 32k orydpr
@ Ry (pyqy €O =k oy thplzy _ il—k. oy thrlzl
* Jl=k.eny + kr] ‘ ‘
=k, ey + kp
b/R ejZkz(Z/)d(Z’) A
(£),(0+1) { [ T /—mz'})
+— eIk kel _ il kel L) (A.49)
Jl=Fk ey — kF]

while the expression fat!/~ can be derived as
G (ki ky)
/ / : fm(z kx,k:y,z]z ) fu(z )dz/dz:, 22 < zi
_kz k k ™ k k
— z - z z / z /
—W/ / ae]F—i—be]F)F()(zz)(aejF —l—be]F)dzdz

/ /Z2 aeijZ + be_ijz)é(z — z’)(a’ Ly e_ijZ,> dz'dz
2z Jz

B jws(@/)
12 4TM
_ kﬂA(ﬁ)— ( a {ej[kz(z)+kF]ZZ _ ej[kz(e)+kF]Zl}
2k pwe ey \ jlk=(e) + kF]
i - {ej[kz(z)—kF]Zz _ ej[kz<e)—kF121}
z(¢) — MVF
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R 1

Jl=Fk.(e) + kF]
bRTM ejZkz(f’)d(Z/)

eIk thrlz2 _ ej[_kz(é)"‘kF]zl}

(),(¢'+1) il—kzoy—krlz2 _ il=kae —mzl}
+ . e @) e ®
Jl=Fk.(e) — kF]
a/ . ’ . ’
[ ilRaen Rl 6][_kz(é’)+kF]Zl}
Jl=k.ery + krl {
v =k o —kp] 2, =k —kp] 2!
+ - {ej[ s —kFlZ il F}Zl}
][_kz(ﬁ’) - kF]
1 HTM —32k=(0)d(e-1)
N a R(g),‘([ﬁk_l) e o lkaqenthrlzy _ ej[kz(NkF]z;}
IRz + kR
b/RTM e—jZkZ@)d(Z,l)
(0),(¢-1) { il —krlzy _ ilk ko]z’}
+ . e? =) 2 — IRz 1h). (A.50)
ko) — kF] )
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APPENDIX B

Derivations Related to the Basis Functions

In this appendix, it is shown how the spatial-domain expression of the grdtnattachment
mode can be derived. Although the derivation is available in the literatuig,[&,is included
here in a more compact form for completeness sake. It is also shown leospéttral-domain
expressions for all of the basis functions can be derived. Pleas¢habtén this appendix, a local
(z,y, z) coordinate system is used for all the basis functions, instead dfuthe z) coordinate
system as in Chapter 3. This is for easy comparison to most literature, thieeseandardz, v, 2)
coordinate system is normally used.

B.1 SPATIAL REPRESENTATION OF THE RECTANGULAR ATTACHMENT MODE

Refer to Figure 3.10 for an illustration of the geometrical parameters assteiéth the rectan-
gular attachment mode. The only differences here, are that #melv axes are replaced hyand

y axes respectively, and that the subscript is dropped. In order to derive the expression for the
rectangular attachment mode, the area between the patch and the growndgride viewed as a
magnetic-wall cavity [6, 7,129, 132]. Now, the electric field aty) inside such a magnetic-wall
cavity, excited by a uniform filament of current at the positigrt?, y44), is found to be [6, 7]

EAP(:L‘ y, @ AZ AZ) EAP(J,‘ y, i AZ AZ)

Y Y
]wlu €x€i
{ ;02 — (km/L)2 — (im/W)2

etz )
EREEHERE
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L w
|lz] < > lyl < 50 7 <47 (B.1)

It is assumed that the electric field is constant alongztdirection. In (B.1), the Neumann
numbers are given by
1, k,i=0
€r,i = (BZ)
2, k,i>0.
Furthermoreg ) is the effective permittivity angs .y the effective permeability of the layers
below the patch.

The magnetic field inside the cavity can be derived from the electric field agiden by
-1
Jwhi(eff)

1 9 ., 0 \pap AZ L AZ
= -5 T+ Ez €r,Y,T ) )
JWI(eff) < dy Ox y) @y )

HAP (z,y, 247 §4%) = V x EAP (z,y,347 §77)

2| < 2,y < =, 2 < 24P (B.3)

This in turn leads to the current density on the patch, which can be ergrasg6, 7]

JAP('r Yy, x AZayAZ) —Z X I_IAP('r Yy, x AZa AZ)|z 24P
ZZ o
1m0 i—0 eﬁ)ko HW/L) (Z’]T/W)Z

K;_TrsinK/_ﬂ- +£ COSH_W 'AZ+£
L L\*" 2 L \”* 2
cos| T (y+ W | cos) T (g2 4 W

w\YT72 w\Y 2

{0 o5 (24 1) co 2 (54 + £)]

By using the fact that [6, 7]

. €. COSK) .y —mcogax)
Y () =

- —r<z< B.5
K2 — a? asin(ar) ’ TeE=T (85

k=0
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and
2. €k SIN(KT) . —msin(ax)

- ~ (- = —nm<zx< .
HZ::O K2 — a2 (=1) sin(ar) TEEET (86)

the expression in (B.4) can be simplified to yield [6, 7,129, 132]

1 i W
AP AZ A7 , sy id
I @, y, 3%, 9707) = o iz;el COS[W <y + 5 )]

where

sinf(z + &47)] — sgn — %) sinB(L — |z — #47])]

CAZ N
gs(B, L, z"% x) = Sn(3L) , (B.8)
4z, _ codB(z + @47)] + codB(L — |z — #77])]
gc(ﬂava 7x) - ﬁSln(ﬁL) bl (Bg)
76 ) =sinl 57 (y+ 5 )| (8.10)
and
fe(i, W,y) = cos[ < %)] (B.11)
with
1, x>0
sgnz) =<0, x=0 (B.12)
-1 =<0
and

N
B = \/Er(eff)kg - (%) : (B.13)

In (B.13), ko = 27/ )Xo, Where g is the free-space wavelength. Also, as has been mentioned,
£, (eff) IS the effective relative permittivity of the layers below the patch. For tworkyecan be
calculated as [65,66,179]

Er(1Er2) |1y + P
Er(eff) = (1) (2)[ @ (2)] [1— tanég(l) tanég(z)]. (B.14)

erhe) +er@

The patch part of the attachment mode is then defined to be

1 2m
) = 5 [ I i) do (8.15)
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where

1% = 247 + acod o) (B.16)
and

y% = yAZ 1 asin(¢) (B.17)

describe a position on the surface of the probe, whité?, 4%) is the position of the centre of
the probe relative to the centre of the patch, arnglthe radius of the probe.

B.2 SPECTRAL REPRESENTATION OF THE BASIS FUNCTIONS

It will now be shown how the spectral form of each basis function cattelewed. However, before
doing so, it is appropriate to first define some general coordinatesraingeators.

In some cases, it is more convenient to work with pdfary) coordinates rather than rectangular
(z,y) coordinates. The relationship between them is given by

p=\x2+1>? (B.18)

¢ = tan (3) (B.19)
X
and
x = pcog o) (B.20)
y = psin(¢). (B.21)

The radial unit vector associated with the polar coordinate system, isigjven

(B.22)

A« z N Y .«
’ \/:c2+y2x \/xz—l—yzy

Similarly, the wavenumbers that correspond with the two coordinate systemalatied through

kp = \/k2 + k2 (B.23)

o = tan‘1<Z—y> (B.24)
and

ky = k,codyp) (B.25)

ky = k,sin(p). (B.26)

The unit vector for the wavenumber associated with the radial directioiven gy

~ - k
PR, S S (B.27)
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B.2.1 Piecewise-Sinusoidal Basis Functions on the Probes

Refer to Figure 3.7 for an illustration of the geometrical parameters assheiétethe probes.
The only differences here, are that thandv axes are replaced hyandy axes respectively, and
that thenp subscript is dropped. As was shown in Section 3.5.1, the basis functiche @robes
can be expressed as

£%(2,0,2) = 5 fP()2 829

2 22442=q?2

in the spatial domain.

The two-dimensional Fourier transform of this function in most easily etatliay changing to
polar variables. Due to the fact thats limited to the surface of the probe, one can set

x = acog¢) (B.29)
and

y = asin(e). (B.30)

Then, by taking the two-dimensional Fourier transformf&f (z,y, z), as defined in (3.18), it
follows that

N I L D

27
_ ifPZ(Z) [/ efjkpacos@p)cos(qﬁ)fjkpasm( ) sin(¢ adqﬁ
0

2ma

2
= f(2)"7 Jo(kpa) 2. (B.31)

2m
= i f(z)PZ [/ e~ Jkpacogp—¢) do| 2
0

Here, Jo(-) is the Bessel function of the first kind of order 0.

B.2.2 Rooftop Basis Functions on the Rectangular Capacitor Patcke

Refer to Figure 3.8 for an illustration of the geometrical parameters assbwidbethe subdomain

rooftop basis functions on the rectangular capacitor patches. The iffielsedces here, are that
theu andv axes are replaced hyandy axes respectively, and that the subscript is dropped.

As was shown in Section 3.5.2, in the spatial domain, the rooftop basis fusicorbe expressed
as i

o = (1- ) oo )& el <5 = (8:32)

for the z-directed functions and

fSY(x,y) = < Eﬂ)) rect<N> 7, |yl < Aw, z = 25 (B.33)
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for they-directed functions. In compact notation, (B.32) and (B.33) can besegpd as

£5% (2, y) = AAL 2)[I(Aw,y) &, |z| < Al z = 2° (B.34)
and
£57 (2,y) = AMAw, )AL D) §, |y < Aw, 2 = 25, (B.35)
where
1- m, lz] < Al
AALz) = Al (B.36)
0, otherwise

is the triangular function and
Al
II(Al, z) = rect ~) = 2 (B.37)
l 0, otherwise

is the rectangular function.

The two-dimensional Fourier transformsfst* (z, y) andf*Y (z, y) can be reduced to the product
of two one-dimensional Fourier transforms due to the fact that the vasiabl@®.32) and (B.33)
can be separated. The spectral forms of the rooftop basis functietisear given by

5% (ky, ky) = AAL k)TN (Aw, ky) 2, |x] < Al 2= 25 (B.38)

and
£5Y (ky, ky) = AMAw, k)AL K) 9, |y < Aw, 2 = 27, (B.39)

where the Fourier transform&(Al, k,) andII(Al, k), of the triangular and rectangular functions
are well known [180]. They are given by

- 4 koAl
A(AL k) = Y S|n2< 5 > (B.40)
and 2 koAl
(AL k,) = —sin< z ) (B.41)
Ky 2
respectively. This finally leads to
~ 8 koAl ky Aw
SX _ : x By - _ .S
5% (ky, ky) = NI S|n2< 5 )sm( > >m z=1z (B.42)
and 8 ky A koAl
FSY _ ; y_W . x N _ S
£5Y (ke ky) = Rk, SII’\2< > )sm( 5 )y, z =2 (B.43)
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B.2.3 Sinusoidal Basis Functions on the Resonant Patches

Refer to Figure 3.9 for an illustration of the geometrical parameters assbeidte the entire-
domain sinusoidal basis functions on the rectangular resonant paidteesnly differences here,
are that the, andv axes are replaced hy andy axes respectively, and that the subscript is
dropped. As was shown in Section 3.5.3, in the spatial domain, the sinubamlalfunctions can
be expressed as

] EX L EX w
fEX($, y) = sm[p T T (1’ + §>:| COS|:q WTF <y + 2>:| z,

L w B
< = < . x= B.44
for the z-directed functions and as
EY EY
BY T w q-t LY.
5 (z,y) = sm{ W <y+ > )} cos[ 7 <m+ 2)}34,
L w )
< = < —. z=

for they-directed functions. In compact notation, (B.44) and (B.45) can beesgpd as

L W .

5% (@) = L™ L) ™ W) &, el < 5 ISz =2 (BAG)
and

EY EY EY ~ L w E

f (x7y):f8(p 7W7y)fc(q 7L733)y7 |$’ S 57 ’y‘ §77Z:Z ) (B47)

wheref,(p, L, z) and f.(p, L, x) have already been defined in (B.10) and (B.11).

The two-dimensional Fourier transformsfétX (z, i) andf Y (2, y) can be reduced to the product
of two one-dimensional Fourier transforms, due to the fact that the Vesiab(B.46) and (B.47)
can be separated. The spectral forms of the sinusoidal basis funat®tien given by

£EX (kyy ky) = fs(0F, Ly k) fo(¢BX W ky) 2, 2= 2F (B.48)

and
£ (kg  ky) = fs 0 W k) fe(@®Y  Loky) g, 2 =25, (B.49)

where the Fourier transformg,(p, L, k,) and f.(p, L, k), of fs(p,L,z) and f.(p, L,z) can

easily be derived. They are given by

. /L iy .
fs(p’ L, kjﬁ) = #{ﬂ_/[/)z (_1)196 ]ka:L/z _ 8‘7ka/2 (BSO)
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and

; _ Jkz \Po—ikaL/2 _ _jksL/2
oo L) = 17— [ (1P el 1?] (B.51)

respectively. This finally leads to

EX
s L . ,
£5% (ke ky) = 12 p( E7)r</ /L)2 [(—1)pEX6_Jk“L/2—ejkmL/z}
z PO T
Jky EX  —jkyW/2 jkyW/2| E
k2 (¢FX7/W)2 [(_1)q e 7" — e }x, z=2z" (B.52)
- ™
Y
and
EY
2 (b k) = it e (0P €2 — ]
- ™
Y

ks
- (¢ /L

72 [(—1)qEYe_jka/2 — ejk’”L/Z] g, z=2z". (B.53)

B.2.4 Rectangular Attachment Mode

It is possible to reduce the two-dimensional Fourier transfornd 4 (z, y, ©44,44%) to one-
dimensional Fourier transforms, due to the fact that the variables in (Bti’be separated. The
spectral form of the patch part of the rectangular attachment mode isitremtyy [6, 7,129, 132]

- 1 & T W
AP LAZ AZN A CAZ
I (kg ky, 277,577 ) = S ;:0 € COS{—W (y + > >]

: {%(@L,a&f‘z,kx)fc(i, W, ky) & + <%> Ge(B, L, % k) fs (3, W, kym},

z=24F  (B.54)

where

. A B —j2 BaAZ L(k; — )
9501, ka) = (7= 32 Gy (5{‘fj S'”[T]

1 B sin{_L(l‘%zJr ﬁ)] } — ke Ikedt? sin(ﬂL))
=42 [ _iaaz  sin(k,L/2)3coqBiA7)
CEE [Jk” TN
cogk,L/2)3sin(3i4%)
B cog3L/2) ]

(B.55)

and

~ . A _ 2 piaz . [ L(ks — )
Ge(B, L, 27  ky) = (2 393 sin(AL) <kx{e] sm[f]
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n 3047 Sin[L(ka;;‘ ﬂ):| } B ﬁe_jk“'iAZ Siﬂ(ﬁL))

B 2 _jkeedz | SiN(keL/2)k, cogBit?)
RG] [ ‘ Bsin(AL/2)
_cogk, L/2)k, sin(3i4%)
BcosBL/2) ] (5:50)

are the Fourier transforms 9f(3, L, +4%, z) andg.(3, L, £, x) in (B.8) and (B.9) respectively.

These expressions appear very intimidating, but can be derived femrdasd Fourier transforms.
The expressions for the functiom~‘§(z’, W, ky) andfc(z', W, k,) have already been given in (B.50)
and (B.51) respectively.

Substitution of all the relevant expressions into (B.54), leads to

JAP(k k .%'AZ, yAZ)
__ W\ (=1)'eksW/2 _ gikyW/2
= — lz; €; COS|: < + 7>:| (kﬁ% . ﬂZ)[kg o (l?T/W)Z]
' {ﬂw [Jk pikei? SNz L/2)BcosBi47) cos(kzL/zwsin(ﬂzAZ)} 2

sin(5L/2) cog(L/2)
i o ikad? sin(k, L/2)k, cogBi47)  cogkyL/2)k, sin(fz4%)]
+<W> [ T BsinpL/2) YT BeodBLy2) ]y}

z =Y. (B.57)

The expression in (B.57) can now be separated into a regular compuwiectt, is a fast conver-
gent series, and a singular component, which is a slowly convergeées.s&he spectral form of
JAP (. y, 4% 542) can therefore be expressed as [6, 7]

jAP(kx7 ky7 .’i'AZ, yAZ) — jAP,reg(km kyv .Ci'AZ, y'AZ) + jAP,sing(kx7 ky7 i’AZ, yAZ)’ (858)
where
jAP,reg(km ky, :t'AZ, g'/AZ)
- = f: €; COS m g+ w (-1)te IR e
W & W 2 )| (62 = 32)[k2 — (i /W)
(im /W)? y] [ﬂ cogBi4%)sin(k,L/2) . Bsin(Bi?)cogk,L/2)

32 Sin(3L/2) —J cosBL/2) ’
2=z (B.59)

: [ky;%+kz
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and

jAP,sing(]%7 ky, x'AZ, yAZ)

1 o o0 : _1)ie—ikyW/2 _ oikyW/2 : 2
T LA (e s | [ Fe il IS A

W = 2 )| (2 = B2k — (im/W)?] W
= 76];;1112 {kwky[A(ka) — A(ky)] & + (k2 A(ko) — k2A(ky)] y} 2= AP, (B.60)
Yy «

In the final expression of (B.60), the substitutions

k2 = etk — k2, (B.61)
k2 — Kk = —[eremks — k2 — k2] = —kﬁ(eﬁ) (B.62)
and i —jhy W/2 jky W /2
W in (. W\ (—1)'e=kW/2 _ eihy
Ax) = — S ¢ cos| — (5% + - B.63
“)ﬂ;m%ﬂy+ﬁ} 2= (W) (8.63)

have been made.

By using the fact that in general

o0 e}

IEL UL LSRR S
=0 =0

A(x) can be summed up in close form, leading to

-1 Az | XW e—IkyW/2 B Az XW eIkyW/2
Alx) = N [cos(xy + > >—sin(XW) cos| xy >
_:z[coaxyAZ>snwkym02> .snmxyAZ>codkywof>]

X

sin(xW)

(B.65)

sin(xW/2) I codx W /2)
If this expression ford(x) is inserted into (B.60M A9k, k,, i4%, y44) can be expressed as

jAP75ing(k1.7 ky, j]AZ7 ?JAZ) _ ](kx j;‘i‘ ky :&) e—j(kszZ_;'_kyyAz)
kz(eff)
 keky @+ KRG "

kg(eff)

(ko) e ket 5 = AP (B.66)

Following from (B.15), the spectral form of the rectangular attachmenenmdiven by

- 1 [
fAP (ky, ky) = 2—/ I (ky, Ky, 2,297 A7) dg. (B.67)

T Jo
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Now, by realising that [6, 7]

2
S [ e i) G () eI ), (8.68)
27 0
1 27 o .
> e 78 cog ko A7) do = Jo( /2 em koa) e ¥ cogkay?) (B.69)
™ Jo
and
1 2m o ) . .
2_/ eI sinlka i) do = Jo(\ /Erembon) e sin(kay?Y), (B.70)
T Jo

the spectral form of the rectangular attachment mode is finally given by

J(ke @+ ky9)
k?(eff)

kpky 2 + k29 o
_ (ykz—y)A(ka)JO(\/%koa)e jkpaAZ

2 (eff)

FAP (ki by) = Jo(kpa) e~ Iker ™ thy )

1 & i W\ (—=1)lekW/2 _ cikyW/2
w2 C°‘°’[W (yAZ N 2)] (K2 — (im/W)ARZ — 57
. (im/W)? ][ BcogBzA?)sin(k,L/2)
‘ [’“ Tk y] [ sin(3L/2)

Bsin(BzA7) coslk, L/2
- D o, 2= @)

with
_j [eodkay??) sin(k,W/2)  sin(kay??) cogk,W/2)
Alka) = E[ sin(kaW/2) T cogkaW/2) ‘ (B.72)

B.2.5 Circular Attachment Mode

Refer to Figure 3.11 for an illustration of the geometrical parameters asstevith the circular
attachment mode. The only differences here, are that #relv axes are replaced hyandy axes
respectively, and that thea subscript is dropped. As was shown in Section 3.6.2, in the spatial
domain, the patch part of the circular attachment mode can be expressed as

_p R

< —_ AP
o2 P O0<p<a,z=z
— 1
fAP(xay) = <TZZ + ?p>ﬁ, a< P < b, Z = ZAP (873)
0, p>b, z=z4P,

Now, for a general functiofi, which is only a function op, the two-dimensional Fourier transform
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can be simplified as [127]

k:x,k: / / (z,y) e Ik e=IkvY dady

[gzw /0 (k)£ (o >pdp}k, faoy)= f(0)p (B.T4)

whereJy(-) is the Bessel function of the first kind of order 1 (in genesg(;) is the Bessel function
of the first kind of orderi). This implies that the spectral form of the circular attachment mode
can be written as

5 » b 2 b 1 R
fAP(kx,ky):—jZW[/O Jl(kpp)z 3 dp+/ Jl(k:pp)gdp} ko, z=2:%"%.  (B.75)

Tl(kzgky) TZ(kac,ky)

By using the integral properties of Bessel functions [73], it can bevetibat

o 012
/O P albup) dp = O To(hy0). (B.76)

P
Itis also known that [211]

@ 1

/ Ji(kpp) dp = T [1 - JO(pr‘)] : (B.77)

0 p
With these relations, the integrdly (k,, k,) andY2(k,, k,) can be evaluated as

b _ 2
k) = kop)— d
Yk k) = [ Ilhon) 5 do

-1 b
= 2m2 P2 Ja(kpp) dp
1 b
~ 272 [k Talky )} o
-1
= B.78
ok, Ja(kpb) (B.78)

and

b
1
To(ke, ky) :/ Jl(k'pp)z_dp

:_/Jl pp

:Zﬂkp [1 Jo(k, )}

1
= ok, [Jo(krpa) — Jo(k,,b)] (B.79)

b

a
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respectively.

By using the integrals in (B.78) and (B.79), the spectral form of the ciraitachment mode can
be expressed as

£4P (ky, ky) =

3Jaksb) _ jJolkse) JJO(ka)] [@ i+ y} . z=2""  (B.80)
ko kp kp kp kp

which can further be simplified by using the property of the Bessel funttiat182, 212]
kppJi—1(kpp) + kppJiva(kpp) = 2iJi(kpp). (B.81)

Finally, the spectral form of the circular attachment mode can then bessquras

FAP jZJl(kpb) jJ0<kpa) ke . ky N AP
= — — — = . B.82
f (kIJ ky) k%b k:p kp € + kp y 9 z z ( )

B.2.6 Higher-Order Circular Attachment Mode

Refer to Figure 3.11 for an illustration of the geometrical parameters assbeidh the higher-
order circular attachment mode. The only differences here, are thatahdv axes are replaced
by x andy axes respectively, and that the subscript is dropped. As was shown in Section 3.6.3,
in the spatial domain, the patch part of the higher-order circular attachmote can be expressed
as

—p3
A P 0<p<a,z=z"
3
fAP () =< [ =P 1. _ AP B.83
(z,9) <W+?p 0, a<p<b z=2z ( )
0, p>b, z= 247

In a similar way to that shown in Section B.2.5, the spectral form of the higtdsr circular
attachment mode can be written as

N ' b _ 4 b 1 .
fAP(kx,ky):—jZW[/o Jl(k:pp)?[;ﬂder/ Jl(kpp)gdp} k,, z=2F.  (B.84)

~~

T3(kz7ky) Tz(klvky)

By using the integral properties of Bessel functions [73], it can bevehbat

_ .4 3

@ o ive
/ p*J1(kpp) dp = —— Ja(kpa) + — Ja(kpav). (B.85)
0 k, k2
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This can be used to evaluate the integfalk,, k,) as

b _,04
Yoy, k) = kop)—d
3( y) /0 Jl( Pp)zﬂ_b4 P

1 b
= 276% J, P llkor) dp

3 b

-1 [—p* 4p
= o 2 Takop) + 2 gk
27Tb4 |: k:p J4( pp) + kjg ']3( ﬂp):|

1
= 5k Ja(k,b) —

0

The integralY>(k,, k,) has already been evaluated in Section B.2.5 and is given by (B.79).

By using the integrals in (B.79) and (B.86), the spectral form of the high#er circular attach-
ment mode can be expressed as

N —jJa(k,b j4J3(k,b jJo(k jJo(kpb) | [ k
fAP(kx, ky) — |: .]J4( P ) + J ‘]35 14 ) o jJO( Pa) + .]JO( 14 ):| |:_ 7 + vy Q:|; 5 = ZAP.
k, k2b ky y

k, k,
(B.87)
Then, by making use of the property of the Bessel function in (B.81),gbetsal-domain form of
the higher-order circular attachment mode can further be simplified to

AP _ [—716J1(ksb)  jAJa(kpb)  j8Jo(keb) jJo(kpa)] [ke . | Ky . AP
f (k‘x,ky)—[ K3 + k2D + K202 - , — T , z=2z"".
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