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SUMMARY
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COMMUNICATION OVER MOBILE FADING CHANNELS
by
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Promoter: Professor L.P. Linde
Department of Electrical, Electronic and Computer Engineering
Master of Engineering (Electronic)

INCE the frantic race towards the Shannon bound [1] commenced in the #&0’s, linear

block codes have become integral components of most digital communicasiemsy Both bi-
nary and non-binary linear block codes have proven themselvesragifdile adversaries against the
impediments presented by wireless communication channels. However, piinar tEndmark 1974
paper [2] byBahl et al. on the optimaMaximum a-Posteriori ProbabilityMAP) trellis decoding of
linear block codes, practical linear block code decoding schemes weoaly based on suboptimal
hard decision algorithms, but also code-specific in most instances. 8W/¥8fexpedited the work of
Bahl et al.by demonstrating the applicability of a block-wig#erbi Algorithm(VA) to Bahl-Cocke-
Jelinek-Ravi(BCJR) trellis structures as a generic optimal soft decisaximum-LikelihoodML)
trellis decoding solution for linear block codes [3].

This study, largely motivated by code implementers’ ongoing search fargelinear block code
decoding algorithms, builds on the foundations establisheBdhy}, Wolf and other contributing re-
searchers by thoroughly evaluating the VA decoding of popular binadynan-binary linear block
codes on realistic narrowband and wideband digital communication platforifedike mobile envi-
ronments. Ideally, generic linear block code decoding algorithms musthobe modest in terms of
computational complexity, but they must also be channel aware. Sucérsaialgorithms will un-
doubtedly be integrated into most channel coding subsystems that adapngirg mobile channel
conditions, such as the adaptive channel coding schemes of cikmbahced Data Rates for GSM
Evolution(EDGE), 3" Generation(3G) andBeyond 3@B3G) systems, as well as futut&* Gener-
ation (4G) systems. In this study classic BCJR linear block code trellis construstammotated and
applied to contemporary binary and non-binary linear block codes. 8GR trellis structures are
inherently sizable and intricate, rudimentary trellis complexity calculation anactiesh algorithms
are also presented and demonstrated. The block-wise VA for BCJR ttalictses, initially intro-
duced byWolfin [3], is revisited and improved to incorpord@annel State InformatiofCSl) during
its ML decoding efforts.

In order to accurately appraise tB&-Error-Rate (BER) performances of VA decoded linear block
codes in authentic wireless communication environmekdsljtive White Gaussian Noig@WGN),
flat fading and multi-user multipath fading simulation platforms were construdtediided in this
task was the development of baseband complex flat and multipath fadingettsamulator models,
capable of reproducing the physical attributes of realistic mobile fadingrmehis. Furthermore, a
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complexQuadrature Phase Shift KeyinPSK) system were employed as the narrowband com-
munication link of choice for the AWGN and flat fading channel perforneamealuation platforms.
The versatile B3G multi-user multipath fading simulation platform, however, wastaated us-
ing a wideband RAKE receiver-based compl@ixect Sequence Spread Spectrum Multiple Access
(DS/SSMA) communication system that supports unfiltered and filt€aohplex Spreading Se-
quencs (CSS). This wideband platform is not only capable of analysing the mduef frequency
selective fading on the BER performances of VA decoded linear blodks;dut also the influence
of the Multi-User InterferencgMUI) created by other users active in tde Division Multiple
AccesgCDMA) system. CSS families considered during this study inclzdeoff-Chu(ZC) [4, 5],
QuadriphasdQPH) [6], Double Sideban¢DSB) Constant Envelope Linearly Interpolated Root-of-
Unity (CE-LI-RU) filteredGeneralised Chirp-likédGCL) [4, 7-9] andAnalytical Bandlimited Com-
plex(ABC) [7,10] sequences.

Numerous simulated BER performance curves, obtained using the AWGFkdiag and multi-user
multipath fading channel performance evaluation platforms, are presentbid study for various
important binary and non-binary linear block code classes, all decosiad the VA. Binary linear
block codes examined include Hamming @&ake-Chaudhuri-HocquenghdBCH) codes, whereas
popular burst error correcting non-binaReed-SolomofRS) codes receive special attention. Fur-
thermore, a simple cyclic binary linear block code is used to validate the viabiligmyfloying
the reduced trellis structures produced by the proposed trellis compleditgtien algorithm. The
simulated BER performance results shed light on the error correctiorbitiipa of these VA de-
coded linear block codes when influenced by detrimental channetgffecluding AWGN, Doppler
spreading, diminishedine-of-Sight(LOS) signal strength, multipath propagation and MUI. It also
investigates the impact of other pertinent communication system configuréiéomatives, including
channel interleaving, code puncturing, the quality of the CSI availabiegiMA decoding, RAKE
diversity combining approaches and CSS correlation characteristios these simulated results it
can not only be gathered that the VA is an effective generic optimal suiit L decoder for both
binary and non-binary linear block codes, but also that the inclusiorsbtiGring VA metric calcula-
tions can fortify the BER performances of such codes beyond that ditaibg classic ML decoding
algorithms.

Keywords, phrases and acronyms:3G, 4G, adaptive channel coding, AWGN, B3G, BCH code,
BCJR trellis, BER, CDMA, code puncturing, CSI, CSS, DS/SSMA, EDG&, fiding, Hamming
code, hard decision decoding, channel interleaving, linear block 86 decoding, ML decoding,
MUI, multipath fading, QPSK, RAKE, RS code, Shannon bound, sofistatdecoding, VA
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deur
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Meester in Ingenieurswese (Elektronies)

EDERT die verwoede resies na die Shannon-grens [1] in diegvi®880’'s aanvang geneem het,

het lineére blokkodes integrale komponente van meeste digitale kommunikasiesteisets.ge
Beide birére en nie-biare line€re blokkodes het hulself bewys as gedugte teenstanders teen die
belemmeringe wat draadlose kommunikasiekanale bied. Voor die mylpaahtit&! [2] deurBahl
et al. oor die optimalévlaksimum a-Posteriori Waarskeinlikhei AW) trellisdekodering van linere
blokkodes, was praktiese liaee blokkode dekoderingskemas egter nie net gebaseer op suboptimale
harde beslissingsalgoritmes nie, maar ook kode-spesifiek in meeste gdualle78 hetWolf die
werk vanBahl et al. aangehelp deur die toepasbaarheid van 'n bloktiperbi Algoritme (VA) op
Bahl-Cocke-Jelinek-Ravi(BCJR) trellisstrukture as 'n generiese optimale sagte besliddaigsi-
mum Waarskeinlikhei@MW) trellis dekoderingsoplossing vir ligee blokkodes te demonstreer [3].

Hierdie studie, hoofsaaklik gemotiveer deur kode-implementeerdersatduende soeke na ge-
neriese linére blokkode dekoderingalgoritmes, bou op die fondasies watBkiy Wolf en ander
bydraende navorsers gevestig is, deur die VA dekodering van gehiildee en nie-biare lineere
blokkodes op realistiese noueband en wyeband digitale kommunikasieplatfotewenstroue mo-
biele omgewings deeglik te evalueer. Generiesetliadlokkode dekoderingalgoritmes moet ideaal
nie net beskeie wees in terme van bewerkingkompleksiteit nie, maar moetoaklkewus wees.
Sulke universele algoritmes sal ongetwyfeldrgegreer word in meeste kanaalkodering substelsels
wat aanpas tot veranderende mobile kanaaltoestande, soos diebaaapemaalkoderingskemas
van huidigeEnhanced Data Rates for GSM EvolutilEDGE), 39¢ Generasig(3G) enBokant34¢
Generasie(B3G) stelsels, asook toekomstigé® Generasie4G) stelsels. In hierdie studie word
klasieke BCJR trelliskonstruksie verduidelik en toegepas op hederedbizgee en nie-biare linere
blokkodes. Aangesien BCJR trellisstrukture inherent groot en ingeldkk, word elemeiétre trel-
liskompleksiteit berekening- en verminderingalgoritmes ook voorgestetéangonstreer. Die blok-
tipe VA vir BCJR trellisstrukture, oorspronklike voorgestel dé&bolf in [3], word heroorweeg en
verbeter onKanaaltoestand InformasigTI) te inkorporeer gedurende sy MW dekoderingspogings.

Om dieBisfout TempdBFT) werkverrigting van VA gedekodeerde |&re blokkodes in outentieke
draadloses kommunikasieomgewings akkuraat te waardeerSerameerbare Wit Gaussiese Ruis
(SWGR), plat deining en multi-gebruiker multipad deining simulasieplatformsegeskgesluit in
hierdie taak was die ontwikkeling van komplekse basisband plat en multipadndieirkanaal si-
mulatormodelle, wat instaat is om die fisiese eienskappe van realistiese mabiedade kanale te
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herproduseer. Verder was 'n komplekse&adratuur Faseskuif SleutelingkFSS) stelsel gebruik as
die gekose nouband kommunikasieskakel vir die SWGR en plat deinendelkeerkverrigting eval-
uasieplatforms. Die veelsydige B3G multi-gebruiker multipad deinende simuk$tepm was egter
saamgestel deur gebruik te maak van 'n RAKE ontvanger gebaseeargadise wyeban®direkte
Sekwensie Spreispektrum Veelvuldige Toed®8/SSVT) kommunikasiestelsel wat ongefilterde en
gefilterdeKomplekse SpreisekwernsigSS) ondersteun. Hierdie wyeband platform is nie net instaat
om die invloed van frekwensie selektiewe deining op die BFT werkverrigtamgVVA gedekodeerde
lineére blokkodes te analiseer nie, maar so ook die invioed vamdig-gebruiker SteurindMGS)
geskep deur die ander gebruikers wat aktief inkbee Divisie Veelvuldige ToegariigDVT) stelsel

is. KSS families wat oorweeg is in hierdie studie sluizZiadoff-Chu(ZC) [4, 5], Kwadratuur Fasige
(KF) [6], Dubbele Syban(DSB) Konstante Omhulling Lirér Geénterpoleerde Eenheidswort@O-
LGI-EW) gefilterdeAlgemene Tjirp-agtig€ATA) [4, 7, 8] en Analitiese Bandbeperkte Komplekse
(ABK) [7,10] sekwensies.

Talryke gesimuleerde BFT werkverrigtingkurwes, verkry deur varBiéGR, plat deining en multi-
gebruiker multipad deining werkverrigting evaluasieplatforms gebruik te nveadkl in hierdie studie
voorgek vir verskeie belangrike bame en nie-biare linéére blokkode klasse, almal gedekodeer
deur van die VA gebruik te maak. Bére linéere blokkodes wat ondersoek is, sluit in Hamming
en Bose-Chaudhuri-HocquenghdgfBCH) kodes, terwyl gewilde sarsiefout korrigerende niegbin
Reed-SolomofRS) kodes spesiale aandag ontvang. Verder word 'n eenvoudigssikirere linere
blokkode gebruik om die lewensvatbaarheid van die gebruik van diemevadigde trellisstrukture,
geproduseer deur die voorgestelde trellis kompleksiteit verminderingieaigo te bekragtig. Die
gesimuleerde BFT werkverrigtingresultate werp lig op die foutkorreksime@ns van hierdie VA
gedekodeerde lirsge blokkodes wanneer hulleibeloed word deur nadelige kanaaleffekte, inslui-
tend SWGR, Doppler spreiding, verminderidgn-van-Sig(LVS) seinsterkte, multipad voortplant-
ing en MGS. Dit ondersoek ook die impak van ander toepaslike kommunitelsekonfigurasie-
alternatiewe, insluitend kanaalintervlegging, kodeperforasie, die kwalaeitdie KTl beskikbaar
gedurende VA dekodering, RAKE diversiteit samevoegingsbenageean KSS korrelasie karakter-
istieke. Vanuit hierdie gesimuleerde resultate kan dit nie net afgelei wairdid VA 'n effektiewe
generiese optimale sagte inset MW dekodeerder is vir beidadien nie-biére linere blokkodes
nie, maar ook dat die insluiting van KTl gedurende VA metriekberekenirgBET werkverrigtinge
van sulke kodes kan verbeter bo dit wat haalbaar is deur klassieke &kdddringsalgoritmes.

Sleutelwoorde, frases en akronieme3G, 4G, aanpasbare kanaalkodering, B3G, BCH kode, BCJR
trellis, BFT, DS/SSVT, EDGE, Hamming kode, harde beslissingsdekodekarmpalintervliegging,
KDVT, KFSS, kodeperforasie, KTI, KSS, ligdee blokkode, MAW dekodering, MGS, multipad dein-
ing, MW dekodering, plat deining, RAKE, RS kode, sagte beslissingstiring, Shannon-grens,
SWGR, VA



University of Pretoria etd — Staphorst, L (2005)

This dissertation is dedicated to:

God Almighty, for blessing me with many talents, and grantiggcountless opportunities
to use them;
My loving family and friends, whose continuous support armbaragement carried me
through the arduous times.

. PN
e A O =

"The next best thing to a good education, is a pushy mother”

M.P. Staphorst



University of Pretoria etd — Staphorst, L (2005)

ACKNOWLEDGMENTS

| wish to extend my heartfelt gratitude to the following people and institutions wippated this
study in one way or another:

First and foremost, my appreciation and thanks go to my parents, my ayraidoeny sister Ronell.
Their enduring love, support and encouragement were indisperdrabiey forces, especially during
the gruelling times when completion of this study seemed like an unsurmountableAtagiecial
mention goes to my mother for the time and effort she vested in proofreadirdpttisnent.

| am especially grateful to my study leader and promotor, Prof. L.P. Lifodéis continued latitude,
support and guidance during this study. To my informal signal proogssid digital communication
mentors, Jacques Cilliers and Danie van Wyk, | wish to extend this same geatitud

My thanks goes to my fellow engineering friends Stefan Swanepoel, dasan Wyk, Ben Waldeck,
Werner Bittner, Pieter de Villiers, Momin Jamil, Fernando Camisani-Calzolari, Piete¥ldknand
Christian Bruwer, with whom | shared many insightful and intellectual disions on our respective
postgraduate projects. These discussions fuelled much of my motivatitmdatudy.

Credit goes to theJniversity of Pretoriaand theNational Research Foundaticior the financial
sponsorship of my Masters degree studies through personnel asiigjioes postgraduate bursaries,
respectively. Furthermore, | am indebtedritel for their donation of thé-percubehigh performance
computing cluster, as well as Paul Greeff, Jaitt€& and Simeon Miteff for their invaluable support
in the usage thereof.

Last, but definitely not least, my thanks and gratitude go to my best friend@mganion, Betsie
van der Westhuizen. Her love, patience and fantastic cooking carriedirimg dhe last few difficult
months leading to the conclusion of this study. | will always be indebted taheot only sacrificing
her time and social life to stand by my side, but also listening to countless, mansterplanations
on the work that | was doing.



University of Pretoria etd — Staphorst, L (2005)

TABLE OF CONTENTS

CHAPTER ONE - NTRODUCTION 1
1.1 Pertinent Research Topics and Related Literature . . . . . 4
1.1.1 Mobile Communication Channel Characteristics, Modelllng and RepJIoduc 4

1.1.2 Spread Spectrum Wideband Digital Communication . . .. ... ... ... .. 5
1.1.3 Trellis Decoding of LinearBlock Codes . . . . . . . ... ... ... .. ... 7
1.2 MotivationforthisStudy . . . . . . .. .. .. . .. ... 7
1.3 ObjectivesofthisStudy . . . . . . . . . . . . e 10
1.4 Novel Contributions and Publications Emanating fromthis Study . . . . . ... .. 12
1.4.1 Novel Contributions . . . . . . . .. ... . ... e 12
1.4.2 Publications. . . . . . . . . e 14
1.5 Organisation of the Dissertation . . .. ... ... .. ... ... .. .. ... ... 16
CHAPTER TWO - MoBILE FADING CHANNELS 18
2.1 ChapterOverview . . . . . . . . . e 18
2.2 Additive White Gaussian Noise Channels . . . . . . ... ... ... ... .... 18
2.3 Multipath Fading Channel Overview . . . . . . . . . . . ... .. .. ... .. .. 19
2.4 Multipath Propagation . . . . . . . . . . . . . . . e 20
2.4.1 Multipath Channel Impulse Response . . . . .. ... .. ... .. ..... 20
2.4.2 PowerDelayProfiles . . . . . . . .. ... .. e 12
2.4.3 Multipath Channel Parameters . . . . . . .. .. .. .. .. .. ... ... 1 2
2.4.3.1 Time Dispersion Parameters.. . . . . .. .. .. .. ... ....... 21
2.4.3.2 Coherence Bandwidth . . . . ... ... ... ... .......... 22
2.4.3.3 Doppler Spread and Coherence Time . . . . ... ... ........ 22
25 SignalFading . . . . . . . . e 24
251 TypesofSignalFading . . ... ... ... ... ... . . . . ... ..., 24
2.5.1.1 Multipath Time Delay Spread Fading Effects . . . . . ... ... ... 24
2.5.1.2 Doppler Spread Fading Effects . . . . ... ... ... ........ 24
2.5.2 FadingDistributions . . . . . . ... .. 25
2521 RayleighFadedSignals . . ... ... ... ... ... . ..... 25
25.2.2 RicianFadedSignals . .. ... ... ... ... . .. .. .. ... 26
2.6 Simulating Mobile RadioChannels . . . . . . ... ... .. .. ... ......... 28
2.6.1 Simulating Additive White Gaussian Noise Channels . . . . . . ... ... .. 8 2
2.6.1.1 Generating Gaussian Distributed Noise Samples . . . . . ... .. .. 28
2.6.1.2 Obtaining Gaussian Samples with the Required Noise Variance as Dic-
tated byEy/No . . . o o o o 28
2.6.2 Clarke’s Flat Fading ChannelModel . . . . . .. ... ... ... ... ... 29
2.6.2.1 Background . .. ... .. .. ... 30
2.6.2.2 Classic Implementation of Clarke’s Flat Fading Channel Model . . .Q 3
2.6.2.3 Complex Implementation of Clarke’s Flat Fading Channel Model . . . 32



University of Pretoria etd — Staphorst, L (2005)

2.6.2.4 Implementation Considerations . . . . . ... ... ... ....... 33
2.6.2.4.1 Hilbert Transformer Realisation . . . ... ... ... ... 33
2.6.2.4.2 Realisation of the Doppler Spread Spectral Shaping Filter . 33

2.6.2.5 Obtaining Channel State Information from the Clarke Flat Fading

Channel Simulator . . . . . .. ... ... ... . ... .. ... 35
2.6.3 Employing Clarke’s Model in Multipath Fading Channel Simulators . . . ... .35
2.6.3.1 Classic Multipath Fading Channel Simulator . . . . ... ... .... 35
2.6.3.2 Complex Multipath Fading Channel Simulator . . . . ... .. .. .. 36
2.6.3.3 Exponential Decay Modelling of Power Delay Profiles . . . . . . .. 6 3
2.7 ConcludingRemarks . . . . . . . . . . .. e 37
CHAPTER THREE - BJILDING BLOCKS OFCLASSIC CODING SCHEMES 39
3.1 ChapterOverview . . . . . . . . . o e e e e e e e e 39
3.2 EncoderBuildingBlocks . . . . ... ... 39
3.2.1 Binary ConvolutionalCodes . . . . .. ... .. ... .. .. .. .. ..., 39
3.2.1.1 Mathematical Description of Binary Convolutional Codes . . . . . . . 39
3.2.1.2 Important Binary Convolutional Code Parameters and Definitions . 41.
3.2.1.3 Types of Binary ConvolutionalCodes . . . . .. ... ......... 42
3.2.1.3.1 Finite Impulse Response Non-Systematic Convolutional Codes 42
3.2.1.3.2 Recursive Systematic Convolutional Codes . . . . ... .. 42
3.2.2 LinearBlockCodes. . . . . . . . . . ... 3 4
3.2.2.1 Mathematical Description of Linear Block Codes . . . . . . ... .. 44
3.2.2.2 Important Linear Block Code Parameters and Definitions . . . . . . . 45
3.2.2.3 Linear Block Codes of Importance forthis Study . . . . .. ... ... 47
3.2.2.3.1 Binary Hamming BlockCodes . . . . . ... ... ... .. a7
3.2.2.3.2 Binary Bose-Chaudhuri-Hocquenghem Block Codes . . .. 48
3.2.2.3.3 Non-binary Reed-Solomon Block Codes . . . . . . ... .. 48
3.23 Interleavers . . . . . . . e 9 4
3.2.3.1 Mathematical Description of Interleavers . . . . . ... ... ... .. 50
3.2.3.2 Interleaver Parameters . . . . . .. ... 51
3.2.3.3 Block Interleaver Structures . . . . . . ... ... L. 52
3.24 CodePuncturers . . . . . . . . . . 2 5
3.3 DecoderBuildingBlocks . . . . . ... .. 53
3.3.1 Binary Convolutional Code Decoders . . . . ... ... ... .. ... ... 53
3.3.1.1 Constructing the Trellis of a Binary Convolutional Code . . . . . . . . 53
3.3.2 LinearBlockCode Decoders . . . . . . . . . . . . .. ... 54
3.3.3 De-interleavers . . . . . . e 4 5
3.3.3.1 Mathematical Description of De-interleavers . . . . . . ... ... .. 55
3.3.4 CodeDe-puncturers . . . .. . . . . . i e e e 56
3.3.5 Channel State Information Estimators . . . . . . .. ... ... ... ..... 7 5
3.4 ConcludingRemarks . . . . . . . . .. 59
CHAPTER FOUR - VTERBI DECODING OFLINEAR BLoOCK CODES 60
4.1 ChapterOVeIVIEW . . . . . . . o o e e e e e e e 60
4.2 Linear Block Code Trellis Construction . . . . . . ... ... ... ... ... .. 60
4.2.1 Constructing an Unexpurgated Linear Block Code Trellis . . . . . . . ... 61
4.2.2 ExpurgatingaBlock Code Trellis . . ... ... .. ... ... .. ....... 2 6
4.3 Complexity of Linear Block Code Trellises . . . .. ... ... .. ... ... ... 64



University of Pretoria etd — Staphorst, L (2005)

4.3.1 Trellis Complexity Calculation . . . . . . ... .. ... ... .......... 64
4.3.2 Reducing Trellis Complexity . . . . . . . . .. . .. . . . 66
4.4 Trellis Decoding of Linear Block Codes Using the Viterbi Algorithm . . . . .. ... 68
4.4.1 The Block-Wise Viterbi Algorithm for Linear Block Code Trellises . . . . . 69
4.4.2 Hard versus Soft DecisionDecoding . . . . . . . . . ... ... ... wa. 70
4.4.2.1 HardDecisionDecoding . ... .. .. ... ... .. . ...... 71
4422 SoftDecisionDecoding . . . . . ... ... 71
4.5 Analytical Bit-Error-Rate Performance Evaluation of Viterbi Decodiegar Block Codes 72
4.5.1 AWGN Channel Bit-Error-Rate Performance UpperBound . . . . .. ... 72
4.5.2 Slow Rayleigh Flat Fading Channel Bit-Error-Rate Performancetppund . 73
4.6 ConcludingRemarks . . . . . . . . . . . e 74
CHAPTER FIVE - ERFORMANCEEVALUATION PLATFORMS 75
5.1 ChapterOverview . . . . . . . . e 75
5.2 Narrowband Complex QPSK Communication Systems . . . .. ... ... .. ... 75
5.2.1 Complex QPSK Transmitter Structure and Operation . . . . ... ... ... 75.
5.2.2 Complex QPSK Receiver Structure and Operation . . . . e 7
5.2.3 Average Fading Amplitude Calculation for Complex QPSK Systems ..... 78
5.2.4 Analytical Bit Error Probabilities of Uncoded Narrowband ComplesQEom-
munication Systems . . . . ... 79
5.2.4.1 AWGN ChannelConditions . . . . . . . ... ... .. ... ..... 79
5.2.4.2 Slow Rayleigh Flat Fading Channel Conditions . . . . . . ... ... 79
5.3 RAKE Receiver-Based Complex DS/SSMA QPSK Communication Systems ...... 80
5.3.1 Complex DS/SSMA QPSK Transmitter Structure and Operation . . . . . . . 80.
5.3.2 Complex DS/SSMA QPSK RAKE Receiver Structure and Operation . . . . 82
5.3.3 Average Output Fading Amplitude Calculation for Complex DS/SSMA QPSK
Systems with RAKE Receivers. . . . . . . . . . . . .. . . . ..., 85
5.3.4 Analytical Bit Error Probability for Single User DS/ISSMA QPSK Systerith w
RAKE Receivers . . . . . . . . e e 86
5.4 General Simulation Configurations . . . . . .. ... ... ... ... ... ... 88
5.4.1 Simulations in AWGN Channel Conditions . . . . . ... ... ... ...... 88
5.4.2 Simulations in Flat Fading Channel Conditions . . . . . .. .. ... ... .. 0 9
5.4.3 Simulations in Frequency Selective Fading Channel Conditions . . ....... 92
5,5 ConcludingRemarks . . . . . . . . . . . ... 97
CHAPTER SIX - SMULATION RESULTS 99
6.1 ChapterOverview . . . . . . . . . e e e e e e 99
6.2 \Validation of the Complex Mobile Channel Simulator Models . . . . . ... .. .. 100
6.2.1 Complex Flat Fading Channel Simulator. . . . .. .. ... ... ......| 00 1
6.2.1.1 Measured Envelope Probability Density Function Results . . . . . . 0. 10
6.2.1.2 Measured Phase Probability Density Function Results . . . . . . . 2. 10
6.2.1.3 Measured Doppler SpectraResults . . . . .. ... ... ....... 102
6.2.1.4 Discussion of the SimulationResults . . . . .. ... ... ... ... 102
6.2.2 Complex Multipath Fading Channel Simulator . . . . ... ... ... ... .. 103
6.2.2.1 Measured Path Delays and Power Spectral Densities . . . . . . . 103.
6.2.2.2 Discussion of the SimulationResults . . . . ... ... ... ..... 104
6.3 Evaluation of the Narrowband Complex QPSK Communication System . . ....... 104

6.3.1 MeasuredTimeSignals. . . . . . . . . . . . . .. .. .. e 4 10



6.4

6.5

University of Pretoria etd — Staphorst, L (2005)

6.3.2 Measured Eye Diagrams . . . . . . . . . ... 051
6.3.3 Measured Power Spectral Densities . . . . .. ... ... ... ....... 105
6.3.4 Discussion of the SimulationResults . . . . .. ... ... ... ........ 107
Evaluation of the RAKE Receiver-Based Complex DS/SSMA QPSK Comratimonc
SYStem . . . . 710
6.41 MeasuredTimeSignals. . . . . . .. .. . .. . . .. .. .. ... 8 10
6.4.2 Measured Eye Diagrams . . . . . . . . ... 091
6.4.3 Measured Power Spectral Densities . . . . .. ... ... ... ....... 111
6.4.4 Discussion of the SimulationResults . . . . . . ... .. ... ... ...... 111
Bit-Error-Rate Performance EvaluationResults . . . . . .. ... ... ... ... 115
6.5.1 Uncoded CommunicationSystems . . . . .. .. .. ... ... ... . ..... 116
6.5.1.1 AWGNChannelResults . . . ... ... .. ... .. ......... 116
6.5.1.2 FlatFadingChannelResults. . . . .. ... ... ... ........ 116
6.5.1.3 Multipath Fading ChannelResults . . . . . ... ... ... ... .. 118

6.5.1.3.1 BER Performance Results for the Different CSS Families. . 118
6.5.1.3.2 The Influence of CSS Selection - An ABC Sequences Case

Study . . .. 120
6.5.1.3.3 The Influence of CSS Length - An ABC Sequences Case Stady12
6.5.1.4 Discussion of the SimulationResults . . . . .. ... ... ... ... 123
6.5.2 Binary Convolutional Coded Communication Systems . . . . . ... .. .. 26 1
6.5.2.1 4-State, Rat®. = 1/2 NSC Coded Communication Systems . . . . . 126
6.5.2.1.1 AWGN ChannelResults . . . .. ... .. ... ...... 127
6.5.2.1.2 FlatFading ChannelResults . . . . . ... ... ...... 127
6.5.2.1.3 Multipath Fading ChannelResults . . . . . ... ... ... 128
6.5.2.1.4 Discussion of the SimulationResults . . . . . .. ... ... 131
6.5.2.2 8-State, RatR. = 2/3 RSC Coded Communication Systems . . . . . 133
6.5.2.2.1 AWGN ChannelResults . . ... ... ... ........ 133
6.5.2.2.2 Flat Fading ChannelResults . . . ... ... ........ 133
6.5.2.2.3 Discussion of the SimulationResults . . . . . . ... .. .. 135
6.5.3 Communication Systems Employing Viterbi Decoded Linear Block Codes 136.
6.5.3.1 Binary Hamming7, 4, 3) Coded Communication Systems . . . . . . 136
6.5.3.1.1 AWGN ChannelResults . . ... ... ... ........ 137
6.5.3.1.2 Flat Fading ChannelResults . . . ... ... ........ 137
6.5.3.1.3 Multipath Fading ChannelResults . . . . . ... ... ... 140
6.5.3.1.4 Discussion of the SimulationResults . . . . . . . ... ... 140
6.5.3.2 Non-Binary Reed-Solomdf, 5, 3) Coded Communication Systems . 144
6.5.3.2.1 AWGN ChannelResults . . . ... ... ... ....... 144
6.5.3.2.2 Flat Fading ChannelResults . . . . ... ... ....... 145
6.5.3.2.3 Multipath Fading ChannelResults . . . . . ... ... ... 145
6.5.3.2.4 Discussion of the SimulationResults . . . . . . ... .. .. 146
6.5.4 Reducing the Complexity of a BCJR Trellis - The Binary Cy¢lic3, 2) Linear
BlockCode . . . . . . . . e 150
6.5.41 AWGNChannelResults . . . . . ... ... ... ... ........ 151
6.5.4.2 FlatFadingChannelResults . . . . .. ... ... ... ........ 151
6.5.4.3 Discussion of the SimulationResults . . . . ... ... ........ 151
6.5.5 Communication Systems Employing Interleaved Viterbi Decoded Lineak Bloc
Codes . . . . e 155
6.5.5.1 Interleaved Binary Hammir{@, 4, 3) Coded Communication Systems 156
6.5.5.1.1 Flat Fading ChannelResults . . . . ... ... ....... 156



University of Pretoria etd — Staphorst, L (2005)

6.5.5.1.2 Multipath Fading ChannelResults . . . . ... ... .. ..
6.5.5.1.3 Discussion of the SimulationResults . . . . . . ... .. ..
6.5.5.2 Interleaved Non-Binary Reed-Solom@n5,3) Coded Communica-

tion Systems . . . . . . ... e e 161

6.5.5.2.1 Flat Fading ChannelResults . . . . ... ... .......
6.5.5.2.2 Multipath Fading ChannelResults . . . . . ... ... ...
6.5.5.2.3 Discussion of the SimulationResults . . . . . . . ... ...
6.5.6 Communication Systems Employing Viterbi Decoded Punctured Convolutiona
and LinearBlockCodes . . . . . .. . ... . ... ..o
6.5.6.1 Punctured Binary 4-State, R&te= 1/2 RSC Coded Communication

166

Systems . .. L e e 166

6.5.6.1.1 AWGN ChannelResults . . . . . ... ... ... .....
6.5.6.1.2 Flat Fading ChannelResults . . . ... ... ........
6.5.6.1.3 Discussion of the SimulationResults. . . . . ... ... ..

6.5.6.2 Punctured Binary BCH5, 7,5) Coded Communication Systems . . . 170

6.5.6.2.1 AWGN ChannelResults . . .. ... ... .. .......
6.5.6.2.2 Flat Fading ChannelResults . . . . .. ... ........
6.5.6.2.3 Multipath Fading ChannelResults . . . . . ... ... ...
6.5.6.2.4 Discussion of the SimulationResults . . . . . . ... .. ..

6.6 ConcludingRemarks . . . . . . .. .. ... 177
CHAPTER SEVEN - @ONCLUSIONS ANDFUTURE RESEARCH 180
7.1 ChapterOverview . . . . . . . . e e e e e 180
7.2 CoONCIUSIONS . . . . o o o e e e e 180
7.3 Future Research . . . . . . . . . . e, 190

APPENDIX A - OPTIMAL RECURSIVESYSTEMATIC CONVOLUTIONAL CODES 193

Al AppendiX OVEIVIEW . . . . . . . o e e e e e e e e e e e e 193
A.2 Tables of Optimal RSC Code Encoder Parameters . . . . . . ... ... ...... 193
A.3 Encoder Construction Example . . . . . . . . . . . .. 196

APPENDIX B - BERLEKAMP-MASSEY DECODING OF REED-SOLOMON BLOCK

CODES 198
B.1 Appendix OVEIVIEW . . . . . . . . o o e 198
B.2 The Berlekamp-Massey Algorithnm . . . . . . . . ... ... ... ... ... . ... 198
APPENDIX C - POPULAR BLOCK INTERLEAVERS 200
C.1 Appendix OVErview . . . . . . . . 200
C.2 Deterministic Block Interleavers . . . . . . . . . . . . . .. e 200
C.2.1 ClassicBlock Interleavers . . . . . . . . . .. . . . . . . ... . ... 200
C.2.2 Berrou-Glavieux Interleavers .. . . . . . . . . . . . . . . . .. 200
C.2.3 JPLInterleavers. . . . . . . . . . e e 201
C.3 RandomBlock Interleavers . . . . . . . . . . . . e 201
C.3.1 PN Generator Interleavers . . . . . . . . . . . @ i e 201
C.3.2 Random Number Generator Interleavers . . . . . ... ... ... .. ... 202
C.3.3 s-Randominterleavers . . . . . . . . . . . . . . . e 202
C.4 UniformInterleavers . . . . . . . . . . . e e e 202



University of Pretoria etd — Staphorst, L (2005)

APPENDIX D - COMPLEX SPREADING SEQUENCES

D.1 Appendix Overview

D.2 Important Performance Measures for Complex Spreading Sequence . . . . . . ..
D.2.1 Sequence Lengthand FamilySize . . . ... ... ... ... .......
D.2.2 Periodic Auto-correlation. . . . . . ... ... L
D.2.3 Periodic Cross-Correlation . . . . . . ... . ... ... ... ... ... ..
D.2.4 Spreading Factor and ProcessingGain . . . . . .. . ... ... ... ...
D.2.5 Bandwidth ExpansionFactor . . . . . .. .. ... ... ... ........
D.2.6 Spreading Sequence Length Diversity . . . . . . ... ... ... .. ...

D.3 Important Complex Spreading Sequence Families . . . . . .. ... ... .....
D.3.1 Unfiltered Sequences . . . . . . . . . . . . ..

D.3.1.1 Zadoff-ChuSequences . ... ... ... ... .. ........
D.3.1.2 Quadriphase Sequences . . . . ... .. .. ... ...
D.3.2 Filtered Sequences . . . . . . . . . . ..
D.3.2.1 DSB CE-LI-RU Filtered GCL Sequences . . . . .. .. ... ...
D.3.22 ABCSequences . . . . . . . . . i

APPENDIX E - SMULATION SOFTWARE INDEX

E.1 Appendix Overview

E.2 Naming Label Conventions . . . . . . . . . . . . . ..
E.3 Matlab Functionsand Scripts . . . . . . . . .. ... ...

E.4 C++Classes . . . .

E.5 Compiled Executables . .. ... ... ... .. . .. ... .

REFERENCES

Vi



University of Pretoria etd — Staphorst, L (2005)

LIST OF FIGURES

CHAPTER ONE

1.1 Time Line Showing Pivotal Events in Channel Coding History . . . . . . ...... ..

CHAPTER TWO

2.1 Classic Doppler Spectrum fétp ;/ f. = 0.5 andag_(t) =1 ... .

2.2 PDFs of the Envelopes of Rician Faded Multipa’fh Signal Componenis;fer —oc dB

(Rayleigh),K; = 0 dB (Rician) andK; = 6 dB (= Gaussian) . . . . . . .. ... ...

2.3 PDFs of the Phases of Rician Faded Multipath Signal Components;fer —oc dB,
K;=0dBandK; =6dBwithfgp=0rad .. ... ....... ... ... ......

2.4 Classic Flat Fading Channel Simulator Base®€tarkés Model . . . . . ... ... ..
2.5 Complex Flat Fading Channel Simulator Basedtarkés Model . . . . . .. ... ..

2.6 Frequency Response of ti#€ Order Doppler IR Filter . . . . . ... ... .....

2.7 Classic Multipath Fading Channel Simulator . . . . . . . ... ... ... ... ...
2.8 Complex Multipath Fading Channel Simulator . . . . .. .. ... ... .......

CHAPTER THREE

3.1 Optimal8-State, Rate?. = 1/2 NSC Code Encoder . . . . ... ... ........
3.2 Optimal8-State, RateR. = 1/2 RSC Code Encoder . . . . ... ... ........

3.3 Trellis Section of the Optima&k-State, Rate?. = 1/2 RSC Code, Defined biq. (3.12)

CHAPTER FOUR

4.1 Unexpurgated Trellis of the Shortened Binary Hamniim@,3) Code . . . . . . . . ..
4.2 Expurgated Trellis of the Shortened Binary Hamm(isg,3) Code . . . . . . .. . ..
4.3 Expurgated Trellis of the Original Binary Cycl{g,3,2) Code . . . . .. ... ... ..
4.4 Optimally Reduced Expurgated Trellis of the Equivalent Binary Cy@lig, 2) Code . .

CHAPTER FIVE

5.1 Complex QPSK Transmitter Structure . . . . . . . . . . . . ... .. .. ... .

5.2 Complex QPSK Receiver Structure . . . . . . . . . . . . e

5.3 Complex DS/SSMA QPSK Transmitter Structure . . . . . ... ... ........

5.4 Complex DS/ISSMA QPSK RAKE Receiver Structure . . . . . . .. ... . ...
5.5 General AWGN Channel Simulation Platform . . . . . . . . . . . . .. ... .. ...

5.6 Normalised Square-Root Nyquist Pulse Shape fer0.5 . . .. ... ... .. .. ..
5.7 Amplitude and Phase Responses ofdttieOrder Lowpass Elliptic Receive Filters . . . .

5.8 General Flat Fading Channel Simulation Platform . . . . . .. ... ... ... ..
5.9 General Multipath Fading Channel Simulation Platform . . . . . ... ... . ...

CHAPTER SIX

6.1 Measured Complex Flat Fading Channel Simulator Output Signal Em/BIDF Results
for Rician Factors of; = —100dB, K; =0dBandK; =6dB . . . .. ... ... ..

Vii



University of Pretoria etd — Staphorst, L (2005)

6.2 Measured Complex Flat Fading Channel Simulator Output Signal PB&sB&sults for
Rician Factors of; = —oo dB (Rayleigh),K; = 0 dB (Rician) andK; = 6 dB (=~

Gaussian) . ... 011
6.3 Measured Complex Flat Fading Channel Simulator Output Signal PSit&Kfs Max-

imum Doppler Spreads d8p ; = 33 Hz, Bp; = 67T HzandBp; = 100Hz . . . . . .. 102
6.4 Measured Path Delays and PSDs Created by User-1's Complex MuFRguditig Channel

Simulator . . . .. e e 103

6.5 Measured Narrowband Complex QPSK Receiver’s I-ChanneQa@Gtiannel Time Signals105
6.6 Measured Eye Diagrams of the Narrowband Complex QPSK Transmit@hnannel and

Q-Channel Pulse Shaping Filter Outputs . . . . . . . .. .. .. .. ... ... ... 106
6.7 Measured Eye Diagrams of the Narrowband Complex QPSK Reeelv€hannel and

Q-Channel Matched Filter OQutputs . . . . . . . . . . ... ... ... ... ..... 106
6.8 Measured PSDs of the Narrowband Complex QPSK Communication System. . . 107

6.9 Measured I-Channel and Q-Channel Time Signals for a Widebantplér DS/SSMA
QPSK Communication System Employing ABC Sequences (with Rectangular Pulse
Shaping) in Noiseless Multipath Fading Channel Conditions . . . . . .. ... .. 108

6.10 Measured I-Channel and Q-Channel Time Signals for a Widebantplgx DS/SSMA
QPSK Communication System Employing ZC CSSs (with Square-Root Nyquist Pu

Shaping) in Noiseless Multipath Fading Channel Conditions . . . . . ... .. .. 109
6.11 Measured Eye Diagrams of the QPH CSS-Based Wideband Comple$M&/QPSK

Transmitter’s I-Channel and Q-Channel Pulse Shaping Filter Outputs.. . ... 110
6.12 Measured Eye Diagrams of the QPH CSS-Based Wideband CompleSMS/QPSK

RAKE Receiver’s I-Channel and Q-Channel Matched Filter Outputs. .. .. . . . . 110
6.13 Measured PSDs of a Wideband Complex DS/SSMA QPSK Communlcatltfms&m

ploying Length63 ZC CSSs . . . . . . . . . . . 112
6.14 Measured PSDs of a Wideband Complex DS/SSMA QPSK Communicatitensks-

ploying Length63 QPHCSSs . . . . . . . . . . . 112
6.15 Measured PSDs of a Wideband Complex DS/SSMA QPSK Communicatitensks-

ploying Length63 DSB CE-LI-RU filtered GCLCSSs . . . . .. ... ... ...... 113
6.16 Measured PSDs of a Wideband Complex DS/SSMA QPSK Communicatitenks-

ploying Length63 ABC Sequences . . . . . . . . . . vt it 113
6.17 BER Performances of an Uncoded Narrowband Complex QPSK Coication System

in AWGN Channel Conditions . . . . . . . .. . .. . ... .. ... ... . ... 171
6.18 BER Performances of an Uncoded Narrowband Complex QPSK Coication System

in Flat Fading Channel Condition8p; =33Hz . . . ... ... ... ......... 117
6.19 BER Performances of an Uncoded Narrowband Complex QPSK Coication System

in Flat Fading Channel Condition8Bp; =100Hz . . . . . .. ... ... ... .... 118

6.20 BER Performances of Uncoded Wideband Complex QPSK Communicgstens Em-
ploying ABC Sequences in Multi-User Multipath Fading Channel Conditidfig, = 63 119
6.21 BER Performances of Uncoded Wideband Complex QPSK Communicgstens Em-
ploying DSB CE-LI-RU Filtered GCL CSSs in Multi-User Multipath Fading Chalnn
Conditions,Mgeq =63 . . . . . . . . 119
6.22 BER Performances of Uncoded Wideband Complex QPSK Communicgttens Em-
ploying ZC CSSs in Multi-User Multipath Fading Channel Conditiabg,, =63 . . . 120
6.23 BER Performances of Uncoded Wideband Complex QPSK Communicgbtens Em-
ploying QPH CSSs in Multi-User Multipath Fading Channel Conditiav,, = 63 . . 121
6.24 BER Performances of Uncoded Wideband Complex QPSK Communicgstens Em-
ploying Arbitrarily and Optimally Selected ABC Sequences in Multi-User Multipatti-F
ing Channel Conditions\/,eq =63 . . . . . . . . . .. ... 122

viii



University of Pretoria etd — Staphorst, L (2005)

6.25 BER Performances of Uncoded Wideband Complex QPSK Communicgttens Em-
ploying ABC Sequences of Different Lengths in Multi-User Multipath FadBigannel

Conditions . . . . . . . . e 312
6.26 BER Performances dfState, Ratd?. = 1/2 NSC Coded Narrowband Complex QPSK
Communication Systems in AWGN Channel Conditions . . . . ... ... ...... 7 12
6.27 BER Performances dfState, Ratd?. = 1/2 NSC Coded Narrowband Complex QPSK
Communication Systems in Flat Fading Channel Conditidhs; =33Hz . . . . . .. 128
6.28 BER Performances dfState, Raté?. = 1/2 NSC Coded Narrowband Complex QPSK
Communication Systems in Flat Fading Channel Conditiéhs; = 100Hz . . . . . . 129

6.29 BER Performances dfState, Rate?. = 1/2 NSC Coded Wideband Complex QPSK
Communication Systems Employing ABC Sequences in Multi-User Multipath Fading
Channel ConditionsMeeq =63 . . . . . . . ... 129

6.30 BER Performances dfState, Rate?. = 1/2 NSC Coded Wideband Complex QPSK
Communication Systems Employing DSB CE-LI-RU Filtered GCL CSSs in Multi-User
Multipath Fading Channel Condition8/,., =63 . . . . . . .. ... ... ... .... 130

6.31 BER Performances dfState, RateR. = 1/2 NSC Coded Wideband Complex QPSK
Communication Systems Employing ZC CSSs in Multi-User Multipath Fading Channel
Conditions,Mgeq =63 . . . . . . . . 130

6.32 BER Performances dfState, Rate?. = 1/2 NSC Coded Wideband Complex QPSK
Communication Systems Employing QPH CSSs in Multi-User Multipath Fading Channel

Conditions,Mseq =63 . . . . . . . .. 131
6.33 BER Performances 8fState, Ratd?, = 2/3 RSC Coded Narrowband Complex QPSK
Communication Systems in AWGN Channel Conditions . . . .. ... ... ..... 4 13
6.34 BER Performances 8fState, Ratd?. = 2/3 RSC Coded Narrowband Complex QPSK
Communication Systems in Flat Fading Channel Conditiéhs; =33 Hz . . . . . .. 134
6.35 BER Performances 8fState, Ratd?. = 2/3 RSC Coded Narrowband Complex QPSK
Communication Systems in Flat Fading Channel Conditiéhs; = 100Hz . . . . . . 135
6.36 BER Performances of Binary Hammig, 4, 3) Coded Narrowband Complex QPSK
Communication Systems in AWGN Channel Conditions . . . .. ... ... ..... 7 13

6.37 BER Performances of Binary Hammif@, 4, 3) Block Coded Narrowband Complex
QPSK Communication Systems in Flat Fading Channel ConditiBpg, = 33 Hz, Clas-
sicMLDecoding . . . . . . . 813

6.38 BER Performances of Binary Hammilg, 4, 3) Block Coded Narrowband Complex
QPSK Communication Systems in Flat Fading Channel Conditibis; = 100 Hz,
ClassicMLDecoding . . . . . . . . . . i i e e e e e 381

6.39 BER Performances of Binary Hammilg, 4, 3) Block Coded Narrowband Complex
QPSK Communication Systems in Flat Fading Channel Conditibis, = 33 Hz, VA
Decoding . . . . . . e 913

6.40 BER Performances of Binary Hammilg, 4, 3) Block Coded Narrowband Complex
QPSK Communication Systems in Flat Fading Channel ConditiBias; = 100 Hz,
VADecoding . . . . . . e e e e e a3

6.41 BER Performances of Binary Hammifig 4, 3) Coded Wideband Complex QPSK Com-
munication Systems Employing ABC Sequences in Multi-User Multipath Fading-Chan
nel ConditionsMseq =63 . . . . . . . . . L 140

6.42 BER Performances of Binary Hammifig 4, 3) Coded Wideband Complex QPSK Com-
munication Systems Employing DSB CE-LI-RU Filtered GCL CSSs in Multi-User Mul-
tipath Fading Channel Conditiond/,c, =63 . . . . . .. . ... ... ... ...... 141



University of Pretoria etd — Staphorst, L (2005)

6.43 BER Performances of Binary Hammifig 4, 3) Coded Wideband Complex QPSK Com-
munication Systems Employing ZC CSSs in Multi-User Multipath Fading Channel Con
ditions, Meeq =63 . . . . . . 141

6.44 BER Performances of Binary Hammifig 4, 3) Coded Wideband Complex QPSK Com-
munication Systems Employing QPH CSSs in Multi-User Multipath Fading Channel

Conditions,Mseq =63 . . . . . . . . 142
6.45 BER Performances of Non-Binary RS 5, 3) Coded Narrowband Complex QPSK Com-
munication Systems in AWGN Channel Conditions . . . . .. ... ... ....... 45 1
6.46 BER Performances of Non-binary RS5, 3) Coded Narrowband Complex QPSK Com-
munication Systems in Flat Fading Channel Conditidg®s,; =33Hz . . . . . ... .. 146
6.47 BER Performances of Non-binary RS5, 3) Coded Narrowband Complex QPSK Com-
munication Systems in Flat Fading Channel Conditid®s,; = 100Hz . . . . . . . .. 147

6.48 BER Performances of Non-Binary RS 5, 3) Coded Wideband Complex QPSK Com-

munication Systems Employing ABC Sequences in Multi-User Multipath Fading-Chan

nel ConditionsMseq =63 . . . . . . . . . . 147
6.49 BER Performances of Non-Binary RS 5, 3) Coded Wideband Complex QPSK Com-

munication Systems Employing DSB CE-LI-RU Filtered GCL CSSs in Multi-User Mul-

tipath Fading Channel Conditiondfscq =63 . . . . . . . ... ... ... ... .... 148
6.50 BER Performances of Non-Binary RS 5, 3) Coded Wideband Complex QPSK Com-

munication Systems Employing ZC CSSs in Multi-User Multipath Fading Channel Con

ditions, Meeq =63 . . . . . . 148
6.51 BER Performances of Non-Binary RS 5, 3) Coded Wideband Complex QPSK Com-

munication Systems Employing QPH CSSs in Multi-User Multipath Fading Channel

Conditions,Mseq =63 . . . . . . . . 149
6.52 AWGN Channel BER Performance Results for Narrowband CompR&KQCommuni-

cation Systems Employing Binary Cyclig, 3, 2) Linear Block Codes with VA Decoding

Using Original and Reduced Trellis Structures . . . . . . . . . .. ... .. ... 152
6.53 BER Performances of Binary Cyclig, 3, 2) Block Coded Narrowband Complex QPSK

Communication Systems in Flat Fading Channel Conditiéts { = 33 Hz), VA Decod-

ing Using the Original Trellis Structure ¢ig. 4.3 . . . . . . . . . ... ... ... ... 152
6.54 BER Performances of Binary Cyclig, 3, 2) Block Coded Narrowband Complex QPSK

Communication Systems in Flat Fading Channel Conditids { = 100 Hz), VA De-

coding Using the Original Trellis Structurebfg. 4.3 . . . . . . .. .. ... ... ... 153
6.55 BER Performances of Binary Cyclig, 3, 2) Block Coded Narrowband Complex QPSK

Communication Systems in Flat Fading Channel Conditiéfs { = 33 Hz), VA Decod-

ing Using the Reduced Trellis Structureleg. 4.4 . . . . . . .. ... ... .. .... 153
6.56 BER Performances of Binary Cyclig, 3, 2) Block Coded Narrowband Complex QPSK

Communication Systems in Flat Fading Channel Conditidhs { = 100 Hz), VA De-

coding Using the Reduced Trellis StructureFag. 4.4 . . . . . . ... ... ... ... 154
6.57 BER Performances of Interleaved Binary Hammifgt, 3) Coded Narrowband Com-

plex QPSK Communication Systems in Flat Fading Channel Conditi®pg,= 33 Hz . 157
6.58 BER Performances of Interleaved Binary Hamm(ingt, 3) Coded Narrowband Com-

plex QPSK Communication Systems in Flat Fading Channel ConditiBps, = 100

Hz . . e 157
6.59 BER Performances of Interleaved Binary Hamm(ngt, 3) Coded Wideband Complex

QPSK Communication Systems Employing ABC Sequences in Multi-User Multipath

Fading Channel Condition8/,.q =63 . . . . ... .. ... ... ... ........ 158



University of Pretoria etd — Staphorst, L (2005)

6.60 BER Performances of Interleaved Binary Hammifigd, 3) Coded Wideband Com-
plex QPSK Communication Systems Employing DSB CE-LI-RU Filtered GCL CSSs
in Multi-User Multipath Fading Channel Condition&f,., =63 . . . . ... ... ... 158
6.61 BER Performances of Interleaved Binary Hamningt, 3) Coded Wideband Complex
QPSK Communication Systems Employing ZC CSSs in Multi-User Multipath Fading
Channel Conditions),eq =63 . . . . . . . . .. . 159
6.62 BER Performances of Interleaved Binary Hamningt, 3) Coded Wideband Complex
QPSK Communication Systems Employing QPH CSSs in Multi-User Multipath Fading
Channel Conditions)seq =63 . . . . . . . . . . . 159
6.63 BER Performances of Interleaved Non-Binary (RS, 3) Coded Narrowband Complex
QPSK Communication Systems in Flat Fading Channel ConditiBps, = 33 Hz . . . 162
6.64 BER Performances of Interleaved Non-Binary (RS, 3) Coded Narrowband Complex
QPSK Communication Systems in Flat Fading Channel ConditiBps, = 100 Hz . . . 163
6.65 BER Performances of Interleaved Non-binary RS, 3) Coded Wideband Complex
QPSK Communication Systems Employing ABC Sequences in Multi-User Multipath
Fading Channel Condition8/,.q =63 . . . . ... .. .. ... ... ......... 163
6.66 BER Performances of Interleaved Non-binary RS, 3) Coded Wideband Complex
QPSK Communication Systems Employing DSB CE-LI-RU Filtered GCL CSSs in
Multi-User Multipath Fading Channel Condition&s., =63 . . . ... ... ... .. 164
6.67 BER Performances of Interleaved Non-binary ®S5, 3) Coded Wideband Complex
QPSK Communication Systems Employing ZC CSSs in Multi-User Multipath Fading
Channel Conditions),eq =63 . . . . . . . . . . . 164
6.68 BER Performances of Interleaved Non-binary RS, 3) Coded Wideband Complex
QPSK Communication Systems Employing QPH CSSs in Multi-User Multipath Fading

Channel ConditionsMeeq =63 . . . . . . . ... L 165
6.69 BER Performances of Puncture®tate, Ratd?. = 1/2 RSC Coded Narrowband Com-
plex QPSK Communication Systems in AWGN Channel Conditions . . . . ... .. 67 1

6.70 BER Performances of Puncture®tate, Ratd?. = 1/2 RSC Coded Narrowband Com-
plex QPSK Communication Systems in Flat Fading Channel Conditi®pg,= 33 Hz . 168

6.71 BER Performances of Puncture®tate, Raté?. = 1/2 RSC Coded Narrowband Com-
plex QPSK Communication Systems in Flat Fading Channel ConditiBas, = 100

Hz . 168
6.72 BER Performances of Punctured Binary BCH, 7,5) Coded Narrowband Complex
QPSK Communication Systems in AWGN Channel Conditions . . . . . . ... ... 71 1
6.73 BER Performances of Punctured Binary BCH, 7,5) Coded Narrowband Complex
QPSK Communication Systems in Flat Fading Channel ConditiBps, = 33 Hz . . . 172
6.74 BER Performances of Punctured Binary BCH, 7,5) Coded Narrowband Complex
QPSK Communication Systems in Flat Fading Channel ConditiBps, = 100Hz . . . 173

6.75 BER Performances of Punctured Binary BCH,7,5) Coded Wideband Complex
QPSK Communication Systems Employing ABC Sequences in Multi-User Multipath
Fading Channel Condition8/,., =63 . . . . .. .. ... ... ... ......... 174

6.76 BER Performances of Punctured Binary BCH, 7,5) Coded Wideband Complex
QPSK Communication Systems Employing DSB CE-LI-RU Filtered GCL CSSs in
Multi-User Multipath Fading Channel Conditionsfs., =63 . . . ... ... ... .. 174

6.77 BER Performances of Punctured Binary BCH,7,5) Coded Wideband Complex
QPSK Communication Systems Employing ZC CSSs in Multi-User Multipath Fading
Channel ConditionsMeeq =63 . . . . . . . ... 175

Xi



6.78 BER Performances of Punctured Binary BCH,7,5) Coded Wideband Complex
QPSK Communication Systems Employing QPH CSSs in Multi-User Multipath Fading
Channel Conditions)/,., = 63

University of Pretoria etd — Staphorst, L (2005)

APPENDIX A

A.1 General Structure of &State, Raté?. = 2/3 Minimal Linear Systematic Convolutional

Code Encoder . . . . . . . e e

175

196

A.2 Optimal8-State, Rate&R?. = 2/3 Minimal Linear Systematic Convolutional Code Encoder 197

APPENDIX D

D.1

D.2

D.3

D.4

D.5

D.6

D.7

D.8

Real and Imaginary Parts of a Length,., = 63 Unfiltered ZC CSS for = 1, fepip =

63000 Hz and16 SamplesperChip . . . . . . . . . . .

Envelope of a Lengtii/,., = 63 Unfiltered ZC CSS for = 1, f.,;;, = 63000 Hz and

16 SamplesperChip . . . . . . . .

Real and Imaginary Parts of a Lengdth., = 63 Unfiltered QPH CSS fof,;, = 63000

Hz and16 SamplesperChip . . . . . . . . . .

Envelope of a Lengtid/,., = 63 Unfiltered QPH CSS forf.;,;, = 63000 Hz and16

SamplesperChip . . . . . . . . e

Real and Imaginary Parts of a Length,., = 63 DSB CE-LI-RU filtered GCL CSS for

a =1, fenip = 63000 Hz and16 SamplesperChip . . . . ... ... . ... ... ..

Envelope of a Lengti/,., = 63 DSB CE-LI-RU filtered GCL CSS fot, = 1, fopip =

63000 Hz and16 SamplesperChip . . . . . . . . . . .

Real and Imaginary Parts of a Length,., = 63 ABC Sequence fot = 1, fopip =

63000 Hz and16 SamplesperChip . . . . . . . . . . .

Envelope of a Lengtid/,., = 63 ABC Sequence fou = 1, f.p, = 63000 Hz and16

SamplesperChip . . . . . . . .

Xii



University of Pretoria etd — Staphorst, L (2005)

LIST OF TABLES

CHAPTER THREE

3.1 Mapping of the SimpléV = 3 Interleaver, Described b¥q.(3.39) . . . . . . . ... .. 50
CHAPTER FIVE
5.1 Narrowband Complex QPSK Transmitter Configuration . . . . . .. ... ... .. 88
5.2 Narrowband Complex QPSK Receiver Configuration . . .. .. ... ....... 90
5.3 Possible Flat Fading Channel Simulator Configurations . . . . . ... ... .... 91
5.4 Wideband Complex DS/SSMA QPSK Transmitter Conflguratlon .......... 94
5.5 Complex Multipath Fading Channel Simulator Configurations for Users . . . . . . 95
5.6 Complex Multipath Fading Channel Simulator Configurations for Us&sd0 . . . . . 95
5.7 Wideband Complex DS/SSMA QPSK RAKE Receiver Configuration . . ... .. 96
CHAPTER SIX
6.1 Comparison of the BEFs and SSLDs for Different Filtered and UnfiltSpreading Se-
quence Families wittf,;; = 1000 b/s, M., = 63 chips andf.;, = 63000 Hz. . . . . . 115
APPENDIX A
A.1 Encoder Descriptions of Optimal Rate = 1/4RSCCodes . . . . . .. ... ... .. 194
A.2 Encoder Descriptions of Optimal Rate = 1/3RSCCodes . . . . . . ... ... ... 194
A.3 Encoder Descriptions of Optimal Rate = 1/2RSCCodes . . . . . .. ... ... .. 194
A.4 Encoder Descriptions of Optimal Rate =2/4RSCCodes . . . . .. ... ... ... 195
A.5 Encoder Descriptions of Optimal Ral = 2/3RSCCodes . . . . . ... ....... 195
A.6 Encoder Descriptions of Optimal Rate =3/4RSCCodes . . . . ... ... ... .. 195
A.7 Encoder Descriptions of Optimal Ral = 4/5RSCCodes . . . . . ... ....... 196
APPENDIX E
E.1 Matlab Script and C++ Executable Filename Labelling Convention . . . . . ... . 213
E.2 Description of the Matlab Functions and Scripts-Part! . . . . .. ... ... ... 213
E.3 Description of the Matlab Functions and Scripts-PartIl . . ... ... ... ... 214
E.4 Description ofthe C++ Classes-Part!l . . . . . .. .. ... ... ... ..o .. 215
E.5 Description ofthe C++ Classes-Partll . . . ... ... ... ... ... . ... .. 216
E.6 Description of the Compiled Executables-Part! . .. ... ... ......... 217
E.7 Description of the Compiled Executables -Partil . . ... ... ..... ... .. 218

Xiii



University of Pretoria etd — Staphorst, L (2005)

LIST OF ABBREVIATIONS

2G

3G

4G
ABC
AC
ADC
ASIC
ATM
AWGN
B3G
BCH
BCJR
BEF
BER
BPSK
BSC
CcC
CD
CD-ROM
CDMA
CE-LI-RU
CLT
CSli
CSS
DPC
DPSK
DS/SSMA
DSB
DSP
DSSS
ECC
EDGE
EGC
FDMA
FEC
FFCS
FHSS
FIR
FPGA
GA

2nd Generation
3'd Generation
4*h Generation
Analytical Bandlimited Complex
Alternating Current
Analogue-to-Digital Converter
Application Specific Integrated Circuit
Asynchronous Transfer Mode
Additive White Gaussian Noise
Beyond 3G
Bose-Chaudhuri-Hocquenghem
Bahl-Cocke-Jelinek-Raviv
Bandwidth Expansion Factor
Bit-Error-Rate
Binary Phase Shift Keying
Binary Symmetric Channel
Constituent Code
Compact Disc
Compact Disc Read Only Memory
Code Division Multiple Access
Constant Envelope Linearly Interpolated Root-of-Unity
Central Limit Theorem
Channel State Information
Complex Spreading Sequence
Differential Phase Combining
Differential Phase Shift Keying
Direct Sequence Spread Spectrum Multiple Access
Double Sideband
Digital Signal Processor
Direct Sequence Spread Spectrum
Error Control Coding
Enhanced Data Rates for GSM Evolution
Equal Gain Combining
Frequency Division Multiple Access
Forward Error Correction
Flat Fading Channel Simulator
Frequency Hopping Spread Spectrum
Finite Impulse Response
Field Programmable Gate Array
Gaussian Approximation

Xiv



University of Pretoria etd — Staphorst, L (2005)

GCL Generalised Chirp-like

GNU GNU is Not Unix

GPRS General Packet Radio Service

GSM Global System for Mobile Communication
HCC Hybrid Concatenated Code

HEC Header Error Control

HPC High Performance Computing

IID Independent Identically Distributed

IR Infinite Impulse Response

IOWEF Input-Output Weight Enumerating Function
JPL Jet Propulsion Labs

LDPC Low Density Parity-Check Code

LLR Log-Likelihood Ratio

LOS Line-of-Sight

MA Multiple Access

MAP Maximum a-Posteriori Probability

MC Multi-Carrier

MFCS Multipath Fading Channel Simulator

ML Maximume-Likelihood

MLC Multi-Level Code

MLSE Maximum Likelihood Sequence Estimation
MRC Maximal Ratio Combining

MUI Multi-User Interference

NASA National Aeronautical and Space Association
NLOS Non-Line-of-Sight

NSC Non-Systematic Convolutional

OFDM Orthogonal Frequency Division Multiplexing
OOoP Object Orientated Programming

oS Operating System

(0N Open Standards Interface

PCC Parallel Concatenated Code

PCCC Parallel Concatenated Convolutional Code
PDF Probability Density Function

PG Processing Gain

PHY Physical

PN Pseudo-Noise

PSAM Pilot Symbol Assisted Modulation

PSD Power Spectral Density

QPH Quadriphase

QPSK Quadrature Phase Shift Keying

QoS Quiality of Service

RF Radio Frequency

RMS Root-Mean-Square

ROM Read Only Memory

RS Reed-Solomon

RSC Recursive Systematic Convolutional

RU Root-of-Unity

SCC Serial Concatenated Code

SCCC Serial Concatenated Convolutional Code

XV



University of Pretoria etd — Staphorst, L (2005)

SDMA Spatial Division Multiple Access
SF Spreading Factor

SISO Soft-Input Soft-Output

SMS Short Message Service

SNR Signal-to-Noise Ratio

SOVA Soft Output Viterbi Algorithm
SOVE Soft Output Viterbi Equaliser
SS Spread Spectrum

SSB Single Sideband

SSLD Spreading Sequence Length Diversity
STC Space Time Code

TC Turbo Code

TCM Trellis Coded Modulation

TCP Transmission Control Protocol
TDMA Time Division Multiple Access
UMTS Universal Mobile Telephony System
VA Viterbi Algorithm

VHF Very High Frequency

WEF Weight Enumerating Function
WLL Wireless Local Loop

ZC Zadoff-Chu

XVi



University of Pretoria etd — Staphorst, L (2005)

LIST OFIMPORTANT SYMBOLS

QU
)
3
@
®

o
=
O

(eh22)

Q. Q.
T T
|
3
K
=

)

3

Qo alalbal
232°
"5

3
=

Instantaneous fading amplitude of ti& multipath component

Vector of average fading amplitude values associated #yjth

Vector of estimates of the average fading amplitude values associated,yvith
Number of active nodes in the expurgated trellis of linear block cddieodes]
Input-Output weight enumerating function of a linear block code [code&lsjo
Coefficients of a linear block code’s input-output weight enumeratingtion
[symbols]

Coherence bandwidth [Hz]

Maximum Doppler spread [HZ]

Instantaneous amplitude of th& multipath component [V]

Average amplitude of th&" multipath component [V]

ith received multipath component [V]

m'" decoded code word’s branch metric associated withjthéranch entering
node(l, ) of a trellis

Signal bandwidth [Hz]

Asymptotic coding gain for a hard decision decoded linear block code [dB]
Asymptotic coding gain for a soft decision decoded linear block code [dB]
Asymptotic coding gain for a hard decision decoded convolutional cddle [d
Asymptotic coding gain for a soft decision decoded convolutional colg [d
m'™ vector of code word symbols [V]

Decoder estimate of the'" vector of code word symbols [V]

m'™ vector sequence of code bits generated by a binary convolutiona[\¢pde
m'™ transmitted code word polynomial of a linear block code [V]

m'™" decoded code word’s cumulative metric associated withthbranch leav-
ing node(l, i) of a trellis

Minimum free distance of a convolutional code [bits]

Doppler spectral shaping infinite impulse response filter transfer function
Hamming distance between vectafs andé?, [symbols]

Hamming distance between vectais ; andﬂf.Jl) [symbols]
m'™" vector of original message word symbols [V]

Decoder estimate of the™ vector of original message word symbols [V]
m! vector sequence of data bits entering a binary convolutional code [V]
Minimum Hamming distance of a linear block code [symbols]

m! message word polynomial of a linear block code [V]

Energy per uncoded data bit [J]

Energy per coded bit [J]

m'™ error word polynomial of a linear block code [V]

Energy per modulated symbol [J]

XVii



hL,(t)
hia (t)
hL(t)
hy (t)
HRac (f)

hsq?"t—N yq (t)
J

T

.

>

A(C)
ATHO)

University of Pretoria etd — Staphorst, L (2005)

Additive white Gaussian noise amplitude [V]

Interleaver fundamental permutation

De-interleaver fundamental permutation

Frequency [Hz]

Interleaver width [symbols]

Uncoded bit rate [b/s]

Carrier frequency [Hz]

Filter cutoff frequency [Hz]

Doppler frequency shift of thé" multipath component [Hz]
Sampling frequency [Hz]

Signal to noise ratio per uncoded bit for tHe bit of them'™ vector of bits
Signal to noise ratio per code word for thé" code word
Erasure value for the™® bit in the i*" symbol of them!" set of received code
word symbols [V]

Signal to noise ratio per modulated symbol for ifesymbol of them!" vector
of channel symbols

Generator matrix of a linear block code

Generator matrix of a binary convolutional code
Generator polynomial of a linear block code

Extended Galois field witB¢ elements

Irreducible polynomial

Interleaver generator matrix

De-interleaver generator matrix

Fading amplitude averaging filter impulse response
Linear block code parity check matrix

Time-invariant baseband channel impulse response
Binary convolutional code’s parity check matrix

I-channel matched filter impulse response

Q-channel matched filter impulse response

I-channel pulse shaping filter impulse response
Q-channel pulse shaping filter impulse response

Receive filter frequency response

Square-root Nyquist pulse shape

Interleaver depth [symbols]

Number of message word symbols processed per encoding instance[siymb
Normal Gaussian distribution power scaling factor

Rician factor of the'" multipath component

Number of discrete multipath components [paths]
Wavelength [m]

Dimension distribution of linear block code

Inverse dimension distribution of linear block code

In (Prob.(7,,[¢,)) Log-likelihood function of the conditional probability Profg,,, [€,,)

max{ fa(t)}
Mfam
Mpunct
Mseq
Musers
m"(D)

T7in
Hom

Maximum Doppler frequency [Hz]

Spreading sequence family size [sequences]
Puncturer period [bits]

Spreading sequence length [chips]

Number of users in a CDMA system [users]
N-dimensional interleaver input vector sequence [V]
m'™ length4V interleaver input [V]

Xviii



(D)

—Tout

Tm,filtered (t)
Rs1),5(1)
R, (1),55(t)

University of Pretoria etd — Staphorst, L (2005)

N-dimensional interleaver output vector sequence [V]

m'™ length4V interleaver output [V]

Number of code word symbols generated per encoding instance [symbols]
Interleaver length [symbols]

Number of branches in the expurgated trellis of linear block eddleranches]
Single-sided power spectral density of additive white Gaussian noised\W/H

Decoder output branch vector associated withjthebranch entering nodg, )
of atrellis [V]

Sliding window Viterbi algorithm window size [trellis sections]

Bit error probability

Binary symmetric channel crossover probability

Instantaneous phase of ti& multipath component [rad]

Processing gain [dB]

Average phase of th&" multipath component [rad]

Interleaver mapping function

De-interleaver mapping function

m'™ decoded code word’s survivor path metric associated with the sunvatbr
ending in nod€!, i) of a trellis

Symbol error rate

Time-invariant power delay profile [W]

Code rate

Additive white Gaussian noise amplitude probability density function
Probability density function of the phase of ti& multipath component
Probability density function of the envelope of & multipath component
m'™ received signal [V]

Punctured code rate

Userq’s received signal after filtering [V]

Periodic auto-correlation of the spreading sequesiee

Periodic cross-correlation between spreading sequefi¢esand S (t)
Doppler spectrum of th&é" received multipath component [W/Hz]
Variance in the'" multipath component’s line-of-sight part [W]
Variance in theé'" multipath component’s non-line-of-sight part [W]
Additive white Gaussian noise variance [W]

Variance of the multi-user interference [W]

Received signal variance [W]

Transmitted signal variance [W]

Root-mean-square delay spread [s]

m™ transmitted signal [V]

Spreading Factor

Userq’s ABC sequence [V]

Userg’s DSB-CE-LI-RU filtered GCL sequence [V]

Useryq’s Zadoff-Chu sequence [V]

Userq's I-channel spreading sequence [V]

Userg’s Q-channel spreading sequence [V]

Userq’s Quadriphase sequence [V]

State space complexity of linear block cade

State space profile of linear block code

Time [s]

XiX



To,i
tcorrect

tdetect
04,(t)

University of Pretoria etd — Staphorst, L (2005)

Time delay [s]

Mean excess delay [s]

Time delay of the'" multipath component [s]

Maximum excess delay [s]

Duration of an uncoded data bit [s]

Coherence time of thé" multipath component [s]

Number of correctable code word symbol errors [symbols]
Number of detectable code word symbol errors [symbols]
Angle of arrival of thei*" multipath component [rad]
Pre-pulse shaping symbol duration [s]

Duration of a modulator output symbol [s]

Sampling period [s]

Reciprocal signal bandwidth [s]

Trellis branch weight vector for thg" branch entering nod@, ) [V]
Constraint length of a binary convolutional code encoder
Puncturing profile

Envelope of the'" multipath component [V]

Primitive element of7 " (2°)

N-dimensional de-interleaver input vector sequence [V]
m'™ lengthV de-interleaver input [V]

N-dimensional de-interleaver output vector sequence [V]
m'™ length<V de-interleaver output [V]

Square-root Nyquist pulse roll-off factor

Relative velocity between the transmitter and receiver [m/s]
Hamming weight of the vectar,, [symbols]

Hamming weight of the vector sequerigg(D) [symbols]
Hilbert transformer tap weights

I-channel pulse shaping filter excitation signal

Q-channel pulse shaping filter excitation signal

m'™ demodulated code word polynomial of a linear block code [V]
m'™ vector of demodulated symbols [V]

XX



University of Pretoria etd — Staphorst, L (2005)

CHAPTER ONE

INTRODUCTION

"...we are very close to practical achievement of the performance thati®mn promised nearly
50 years ago. Is it therefore time to say 'Problem Solved’ and move on to titimgs? | doubt

it. Observe how much of this progress has been achieved only recengy in trellis codes,
group codes, Turbo Codes, algebraic geometry codes and pragotofoubt that it has been
fully digested. In particular, we are still far from a fundamental understagdihthe new code
construction and decoding methods that seem to be embodied in Turles,@ad have we fully
exploited the promise of multilevel codes and multistage decoding. Mareveey two years
the boundary between ’feasible’ and ’infeasible’ advances by anotlutorfaf two. Indeed, |

believe that irB0 years we will look back with nostalgia at the current era and say: 'Theas &

golden age.”!

G. David Forney, Jr.
Retired Vice President of Technical Staff, Motorola, Inc.

LTHOUGH the debate on the existence of biological evolution rages on batthe religious

and scientific communities, one aspect of the human condition that has eabbedxponential
rate during the30000 year age of modern man, is communication. In the early post-neanderyisal da
of homo sapiens, unintelligible grunts and mumbling soon gave way to verbapigedh, eventually
progressing into current day’s thousands of distinct languages iafetd. Simplistic cave draw-
ings, telling the life and history of our pre-historic ancestors, grew into wrid@guage on stone
tablets and papyrus. In the process, complex pictographic represestatispoken languages, such
as Egyptian hieroglyphics and the Chinese alphabet, were developagvetp it was not until the
invention of the printing press itd50 by Johann Gutenberthat the true power of written language
was revealed, inaugurating the dawn of modern literacy and education.

The notion of communication over long expanses has intrigued the humafioraciélennia. Written
language carrier systems, such as message runners and carriaspigesved into today’s modern
postal services, the Internet, email systems @8hdrt Message Servie€SMS). Moreover, the ever-
present need for long distance transmission of verbal and unwrittermiafmn gave rise to the first
terrestrial and wireless communication systems, such as the Navaho $nglizoke signal system.

!Source: Shannon Lecture on Code Performance and Complesdty,
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From such rudimentary long distance communication systems, modern dagpélgand telephony
were spawned. Undoubtedly, the fathers of modern day communicatitansg;ssuch adlexander
Graham BellandGuglielmo Marconj could not have envisaged a global village, based on total wired
and wireless connectivity, were information sources can be freelgsedand a long-distance verbal
conversation initiated at the touch of a button.

Since the inception of the-layeredOpen Standards Interfad®SI) model for communication sys-
tems, research and development of wired and wireless communication systegrtsecome a global
effort, progressing at an astounding rate. Today, the first comm@&tahl System for Mobile Com-
munication(GSM) systems ar&0 years young, but already seem underpowered and antiquated when
compared to thé'd Generation(3G) systems currently being rolled out worldwide. Nonetheless, it
still remains to be seen whether communication systems will eventually develoghgp point that
Captain James T. Kirk can flip open his shizg8f¢ century Star Fleet issue subspace communicator,
which is capable of communicating across the expanses of the knownseiueorder to command
Scotty to get a battle-scared Enterprise space-worthy in a humanly impassieléame. There is,
however, one unavoidable impediment plaguing the transmission quality beidility of all past,
present and future communication systems: Non-ideal transmission ¢hanne

Intuitively, non-ideal communication channels will have a limited capacity toydgaformation. In
the last century many researchers attempted to sufficiently describe thisrpeieon, but it was not
until Shannofs groundbreaking 948 paper [1], entitled’A Mathematical Theory of Communica-
tions”, that it was possible to calculate a quantitative measure for this capacity limitisipdaper,
Shannomot only conceives the field dhformation Theory but also derives his famous channel
capacity limit for Additive White Gaussian Noig@WGN) channels.Shannoralso shows that the
channel capacity limit, which is a function of the transmission bandwidth anBigmal-to-Noise Ra-
tio (SNR) of the AWGN channel being investigated, can be achieved by @itrerasing the number
of transmission symbols in the signal space used during modulation, or laagieg the redundancy
in the transmitted signals by incorporating channel coding into the communicgtitens

Unfortunately,Shannoncould only postulate that good channel codes, which can achieve alhann
capacity, might exist. He was, however, unable to demonstrate how sdeb w@re to be designed
or selected. Hence, numerous communication engineers have devoteeddbaich efforts to develop
powerful channel codes during the span of the I&syears. Their ongoing efforts have lead to four
main categories within the channel coding field, namely block codes, cdinr@iicodes, concate-
nated codes and coded modulation. Several important milestones thaigesvadhieved during this
time period includd=orneys 1966 proposal for classic concatenated codes [Uhgerboecls 1982
introduction of Trellis Coded Modulatio{TCM) [12] and the conception dfurbo Code (TC) by
Thitimajshima et alin 1993 [13]. Fig. 1.1 shows a time line with these and other pivotal dates within
the brief history of channel coding.

During the1950's and1960’s channel coding subsystems were only incorporated into the communi-
cation systems designed by affluent government institutions, such akattomal Aeronautical and
Space AssociatiofNASA). However, as the processing power and speed of digitalitiycmicro-
processors anbigital Signal Processa (DSP) increased, so also did the affordability of channel
coding subsystems. For example, ev€gmpact DisdCD) Read Only MemoryROM) drive cur-
rently manufactured employs non-bindRged-Solomo(RS) block coding [14], which were thought

to be extremely costly and complex to implement at the time of its inception in the l€giks. To-

day, even the simplest digital communication systems contain some level ofetlcading for error
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Block Codes Convolutional Codes Concatenated Codes

Shannon: Channel Capacity Theorem a:hd Bound

1950 Hamming Codes

Classic Convolutional
Codes (Elias)

1955

1960 BCH and RS Codes

LDPC Codes (Gallager)

1965 Berlekamp Massey

Algorithm : . Classic Concatenated
Viterbi Algorithm : Codes (Forney)
1970
Chase Algorithm
BCJR Trellis (Bahl etal.) : MAP Algorithm (Bahl etal.) :

1975

VA Decoded Linear Block
Codes (Wolf)

1980

Classic TCM (Ungerboeck)

1985

SOVA Algorithm
1990 (Hagenhauer)
Max-Log-MAP Algorithm
(Koch) :
SISO Chase Algorithm : Turbo Codes (Berrou et al.) :
1995 (Pyndiah) * Modified SOVA Algorithm
: (Hagenhauer)
:  Space-Time Trellis Code *
Space-Time Block Code : (Tarokh) :  Turbo TCM (Rabertson)

2000 (Alamouti)

LDPC Codes Revisited

2005

Figure 1.1: Time Line Showing Pivotal Events in Channel Coding History

detection and/or correction purposes. Current high-end communicgstenss, such as those used
by Jet Propulsion Labs (JPL) deep space probes, make use of the latest generation itgrdeve
coded concatenated codes [15—-33] &nd/ Density Parity-Check CoddLDPC) [34] codes, which
deliverBit-Error-Rate(BER) performances close to the theoretical Shannon bound.

Recent years have seen several paradigm shifts with regards topieatipn of channel codes in
communication systems. In tihesynchronous Transfer Mod&TM) standard, for example, a linear
block code is used to generate tHeader Error Control(HEC) field of eachb3-byte cell. The pur-
pose of the HEC, however, is not just classic error detection andatimmebut also cell delineation
(i.e. frame synchronisation). Another paradigm shift of particular isteie the move from clas-
sic Forward Error Correction(FEC) toError Control Coding(ECC) approaches in modern channel
coded communication systems: Classic FEC schemes attempt to correct alkblcimaluced errors
at thePhysical(PHY) layer in the OSI model (i.e. layd in a forward direction by performing

DEPARTMENT OFELECTRICAL, ELECTRONIC AND COMPUTER ENGINEERING 3
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receiver-end intelligent decoding of transmitted data streams, which bavmgdadded with redundant
information using channel coding in the transmitter. Conversely, an EC&vrseinot only performs
FEC using one of several channel codes available in its adaptive cediame, but also requests
alternative encoding and/or retransmissions of previously transmittednstreéfachannel coded in-
formation, if it discovers that the initial decoding effort yielded an unptatele BER at the receiver.
This process is usually accomplished using higher layer protocols in thet&, for example the
Transmission Control ProtocdITCP) at the Transport layer in the OSI model (i.e. layer ECC
schemes, such as thmeremental redundancscheme implemented Bnhanced Data Rates for GSM
Evolution(EDGE), is therefore capable of providing the necesguglity of ServicQoS) levels
desired by today’s communication market.

The efficiency of ECC schemes is grounded in their ability to adapt the p&sma communi-
cation systems’ channel coding subsystems in response to varyingethamuitions. As such,
a wide variety of channel codes, interleaver mappings and puncturafdeprconstitute essential
components of any powerful ECC scheme. However, an unfortunaewdintage of adaptive coding
schemes, which seems simple in principle, is that switching between sevigaithannel encoder
and decoder modules as the communication environment, changes canrbplexcand expensive
implementation exercise. Current hardware and software constrainsnamunication transceiver
DSPs hamper the multiple implementation of complex encoder and decoder algdotiaifierent
types of channel codes with varying degrees of complexity. Fortunabédyproblem mainly befalls
block codes, whereas multiple convolutional coding and TCM schemesas#y ke supported by a
single DSP, since the decoding of these codes rely on simple generic tesdig-hlgorithms. Each
type of block code, however, typically has its own associated optiviaadimum-Likelihood ML)
decoding algorithm. In addition, these code-specific decoding algorithenssaially not capable of
supporting soft decision decoding or making use€Cbiinnel State Informatio(CSI). In this study
this issue is addressed by investigating the applicability ofiterbi Algorithm(VA) as an efficient
generic ML trellis decoding algorithm for both binary and non-binary lindack codes, operating
on narrowband and wideband wireless communication systems in realistic medhitg fchannel
conditions.

1.1 PERTINENT RESEARCH TOPICS AND RELATED LITERATURE

1.1.1 MOBILE COMMUNICATION CHANNEL CHARACTERISTICS, MODELLING
AND REPRODUCTION

Accurate characterisation and modelling of mobile communication channels &y @le in the
design of modulation and channel coding techniques for wireless comntionisgstems. Further-
more, being able to reproduce the statistical behaviour of such chamadles the communications
engineer to rigourously test future wireless communication systems in codtesiléronments. For
these reasons, countless hours of research and numerous pulditetienbeen devoted to both the
mathematical characterisation [35—38] and the development of relevariagonumodels [39-41]
for real-life mobile communication channels.

When studying the performances of mobile communication systems, a ustialgsparint is an un-
derstanding of classic AWGN, since it is an unavoidable limiting factor in thispeance and capa-
bilities of any communication system. The primary source of a communication sggtenformance
degradation due to this type of channel is receiver generated therisal mdnich is characterised as
having a flat broadband spectrum and a zero-mean Gaussian amplitimbility Density Function
(PDF).
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In realistic mobile communication environments, however, transmitted signalsteoaly influenced
by AWGN, but also experience reflection, scattering and diffractioa tdsurrounding objects in the
propagation environment. Moreover, this results a received signaistibatnposed of a number of
scattered wavefronts. The combining of these wavefronts in a re@itenna produces constructive
and destructive interference, resulting the well-known fading phenomemhere the envelope and
phase of the received signal vary stochastically [37, 38]. Additionadhgtive motion between the
transmitter and the receiver produces the undesirable Doppler effeeteva fixed or varied distur-
bance in carrier frequency can be experienced, respectivelyadfm as Doppler shift and Doppler
spread [37, 38].

During the simulation and performance evaluation of communication systemstimoltgoh channel
conditions, the ability to accurately describe and qualitatively classify the mfalblileg environment
is of cardinal importance. In general, the temporal and spectral disicebaxperienced by a trans-
mitted signal are the fundamental elements considered in the taxonomy of molilg ¢hannels:

1. Temporal characteristics: As the rate of relative motion between the transmitter and receiver

structures of a mobile communication link increases, so also does the ratealf fsiding, due

to Doppler spreading. With respect to this fading rate, signal fading igaased as eitheslow
fadingor fast fading[37, 38, 42]: When the Doppler spreading experienced by a transmidpeal s

is small compared to the actual information rate, the signal experienceselovgf Moreover, in
such a scenario a slow deep fade can potentially corrupt a large nufrtbemsmitted information
symbols. Conversely, fast fading is earmarked by a high ratio of Dopplerading to information
rate, which produces shorter error burst at the receiver.

2. Spectral characteristics: Narrowband signals affected by realistic mobile fading channel condi-
tions are distinguished, on a spectral level, by real-time uniform scalingedPdlver Spectral
Density(PSD) levels of the frequency components constituting the transmitted sighial pfie-
nomenon, frequently observed when only a single propagation path, ésistewn adlat fading
With wideband signals, however, it is not uncommon to observe sevesgémdlently faded prop-
agation paths from the transmitter to the receiver. Multipath propagatioregoestly produces
non-uniform time-varying scaling of the PSD levels of the frequency corapts comprising the
transmitted signal. In communications engineering nomenclature, this is knofrggasncy se-
lective fadingor multipath fading[37, 38, 42].

Through extensive simulations this study investigates the VA decoding of lah@ek codes on realis-

tic communication links in lifelike mobile fading channel conditions. A classic nasemdQuadra-
ture Phase Shift KeyinQPSK) communication system is used as simulation platform to evaluate
such codes in pure AWGN channel conditions, typically encounteredatiorsary wireless links,
such adWireless Local Loop (WLL). An identical QPSK communication system is used during the
flat fading channel simulations in order to gauge the performance of \¢adisl linear block codes
on a typical narrowband mobile communication system. Slow and fast fadirg&idered in order

to objectively analyse the influence of relative motion between the transmitereariver on the
error correction capabilities of the VA decoded linear block codes. She@eeds for higher data
rates and user capacity motivated the design of today'ead SpectruitsS)-based wideband 3G and
Beyond 3GB3G) systems, this study also considers the performance of the VA dédinéar block
codes on ®irect Sequence Spread Spectrum Multiple Ac¢ESESSMA) communication system in
realistic multi-user multipath fading channel conditions.

1.1.2 SPREAD SPECTRUM WIDEBAND DIGITAL COMMUNICATION

While there does not appear to be a siniylaltiple AccesgdMA) technique in wireless commu-
nications that is superior, over the past two decadede Division Multiple Acces€CDMA) has
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been shown to be a viable (and in many applications even favorable) &ltertmbothFrequency
Division Multiple AccesgFDMA) and Time Division Multiple Acces§TDMA) [43]. The greatest
advantage that CDMA poses over other MA schemes, is its high frequencse capacity in cellular
systems [43, 44]. Unlike narrowband FDMA-based and TDMA-bagstems, such as GSM, there
is little need to use different carrier frequencies in neighbouring cellas,Tds the digital communi-
cations industry expands with the daily addition of thousands of new cellitesicgibers, increasing
the load on the available radio spectrum at an unparalleled rate, CDMAekasie an indispensable
MA technique for current 3G, B3G and futut& Generation(4G) cellular systems [45].

With superior anti-jamming and anti-interception characteristics, as well asaltgded MA capabil-
ities, SS modulation, the quintessential underlying principle behind CDMA¢ leng since been of
great interest to the military community [43, 44]. However, due to its ability to mitigatdleviate
illustrious communication problems, such as spectral overcrowding, tusacyand security, mul-
tipath fading channel effects and indoor propagation issues [435&has since been employed in
several commercial wireless communication standards, suQnasomn's 2"¢ Generation2G) IS-
95 [46] system, as well as 3Gniversal Mobile Telephony Syst€lMTS) and cdma2000 systems.

In essence, all variants of SS can be classified into two main categorig$4[48/]: Direct Se-
quence Spread SpectrUidSSS) and-requency Hopping Spread SpectrfHSS). Classically, in
the latter category, the carrier frequency onto which information is modulatddtermined by a
random sequence, unique to each user in a multi-user system [43].4ds4Tg dynamic frequency
allocation, FHSS systems can be designed to avoid interference enealmitrin the allocated op-
erational bandwidth by simply eluding interference occupied frequdoty. $t is also a well known
fact [43] that FHSS systems mitigate multipath effects, provided that the rgppgie is in access
of the inverse of the differential delay between multipath components. Takvedy infant wide-
bandOrthogonal Frequency Division MultiplexingdFDM) SS technique [43], which is integrated
into the IEEES02.11 standard, can also be considered to be a FHSS derivative. Hereyérmwn-
formation is modulated onto several orthogonal carriers in order to obitznsdy gains. In DSSS
systems information symbols are directly modulated by user-specific ranpi@ading sequences
(also sometimes called sighature sequences) [43, 44,47]. The spiafatenation symbols of each
user are then modulated onto a carrier in order to obtain a wideRadi FrequencyRF) signal.
Given that the cross-correlation levels of the spreading sequencésyehin the DSSS system are
small (ideally zero), negligibl®ulti-User Interferenc€MUI) is generated, thereby making it theo-
retically possible to use a single carrier frequency for all of the user®i€BPMA system.

Undoubtedly the user capacity and bandwidth requirements of B3G ane fdi@ wireless com-
munication systems will far exceed that currently delivered by 2G and 3@msg [45]. Thus, one
can speculate that these systems will incorporate combinations of MA scheroeter to ensure
acceptable QoS levels for all mobile subscribers. Hence, TDMA and FDNlAstill be used in
order to fulfill user load requirements in densely populated areas whaveACGlone will not suffice.
Spatial Division Multiple Acces6€SDMA) is another advanced MA technique that will find its way
from theory to practise in these systems. Furthermore, much of the c@®research is focused
on Multi-Carrier (MC) DS/SSMA modulation variants [43,44,47]. These modulation schemnees a
essentially mixtures of OFDM and DS/SSMA, which does not only delivestsuitial user capacities
through CDMA, but also superior suppression of interference and ratlitimding channel effects
through frequency diversity. It is likely that one or more MC DS/SSMA mation schemes will be
incorporated into future 4G wireless PHY layer definitions [45].

The application of binary spreading sequences, suclGaelsl and Kasami sequences [48], in
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DS/SSMA systems has been exhaustively investigated since the introdut®&sh élowever, due
to the availability of potentially sizable families of spreading sequences thitieabceptable auto-
correlation and cross-correlation properties when compared to biegnences, interest has started
to shift towards the use of non-binary a@dmplex Spreading Sequesd€SS) [6,48-51]. There are
numerous advantages of using CSSs in future B3G and 4G DS/SSMA systehading the possi-
bility to generate CE an8ingle Sideban(SSB) [4,7,10] transmitter output signals [4]. In this study,
VA decoded linear blocks are tested on a CSS-based DS/SSMA platformitiruser multipath fad-
ing channel conditions in order to evaluate the viability of such codes in tiqatimd coding schemes
of future wideband SS-based communication systems.

1.1.3 TRELLIS DECODING OF LINEAR BLOCK CODES

In 1974 Bahl et al.[2] described a novel technique whereby minimal trellis structures (in thiy stu
referred to aBahl-Cocke-Jelinek-RaviBCJR) trellis structures) can be constructed for linear block
codes. Consequently, block code decoding was no longer limited just sicctaboptimal algebraic
techniques. Soft decision decoding of block codes using the BCJRthlgde], or variants thereof,
were also made possible through these trellis structures. Soon after thealdnplblication byBahl

et al, Wolf [3] proposed that, as a less complex alternative to the BCJR algorithm, thavVhe
applied to block code trellises as an efficient soft decision ML decoderce$Volf did not vali-
date or investigate this claim through simulation studies or hardware implementagoast years
have seen the publication of numerous papers [52-55thghorst et a).specifically devoted to the
performance evaluation of VA decoded binary and non-binary lineakidodes in varying mobile
communication channel environments.

Although several algebraic soft decision block code decoding algorithinish employ CSI have
been proposed, such as the popular algorithm€&bgse[56] and Moorthy et al.[57], their per-
formances have been showed [2, 58, 59] to be suboptimal. In contahktthie BCIJRMaximum
a-Posteriori Probability(MAP) and Viterbi ML trellis decoding algorithms are optimal soft decision
trellis decoders. A further advantage of the Viterbi and BCJR trellis dagaalgorithms is their
capacity to utilise CSI during their decoding efforts, resulting in improved BERormances when
employed in fading channel conditions [60].

Due to the inherently intricate nature of the BCJR trellis structures of lineak ldodes, one se-
rious impediment to the use of trellis decoders for linear block codes withigahblock lengths
and dimensions, is decoding complexity. Ergo, the current cost effeetss of using trellis-based
decoders in commercial applications, especially for powerful non“inack codes, such as RS (see
Sectior3.2.2.3.3) an@ose-Chaudhuri-HocquenghdBCH) (seeSection3.2.2.3.2) block codes, are
questionable. However, the number of efficient soft output algebexioding algorithms for block
codes are minuscule when compared to soft output trellis decoding algarttaditionally developed
for convolutional codes. Hence, trellis-based soft output decodgayithms, such as th8oft Out-
put Viterbi Algorithm(SOVA) [61], will become invaluable components in future iteratively decbd
concatenated coding schemes employing linear block codesragtituent Code(CC). Furthermore,
the promise of having a single trellis decoder module that can decode natlassjc convolutional
codes, but also linear block codes, is an attractive notion for the dearslopdigital communication
systems.

1.2 MOTIVATION FOR THIS STUDY

In essence, researchers actively participating in the field of chaondélg can be categorised into
two main groups, namely thBecibel Chaserand theCode Realisers The Decibel Chasersre
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researchers with the single-minded goal of creating new powerfulnehaoding schemes, capable
of delivering BER performances that approach the Shannon boytd,[82]. ConverselyCode Re-
alisersare more interested in translating thecibel Chasergheoretical and mathematical channel
coding schemes into real-life hardware and/or software systems thaedategrated into commer-
cial and military communication systems.

SinceBerrou, Glavieuxand Thitimajshimas ground breaking paper [13] it993, which introduced
the celebrated iteratively decoded TCs, the playing field fotbeibel Chasersiave changed dra-
matically. Over the last decade, numerous new iteratively dec®deallel Concatenated Code
(PCC) [15-26, 63—-65]5erial Concatenated CoddSCC) [27-31] andHybrid Concatenated Code
(HCC) [30, 32, 33] have been proposed, capable of delivering p&fRrmances within a fraction of
a decibel from the Shannon bound [15,21,27,32,62-64,66&3%]e are the days of code designers
marvelling at substantial coding gains obtained from newly developed gadinemes. Presently,
even &).01 dB improvement towards the theoretical Shannon bound, for examplegugeio create
an uproar in the channel coding community.

Code Realiserhave the difficult task of merging complex channel encoding and decadgay
rithms with limited hardware and software platforms. This can be accomplished iwaws: Firstly,
higher capacity and more scalable hardware and software platformsdchbeeleveloped, capable of
supporting the requirements of new channel coding schemes. Howhggas, not the code designers
responsibility, but rather that of DSPield Programmable Gate ArragFPGA) andApplication Spe-
cific Integrated Circuit(ASIC) developers. Secondly, complex encoding and decoding algwjth
developed by théecibel Chasershave to be altered or condensed in order to conform with the
available hardware and software platforms. Hence, the achievements ©btle Realiserslways

lag that of theDecibel Chaserand, to a fair extent, is paced at a rate of progression dictated by
Moore’s Law[70]. For example, in recent years JPL has devoted substantial fuadshmanpower

on the research and development of iteratively decoded HCCs [3B3B2Since the encoding for
HCCs is fairly straightforward, such encoder modules have alreadyibg#emented in the commu-
nication systems of NASA’s newest generation deep space probesvidnvhe iterative decoding

of HCCs is a mathematically complex and daunting exercise. As sucl§dbe Realiserat JPL

are focused on the development of practical hardware and/or seftteaative decoder modules for
HCCs.

Optimal ML decoding of linear block codes through the application of the VA &irtBCJR trel-

lis structures [2], as proposed lyolfin 1978 [3], is now a seasoned concept. Unfortunately, research
in this field has remained fairly stagnant until the r$d0’s. This can be attributed mainly to the fact
that the high complexities of BCJR trellises, even for rudimentary linear blodks; made hardware
and/or software implementations of block code trellis decoders untenablaevdsmplementation
platforms of higher speeds, capacities and scalability became availalde/e@mterest was sparked
into the trellis decoding of linear block codes. Therefore, this study falielaunder the domain of
the Code RealisersFrom this perspective, the primary goals that motivated the researduced
during this study are the following:

1. Several advanced communication systems, such as EDGE, employwedayuting schemes, ca-
pable of dynamically switching between different block, convolutional emicatenated coding
schemes in response to variations in the mobile channel environment argktbe@oS demands.
Since the concept dfandwidth-on-demanis now well established and finding its way into the
specifications of current communication systems, itis likely that adaptiviegadll be an integral
part of most future communication systems. In terms of implementation requireraecisadap-
tive coding schemes require extensive processing power and a multftddeanling algorithms in
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order to support an assortment of channel codes. Hence, havingl@ decoder algorithm, capa-
ble of decoding convolutional, block and concatenated codes, is an egitipgsition forCode
Realisers It is a well-known fact that the VA can be used as such a generic degzathorithm.
However, the application thereof to non-binary linear block codes, asdRS and BCH codes,
have not been fully investigated in realistic mobile fading channels prior tottidy.sAlso lacking
prior attention, is the VA decoding of linear block codes in conjunction witheeadgmentation
techniques, such as interleaving and code puncturing.

2. Since the inception of the trellis decoding of linear block codeBdiyl et al.[2], Code Realisers
have been faced with one unnerving implementation challenge: the stordger@ressing of
the exceedingly complex BCJR trellis structures of linear block codes. Tinily attempts to
address this problem by presenting and evaluating a promising BCJR tralgesdty reduction
technique, applicable to both binary and non-binary linear block codes.

From aDecibel Chases perspective, this study was motivated by the premise of obtaining improved
BER performances for classic linear block codes in legacy digital comntigricsystems by incor-
porating CSI into the VA's trellis decoding efforts. This is an attractive notespecially since no
additional hardware (except CSI estimators, which are usually alreadhalale) is required for po-
tential coding gains in mobile fading channel conditions.

Secondary motivational factors that incited this study, rising from defi@sndentified within the
general research field of channel coding, include the following:

1. The literature contains numerous simulation and performance evaluatitiesstfichannel coding
schemes in flat fading channel conditions. However, the greater majbtingse studies are lim-
ited to pure Rayleigh flat fading channels. Furthermore, by typically assufading amplitudes
which arelndependent Identically DistributedID) for each code bit, channel code researchers
neglect to investigate the effects of realistic Doppler effect&dations.4.2 of this study presents
a versatile flat fading performance evaluation platform, which addrdssthsof these deficien-
cies. Not only can this platform recreate realistic Rician fading amplitude disitsits, but it also
supports variable fading rates, ranging from slow to fast fading.

2. In general, most simulation studies presented in literature on the perfoeraealuation of channel
coded DS/SSMA communication systems, operating in multi-user multipath fadingehzondi-
tions, also have much to be desired. Most of these studies assume hsticrefaannel conditions
and/or employ simplistic low-capacity spreading sequences, suétseisdo-Nois€PN) codes.
This study’s wideband performance evaluation platform, presentgddtiorb.4.3, recreates more
realistic DS/SSMA communications in a multi-user multipath fading channel envinainnide
proposed simulation platform can be configured with realistic frequeriegtse fading channel
conditions, unique to each user in the CDMA system. Furthermore, the D$@lkmitter and
RAKE receiver structures (presentedSection5.3) support variable length binary or non-binary
spreading sequence families. Hence, using this platform, channel cmtiages can be simulated
on wideband wireless PHY layer configurations resembling the RF frostein8iG, B3G and 4G
systems.

3. Obtaining the simulated BER performance curve for an uncoded od @memunication system,
without using theoretical upper or lower bounds, is an extremely lengttiypeotessor intensive
task. The obstacle of excessive simulation execution time is addressed syithion two fronts:
Firstly, the AWGN, flat fading and multi-user multipath fading channel simulatiatfgrms pre-
sented in this study were designed to operate purely in baseband, feattecall channel phenom-
ena experienced at any arbitrary carrier frequency. Secondlsirthdation software developed for
this study distributes the computational load of the BER performance evalsatioations over
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the 16 processors constituting ttniversity of Pretoriés I-percube High Performance Computing
(HPC) cluster, donated dptel.

1.3 OBJECTIVES OF THIS STUDY

The primary goal of this study was the investigation and performance éaluaf VA decoded
binary and non-binary linear block codes in AWGN, flat fading and multifeding wireless channel
environments. To that end, several secondary objectives had thieeedt. These are detailed below:

1. Thoroughly investigate the physical origins and accurately simulate thstist behaviour of
realistic mobile communication channel effects (€dmpter2):

() Scrutinise and reproduce classic AWGN channel effects.

(b) Study the characterisation and mechanisms involved in flat fading. STopjarticular inter-
est include Doppler spread effects and typical fading amplitude ane plistsibutions.

(c) Research the elements partaking in frequency selective fadingelsaimcluding multipath
propagation and time delay spread fading effects. Explore the chasatiten and evaluation
of these channels using concepts such as power delay profiles, timesiispgarameters
and the concept of coherence bandwidth.

(d) Design and implement a flexible flat fading channel simulator, capahtesafing realistic
Doppler spread effects, as well as Rayleigh and Rician fading amplitutidodi®ns.

(e) Develop and construct a versatile multipath fading channel simulatopa@sed of several flat
fading channel simulators. This channel simulator must be capable ofegng authentic
multipath propagation and time delay spread fading effects.

() Augment the proposed flat fading and multipath fading channel simslatoorder to sup-

port full baseband simulation, thereby reducing processing powesa@tdition time require-
ments.

2. Review the major building blocks that classic convolutional and linear ldoding schemes are
composed of (se€hapter3):

(a) Investigate the characteristics, encoder structures and trellis idgcotl classic Non-
Systematic Convolution@NSC) andRecursive Systematic ConvolutioRISC) codes.

(b) Mathematically describe the qualities, encoder structures and classididg techniques of
the linear block codes of importance in this study, including binary Hammindiccgnd
BCH codes, as well as non-binary RS codes. A familiarisation with the BaripkMassey
syndrome decoding of non-binary RS codes forms an integral parisahtrestigation.

(c) Inspect the concepts and mathematical portrayal of interleavingeimtatieaving, as well
as puncturing and de-puncturing.

3. Explore the notion of linear block code trellis decoding via the applicatiomefVA to BCIR
trellises (se€hapterd):

(a) Study and implement the BCJR trellis construction method for linear bloakscddscertain
its usefulness with regards to non-binary linear blocks, such as RS.code

(b) Develop a simple trellis expurgation technique, applicable to both binatynan-binary
linear block code BCJR trellis structures.

(c) Define and determine the complexity of linear block code BCJR trellises.
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(d) Devise and demonstrate an effective, yet elementary trellis complexitiction technique
for binary and non-binary block code BCJR trellises.

(e) Delve into the concepts and intricacies pertaining to the trellis decodinigarfyband non-
binary linear block codes via the application of the block-wise VA to BCJR tedllis

(f) Research both hard and soft decision metric calculation approdahieg the block-wise VA
decoding of linear block codes. An investigation into the inclusion of fadmgléude CSI
in the VA metric calculations is of foremost importance.

4. Establish flexible AWGN, flat fading and multipath fading performancéuetimn platforms with
authentic channel configurations (€kapterb):

(&) Design and implement novel narrowband complex QPSK communicatitansgimulation
models, capable of functioning completely in baseband.

(b) Extend the narrowband complex QPSK transmitter and receiver seadttio flexible RAKE
receiver-based wideband complex DS/SSMA QPSK communication systeeisniotended
exclusively for baseband simulations. The proposed wideband com@BéIMA QPSK
communication system must support complex spreading using unfilteredresfdtgred
CSSs for multi-user CDMA purposes.

(c) Construct a flexible baseband AWGN channel performance di@iuplatform using the
novel narrowband complex QPSK transmitter and receiver structures.

(d) Incorporate the proposed complex flat fading channel simulator iatAWWGN performance
evaluation platform, thereby creating an adjustable baseband flat fduamgel simulation
environment, supporting variable Doppler spreads and fading distrilsution

(e) Assemble a baseband multi-user multipath fading performance evalulgifamm, compris-
ing of the complex RAKE receiver-based DS/SSMA QPSK and multipath factagnel
simulator system models. The proposed simulation platform must be capahippofrng
flexible power delay profiles with uniquely definable Doppler spreads$aidg distributions
for each propagation path of each user in the CDMA environment.

5. Implement the performance evaluation platforms and conduct an exesisiulation study (see
Chapter6):

(a) Using anObject Orientated Programmin@OP) approach in C++, implement all the sim-
ulation building blocks required to construct the proposed AWGN, flainfadnd multi-
user multipath fading channel performance evaluation platforms. Théskngublocks in-
clude: Gaussian and uniform noise generatbrBnite Impulse RespongdR) and Finite
Impulse Respong€&IR) filters, convolutional coders and sliding window VA decoderscklo
coders and ML (classic and VA) decoders, interleavers and de-iaverl® puncturers and
de-puncturers, complex flat and multipath fading channel simulatorsgwiaand complex
QPSK transmitters and receivers, as well as wideband complex DS/SSMNaK @Bnsmit-
ters and RAKE receivers.

(b) Define the necessary simulation building block configurations, suiheascoefficients and
impulse responses, block code generator matrices, convolutional kifdeegister config-
urations, trellis definitions, realistic flat and multipath fading channel cordtgns, pulse
shape definitions, transmitter and receiver configurations, interleaygpinggs, puncturing
profiles, CSSs’ real and imaginary parts, etc.

(c) Verify the functionality of the newly constructed simulation building blocBgecial atten-
tion must be given to the proposed novel channel simulators, as well aattwvband and
wideband complex transmitter and receiver structures.
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(d) Using the simulation building blocks with their appropriate configuratioossituct the
AWGN, flat fading and multipath fading performance evaluation platforms if.C+

(e) Implement the performance evaluation platforms onUhéeversity of Pretorigs I-percube
HPC cluster, donated dntel.

() Use the performance evaluation platforms to obtain simulated AWGN, flatdaand multi-
user multipath fading BER performance results for narrowband and esdkebystems em-
ploying classic convolutional codes, binary and non-binary linear lidodees with VA decod-
ing (using original and reduced complexity BCJR trellis structures), intextb&A decoded
convolutional and linear block codes, as well punctured VA decodedotational and linear
block codes.

1.4 NOVEL CONTRIBUTIONS AND PUBLICATIONS EMANATING FROM
THIS STUDY

1.4.1 NOVEL CONTRIBUTIONS

This study not only deliberated elements within the field of channel codiri@lbo investigated the
characterisation and modelling of mobile communication channels, realistionteind and wide-
band communication systems, multi-user CDMA environments, and the creatsimwftion plat-
forms on multi-processor HPC clusters. As such, numerous contributitths/arying degrees of
importance and applicability were made in several research fields fallingr uhd encompassing
banner of digital communications. Excluding the introductory and final lcaliog chapters of this
dissertation, each chapter ends with a short discussion on the inna@tivéoutions it made. Below
is a list with the most prolific contributions, compiled from these discussions:

1. Major contributions related to the research field of mobile communicatiomeharodelling and
reproduction:

() A flexible complex flat fading channel simulator was developed, dapat producing
Doppler spread effects and creating Rayleigh/Rician fading amplitude distrils (seeSec-
tion 2.6.2.3). What sets this flat fading channel simulator apart from pregiouslators, is
the fact that it can realistically produce these channel effects in badetoafeiting the need
for the communication system to operate at an actual RF.

(b) Using multiple complex flat fading channel simulators, a generic complex rathitipding
channel simulator structure was created Seetiorn2.6.3.2). This frequency selective fading
channel simulator can be configured to support any number of pribpageths (as defined
by the required power delay profile), each with its own Doppler spreddealing distribution.
As with the complex flat fading channel simulator, its novelty lays in the factitHatly
supports baseband simulations.

2. Major contributions related to the disciplines of information theory andrefiasoding:

(a) A novel trellis expurgation (pruning) algorithm, applicable to both systienténary and
non-binary linear block codes’ BCJR trellises, was derived Satiord.2.2).

(b) Several existing BCJR trellis complexity calculation and reduction tecbgjcguitable only
for binary linear block codes, were amalgamated and improved. The suld was a single
BCJR trellis complexity calculation and reduction procedure, applicable toldon#nry and
non-binary linear block codes (s8ectiord.3).

(c) Wolfs original block-wise VA [3] for the ML decoding of linear block codesing their
BCJR trellis structures, was upgraded to also incorporate fading amplit8teleing its
metric calculations (seBectiord.4).
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3. Major contributions related to the modelling and simulation of communication systems

(@)

(b)

(©)

(d)

(e)

Narrowband complex QPSK transmitter and receiver structuresfalatieated (se&ection
5.2). These building blocks’ baseband functionality and the receigeesage fading ampli-
tude CSI calculator (se®ection5.2.3) constitute novel contributions.

Wideband complex DS/SSMA QPSK transmitter and RAKE receiver stegtcapable of
employing unfiltered and filtered CSSs (#ggpendix D, were created (segectiorb.3). The
proposed DS/SSMA communication system employing these structures is fmicgeseral
reasons: Just as with the narrowband complex QPSK system, the widglsiedh operates
entirely in baseband. It also employs its own novel average fading ampl@&dealcu-
lator (seeSection5.3.3), based on the RAKE receiveMaximal Ratio CombiningMRC)
approach. Furthermore, this study also presents the first RAKE ezdeiged implementa-
tion of DS/SSMA systems employingnalytical Bandlimited Comple¢ABC) (seeSection
D.3.2.2) andouble Sideban(DSB) Constant Envelope Linearly Interpolated Root-of-Unity
(CE-LI-RU) (seeSectionD.3.2.1) CSSs, whereas previously investigated systems [50, 51]
only made use of simple correlator receivers.

A flexible AWGN performance evaluation platform, incorporating the ehavarrowband
complex QPSK transmitter and receiver structures, were develope&ésdens.4.1). The
evaluation of coded and uncoded narrowband QPSK systems in AWQGiheheonditions
was made possible by this platform.

Using the novel narrowband complex QPSK transmitter and recérvetsres, as well as the
unique complex flat fading channel simulator, a multifaceted flat fadingpeence evalua-
tion platform was produced (s&ection5.4.2). This platform is capable of testing uncoded
and coded narrowband QPSK communication systems in flat fading chaonmditions with
realistic Doppler spread effects and fading distributions.

A versatile multi-user multipath fading channel performance evaluatidfoptawas pro-
duced (see&section5.4.3) using the novel complex multipath fading channel simulator, as
well as the wideband complex DS/SSMA QPSK transmitter and RAKE recdivelation
models. Using this platform, uncoded and coded wideband DS/SSMA QPSkanica-

tion systems can be evaluated in realistic frequency selective fading amaféuser CDMA
environments.

(f) The AWGN, flat fading and multi-user multipath fading simulation platformsated were

fully implemented on th&Jniversity of Pretorig I-percubeHPC cluster, donated bintel.
All of Chapter6’s BER performance results were obtained using this HPC cluster.

4. Important and unique simulation results presented by this study, include:

(@)

(b)

(©)

(d)

various simulation results obtained using the novel complex flat fadishgnaittipath fading
channel simulators (se€ghaptero6).

operational validation and simulated multi-user multipath fading BER perfacenaesults
for uncoded and coded RAKE receiver-based wideband complex3MAQPSK commu-
nication systems employing CSSs ($&leapter6).

simulation results investigating the influence of the CSS selection appamatkequence
length on the BER performances of complex spreaded DS/SSMA systeenatiog in mul-
tipath fading channel conditions.

simulated BER performance results for hard and soft decision VAditbinary Hamming
(7,4,3) and non-binary R$7, 5, 3) linear block codes, obtained in AWGN, flat fading and
multi-user multipath fading environments (sgection6.5.3).
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(e) simulated AWGN and flat fading BER performance results for hardaftdiecision VA de-
coded binary cycli¢5, 3, 2) linear block codes using original and reduced complexity BCIJR
trellis structures (seBectiont.5.4).

(f) simulated flat fading and multi-user multipath fading BER performancdteefar hard and
soft decision VA decoded interleaved binary Hammifig4, 3) and non-binary R$7, 5, 3)
linear block codes (se®ection6.5.5).

(g) simulated BER performance results for hard and soft decision VAdiztpunctured binary
BCH (15,7,5) linear block codes in AWGN, flat fading and multi-user multipath fading
channels (se8ectiont.5.6.2).

(h) numerous simulation results investigating the BER performance improvewniaaised by
incorporating fading amplitude CSl into the soft decision VA decoding of liléack codes
in fading environments (segéhapter6).

1.4.2 PUBLICATIONS

During this study, the author researched and co-wrote three locaremte papers, three interna-
tional conference papers and a local journal article. Not only did tivesles lead to the development
of a great number of the simulation building blocks crucial for this study,atsa presented sev-
eral relevant algorithms, concepts and simulation results. The followiranotagically ordered list
details the scope of these published papers, as well as their relevanisestoidy:

1. "Trellis Decoding of Linear Block Codes’co-authored byV.H. BittnerandProf. L.P. Linde pre-
sented at IEEE COMSIG998 [52] at theUniversity of Cape TowrSouth Africafirstly describes
the construction and expurgation of binary linear block code trellisesjggested byBahl et al.
in [2]. In this paper the application of the VA as an efficient ML block coedliz decoder is inves-
tigated, followed by a complexity comparison between the VA trellis decodesewveral classic
algebraic decoding techniques, including classic ML and syndrome mgco&imulated BER
performance results for several VA trellis decoded binary linear blades in AWGN channel
conditions conclude the paper.

2. Obtaining the AWGN channel simulation results presented in the paper effidddrmance of a
Synchronous Balanced QPSK CDMA System Using Complex Spreadumgn8es in AWGN[50],
co-authored byM. Jamil and Prof. L.P. Linde required the development of flexible non-RAKE
receiver-based DS/SSMA QPSK communication system building blockstrahemitter and re-
ceiver building blocks of this paper, which was presented at IEEE SR 1999 at theCape
Town TechniconSouth Africaare the forerunners of the DS/ISSMA QPSK transmitter and RAKE
receiver structures (seections.3 of this dissertation) used in the simulation platform for the fre-
guency selective fading channel simulations presentedhiapter6. The paper also involved a
thorough study of several classes of filtered and unfiltered CSSs. gthleBaussian Approxi-
mation (GA)-based derivation of multi-user BER performance bounds foctsyomous balanced
QPSK CDMA communication systems employing such spreading sequences [isedented.

3. The development of a flexible multipath fading channel simulator (presém&ection2.6 of this
dissertation), used in the frequency selective fading channel simul@iiessnted irfChapter6 of
this dissertation, was required to obtain the performance results given rapiee’Performance
Evaluation of a QPSK System Employing Complex Spreading Sequencdzadting Environ-
ment”, presented as a poster session at IEEE VTCIRal in AmsterdamThe NetherlandsThis
paper [51], co-authored by. JamilandProf. L.P. Linde presents the AWGN and multipath fad-
ing channel BER performances of a synchronous non-RAKE recé@sed multi-user DS/SSMA
system that employs CSSs with balanced QPSK modulation.
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4. In the conference pap&Performance Evaluation of Viterbi Decoded Reed-Solomon Block €ode
in Additive White Gaussian Noise and Flat Fading Channel Conditiofa®], written by L.
StaphorstandProf. L.P. Linde presented at IEEE WCN@002 in Orlando, Florida, USA sim-
ulated AWGN and flat fading channel BER performances for hard aftddecision VA trellis
decoded non-binary R&, 5, 3) codes, with code word symbols from Galois field” (2%), are
presented. The flat fading channel conditions considered includgihgaRician factors (se8ec-
tion 2.5.2.2 of this dissertation) and Doppler spreads &astion2.4.3.3 of this dissertation). In an
attempt to improve on the classic hard and soft decision BER performasudésteCSl (se&ection
3.3.5 of this dissertation) is also included in the VA branch metric calculatiorSesetiord.4.1 of
this dissertation). The trellis expurgation technique presented in [52]rdarplinear block codes
is extended in this paper for non-binary linear block code trellises.

5. The simulated non-binary R&, 5, 3) block code’s flat fading channel BER results given [55]
are repeated ifPerformance Evaluation of Viterbi Decoded Binary and Non-binarydanBlock
Codes in Flat Fading Channeld53], presented at IEEE AFRICORD02, George South Africa
This paper, authored dy. StaphorsandProf. L.P. Linde also presented novel flat fading channel
simulated BER performance results for hard and soft decision VA dedsidary Hamming codes.
Again the effects on the BER performances using CSI in the VA are caeside

6. Inthe IEEE CCECRO003 poster session pap#erformance Evaluation of a Joint Source/Channel
Coding Scheme for DS/SSMA Systems Utilising Complex Spreading Sequévigkipath Fading
Channel Conditions[71], presented by. StaphorstJ. SchoemaandProf. L.P. Lindein Mon-
treal, Quebe¢Canada the simple DS/SSMA QPSK communication system of [50] is upgraded to
include a flexible RAKE receiver. This realistic multi-user wideband commtipicaystem was
used in conjunction with the multipath fading channel simulator presented ind%stEHtermine the
BER performance of a CSS-based CDMA system employing Huffman samading and classic
convolutional coding with joint VA decoding.

7. The journal article entitletiOn the Viterbi Decoding of Linear Block Codeg$54], authored by
L. StaphorstandProf. L.P. Linde was published in the Transactions of the SAIEE in December
2003. This article restates all algorithms, as well as AWGN and flat fading chaimelation
results presented in [52], [55] and [53]. Furthermore, the trellis contglealculation and reduc-
tion algorithms presented iBection4.3.1 andSection4.3.2 of this dissertation, respectively, are
explained in this paper. Simulated AWGN and flat fading channel BER padiace results for a
cyclic (5, 3, 2) linear block code with VA decoding using original and reduced trellis strastare
also presented. It is important to mention that this paper was reviewed aeegted without any
changes byrof. J.K. Wolf who is seen as the father of the Viterbi decoding technique for linear
block codes.

8. The following two paper series, authoredlbyStaphorsendProf. L.P. Linde were published in
the proceedings of the AFRICO2004 conference and presented in Septen9ért at Gaborone,
Botswana

(a) "Evaluating Viterbi Decoded Reed-Solomon Block Codes on a Complea&d DS/SSMA
CDMA System: Part | - Background and Communication System Mofi2$”

(b) "Evaluating Viterbi Decoded Reed-Solomon Block Codes on a Complead&d DS/SSMA
CDMA System: Part Il - Channel Model, Evaluation Platform and ResUi#8].

These two papers firstly present the complex multipath fading channel A& Receiver-based
DS/SSMA QPSK communication system simulation models describ&hapter5. This is fol-
lowed by an overview of the simulation platform and configuration paramasad to obtain the
wideband simulation results presenteddhapter6. Lastly, simulated BER performance results
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are presented for R§, 5, 3) coded RAKE receiver-based DS/SSMA QPSK communication sys-
tems, employing the different CSS families presentedmpendix D under realistic multi-user
multipath channel fading effects.

1.5 ORGANISATION OF THE DISSERTATION

This dissertation consists of seven chapters. The contents of the chapeas follows:Chapter
1 sets out by giving short introductions and historical overviews intolegseecommunication over
mobile communication channels, the conception and evolution of channebcadinvell as the trel-
lis decoding of linear block codes. This is then followed by the objectiveishthd to be met by
this study, which collectively addressed the main problem statement of thegrpance evaluation of
VA decoded binary and non-binary linear block codes, operating in mobitemunication channel
conditions. Next, the main contributions made by this study are summarised., IGisdiyterl lists
a number of published conference and journal articles originating frenwthrk presented in this
dissertation.

The analyses and modelling of mobile fading channels are the focus dr€asjater2. Firstly, the
mathematical description and statistical characteristics of AWGN, flat fadiddgraquency selective
fading channels are considered. This is then followed by the developrhére novel complex flat
and frequency selective fading channel simulator models employed dhengerformance evalua-
tion of the VA decoded linear block codes considered in this study.

Chapter3 gives an overview of the main building blocks used in classic block andotational
coding schemes. Encoder building blocks considered include: Convadlitoders, block coders,
interleavers and code puncturers. Block and convolutional decoltjngtams, de-interleavers, code
de-puncturers and CSI estimators are discussed under the topic dedéciding blocks.

The VA decoding of linear block codes is describeddhapter4. This discussion includes the
construction and reduction of linear block code trellis structures, as waltlaorough explanation of
the block-wise VA applied to these trellis structures. Special attention is givére inclusion of CSI
in the VA's decoding efforts. Short theoretical derivations of the BEERgrmances of VA decoded
linear block codes in AWGN and flat fading channel conditions concluidectiapter.

The narrowband complex QPSK and wideband RAKE receiver-bas§@EMA QPSK commu-
nication systems, employed in the simulations performed for this study, aralsesom Chapter
5. Following the descriptions and analyses of the proposed narrovarahdideband communica-
tion systems, is a discussion on the simulation platforms used in the AWGN anadiiat fchannel
performance evaluation tests, built around the narrowband complex @B®&Kiunication system.
Finally, the simulation platform used for the multi-user multipath fading channémpeance eval-
uation tests, assembled using the novel wideband complex RAKE reteised DS/SSMA QPSK
communication system, is described.

Chapter6 presents the simulation results obtained during this study. Firstly, simulatioltsrésat
validate the operation of the novel complex flat fading and multipath fadingn&iaimulator models
are given. Next, simulation results to validate the functioning of the narmosvbamplex QPSK and
wideband RAKE receiver-based complex DS/SSMA QPSK communicatideragsare presented.
Lastly, a large number of simulated BER performance results are predentbeé coding schemes
considered in this study, evaluated on the narrowband and wideband cocatian platforms under
AWGN, flat fading and frequency selective fading channel conditidhgse coding schemes include
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various VA decoded binary convolutional codes, as well as VA datbdeary and non-binary linear
block codes. Employing original and reduced complexity BCJR trellis strestduring the VA de-

coding of linear block codes are also scrutinised here, as well as #wsdif performing puncturing
and interleaving in conjunction with channel coding.

In Chapter7 conclusions are drawn from the results obtained. During this study aetuohtar-
eas have been identified for possible future research. These faggarch areas are also discussed
in Chapter?7.

Five appendices, covering topics of importance to the understanding afuthject matter investi-
gated in this study, follow the seven chapters outlined abappendix Aists the encoder parameters
of different code rate optimal RSC codes, constructeBéyedettpGarelloandMontorsi A simple
example of the use of these parameters are also given. A conceptoapties of theBerlekamp-
Masseydecoding algorithm [74, 75], frequently employed in the syndrome degarfiolassic BCH
and RS block codes, is presenteddippendix B Although the algorithm is not described in detail,
the major functions that it performs in its syndrome decoding efforts araitled in this appendix.
Appendix Cconsiders a number of popular block interleaver structures, frequemtiyuntered in it-
eratively and non-iteratively decoded concatenated coding schefmmese include deterministic and
random interleaver structure®\ppendix Dsummarises some of the important performances mea-
sures utilised in the analysis of CSSs. It also gives concise overvieth diltered and unfiltered
CSS families considered in this studyppendix Esupplies the reader with an extensive index of the
simulation software developed for this study, including the Matlab functiodssaripts, as well as
C++ classes and compiled executables.
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MOBILE FADING CHANNELS

2.1 CHAPTER OVERVIEW

HE first part of this chapter considers the characterisation of mobile comatiom channels,

outlining the different mechanisms contributing to the detrimental effects induceuch chan-
nels. A concise overview of the root and nature of AWGN is followed byoadtigh study of multi-
path fading channels, covering aspects such as multipath propagatiDopplér spread. Frequency
and time domain characterisation of multipath fading channels are discusskdling multipath
channel characterisation parameters, such as excess delay amdlptayeprofiles. The part on mo-
bile radio channel characterisation is concluded with an investigation inteighyand Rician faded
signals. It should be noted thiatg-normal shadowin@nd large-scale fading effects, suchpash-
lossare not addressed in this study. The interested reader is referred] tm{3nore detail on the
latter, and to [35] for an explanation of log-normal shadowing.

The simulation or reproduction of the statistical behaviour of mobile communicatiannels is
among the most significant phases in the design, analysis and evaluatiimelebs/communication
systems. As such, several statistical models that explain the nature offsarwhels have been pro-
posed in recent years. The second part of this chapter not onlgssdrthe issue of accurate AWGN
generation, but also presents novel complex channel simulator modé&edaency selective (mul-
tipath) and non-selective Rayleigh and Rician fading channels, basethdes flat fading channel
model [76]. Several implementation issues concerning these models, sdppler spread spec-
tral shaping filter design and the implementation of Hilbert transformers avdralsstigated. The
discussion on the simulation of mobile fading channels is concluded with adisotssion on the
exponential decay modelling of typical power delay profiles.

2.2 ADDITIVE WHITE GAUSSIAN NOISE CHANNELS

An unavoidable limiting factor in the performance and capabilities of communicatistems is
AWGN. Understanding the origins and nature of AWGN is therefore cri@éfective counter mea-
sures, such as channel coding, are to be investigated or designed.

Degradation of communication system performance in noisy channel corgditen be attributed
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to a variety of noise sources, including galactic noise (for example radiatemestrial noise, am-
plifier noise, interference from other communication systems, and lastobu¢ast, thermal noise
caused by the motion of electrons in conducting media. The primary statistenaataristic of the
resultant noise, created by adding the effects of all of the aforemedtimise sources, is a Gaussian
amplitude distribution, described by the following PDF:

1 72 (t)
t)) = ———ex — 2.1
p(n(t)) o Norh p( 202“)) (2.1)

Whereaf](t) is the noise variance or power. The principle spectral characteristiGABN is its

essentially flat two-sided PSD for frequencies up to approximd@!y Hz. Thus, AWGN possess
equal power per Hertz for all frequencies currently of interest in mohié communication.

2.3 MULTIPATH FADING CHANNEL OVERVIEW

In a realistic mobile radio environment a single received signal is compdsedwmnber of scattered
waves, caused by the reflection and diffraction of the original transmiitglsby objects in the

surrounding geographical area. These multipath waves combine at#ieereantenna to give a re-
sultant signal which can vary widely in amplitude and phase [37,42, #4kiPal factors influencing

the characteristics of the fading experienced by the transmitted signdi2zared]:

1. Multipath propagation: A constantly changing environment is created by the presence of re-
flecting objects and scatterers in the propagation channel, thereby altieeirgijgnal energy in
amplitude, phase and time. The result of these effects is the arrival of mulép&ons of the
transmitted signal, each arriving signal differing from the other with rejoime and spatial ori-
entation. Signal fading and/or distortion is the result of the fluctuations irakgirength, caused
by the random phases and amplitudes of the different multipath components.

2. Relative motion between the receiver and transmitter:Relative motion between a transmitter
and receiver results in frequency modulation (shift in carrier frequeaf each of the multipath
components, due to the Doppler effect. The Doppler shift in carrieuéegy can be negative or
positive, depending on the relative direction of movement between thartitteisand receiver.
For example, consider a transmitter moving at a velocity,@f) [m/s] relative to the receiver,
transmitting on a carrier with a wavelength »fm]. The time-variant Doppler frequency shift,
denoted byf,;(t) [Hz], experienced by thé" multipathLine-of-Sight(LOS) signal component
entering the receiver antenna, is given by:

Faitt) = " cos (0,400 (22)

wheref 4 ;(t) is the angle of arrival of this received signal component. In this study tme
varying Doppler frequencies are considered, since this is a commoacte@stic exhibited by
typical mobile fading environments which current 2G and 3G, as well assfdt@ communication
systems are subjected to. The resultant effect of a time-varying Dogpfeissa phenomenon
known asDoppler spreadseeSection2.4.3.3). Fixed Doppler frequencies are commonly encoun-
tered in narrowbant®fery High FrequencyVHF) communication systems, operating in flat fading
channels.

3. Motion of the reflecting objects and scatterers:A time varying Doppler shiftis induced on each
multipath component if the reflecting objects and scatterers in the propaghtianel are in mo-
tion. If the speeds of the reflecting objects and scatterers are small cahtpathe speed of the
mobile, the effect this has on the fading of the multipath components can bedynor
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4. Transmission bandwidth of the signal: The bandwidth of a multipath channel can be quantified
by the so-calledtoherence bandwidt{See sectiorsection2.4.3.2). If the bandwidth of a trans-
mitted signal exceeds the coherence bandwidth of the channel it hasds&athe signal suffers
severe distortions in time, but not in amplitude. In such a case the signaienges frequency
selective fading. Conversely, if the coherence bandwidth exceedsgitie@ bandwidth, the signal
experiences flat fading, i.e. severe amplitude distortion, but minimal time distortio

2.4 MULTIPATH PROPAGATION

2.4.1 MULTIPATH CHANNEL IMPULSE RESPONSE

Multipath fading radio channels can be modelled as linear filters with time varyingismpesponses
[40-42, 44]. This filter-like nature of multipath fading channels’ tranéfiictions is caused by the
summation of the amplitudes and the delays between multiple arriving waves/andigie instance.
Time dependence of such transfer functions is a result of relative matiarebn the transmitters and
the receivers. Assuming the passband input signal to a multipath fadingedhas(t), ignoring the
effects of AWGN, the passband output signal of the channel is giygay 42]:

r(t) = s(t) ® h(t, ) (2.3)

where® represents continuous-time convolution and, 7) the time varying passband multipath
fading channel impulse response. The varigliepresents the time dependance in the variations of
the channel impulse response due to motion, whergapresents the channel multipath delay for a
fixed value oft. The passband channel impulse response can also be written ag|{40, 42

h(t,7) = Re {hy(t, ) exp [j27 f.t]} (2.4)

wherehy(t, T) is the baseband equivalent of the channel impulse responsfk trelcarrier frequency
of the passband input signal. Assuming the existencé discrete multipath components in the
multipath fading channel, this baseband channel impulse response caittée as [42]:

L
ho(t,7) =Y Bilt,7)8 (7 — 7 (1)) exp [f (27 feri(t) + 6i(t, 7)) (2.5)
=1

whereg;(t, 7) andr; (t) are the delay dependent instantaneous amplitude and time delay associated
with thes*" multipath component, respectively. The instantaneous phase shift ¢aliby thet"
multipath component, due to its delay, is representeyy.r; (¢), whereas any other possible phase
alterations experienced by this multipath component is incorporatgdtin). To simplify Eq. (2.5),

these phase delays are lumped together and represene(t by), where:

¢oi(t,7) =21 feri(t) + 0;(t, 7) (2.6)

If it is assumed that the time delay associated with each of the multipath compamaaias constant,
the instantaneous baseband channel impulse response reduces to:

L

ho(t,7) = > Bi(t)8 (7 — 73) exp [i(1)] (2.7)

=1

whereg;(t) ande;(t), respectively, are the time varying amplitude and phase alterations, exqestie
by the:t" multipath component, which has a fixed delayrpf
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Assuming that the channel is time invariant, or at least wide sense statiorema emall time or
distance interval, the fixed delay baseband channel impulse resparise eather simplified to [42]:

L

ho(T) = B8 (T — i) exp [j ] (2.8)

=1

where3; and ¢, are the time averaged values @ft) and ¢;(t), respectively. The normalised in-
stantaneous amplitude variation, called thetantaneous fading amplitudexperienced by thé®
multipath component, is now given by:

o(t) = — (2.9)

2.4.2 POWER DELAY PROFILES
The power delay profile of a time variant multipath fading channel is givefiddy 40, 42, 44]:

P(t,7) = |hy(t, ) (2.10)

By averagingEg. (2.10) over time, the following time-invariant power delay profile is obtained

[37,42, 44]:
L

P(r)=|hy (t,7)P= D _P(r)d(r —7) (2.11)

=1
whereP (r;) is the average power in th€ multipath component, given by [37, 42, 44]:

P(r)=75; (2.12)
In order to facilitate the simulation of digital communication systems in multipath fadingoen
ments, power delay profiles models that closely resemble real measurfddspaoe often used.
Common models used include exponential decay profiles $setion2.6.3.3), Gaussian profiles,
equal-amplitude two path (double spike) profiles &whnmlels two ray model [44].

2.4.3 MULTIPATH CHANNEL PARAMETERS

The accurate comparison of different multipath fading channels are diffeult, if not impossible.
Therefore parameters which grossly quantify such channels havedad@ed. These parameters
can also be useful during the design of future wireless systems that withtgpin multipath fading
channel conditions.

2.43.1 TIME DISPERSION PARAMETERS

The delay time between signal transmission and reception of the first multipaooent (denoted
by the variabler;) is sometimes referred to as tfiest arrival delay[44]. Using this definition, the
excess delajB7, 42, 44] of theit" multipath component is the time difference between the first ar-
rival delay and the delay time between signal transmission and receptids ofdhipath component.

The time dispersive properties of wideband multipath fading channels armanly quantified by
means of the following three parameters:

1. Mean Excess Delay:.The mean excess delay gives an estimate of the average time delay experi-
enced by a signal propagating through a multipath fading channel. It imetthy calculating the
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first moment of the power delay profile [37,42, 44].

L L 9
._1P(Ti) (i = 71) ;51 (1i — 71)
i =1 (2.13)

2. Root-Mean-Square Delay Spread:.The Root-Mean-SquaréRMS) delay spread is given by [37,
42,44]:

or =1/72 — (7)? (2.14)
where:
L ) L _,
X P (1) LB (i—n)
72— =1 - — =1 - (2.15)
-2
Z P(;) > B

3. Maximum Excess Delay: The maximum excess delay (denotedy,.) [37, 42, 44] of a mul-
tipath fading channel is the excess delay of the I&$t) multipath component. If a multipath
channel is quantified only by its maximum excess delay, the last multipath comtpotiee power
delay profile is assumed to have an average power levé},gf [dB] relative to the maximum av-
erage power level multipath component (a typical valuergy,, is —30 dB). Thus, the maximum
excess delay is defined as [37,42, 44].

Tmaz = Ta — T1 (2.16)

where 7, is the maximum delay at which a multipath component is withip,, [dB] of the
strongest arriving multipath component. It is important to note that the stsbongenponent need
not be the first arrival component, as it can be preceded by a nurhbeneminimum phase pre-
cursor multipath components.

2.43.2 COHERENCE BANDWIDTH

The coherence bandwidth [37,42,44] is a commonly used statistical neezEfghe range of frequen-
cies over which a multipath fading channel’s frequency response caonsidered to be flat (see
Section2.5.1.1). In other words, the coherence bandwidth is the maximum fregjgeparation be-
tween two frequency components propagating through the channel, githidbits a preset amplitude
correlation. The coherence bandwidth is defined as [37,42,44]:

Be = 1 2.17

¢ = Gon (2.17)

whereo; is the RMS delay spread (s&ection2.4.3.1) and) a constant, dependent on the strength
of the correlation between the two frequency components. Typical v&bueg are 50 and5 for
correlation values of approximately9 and0.5, respectively [42].

2.4.3.3 DOPPLER SPREAD AND COHERENCE TIME

The measure of spectral broadening (smearing), caused by the rabarde of multipath com-
ponents, due to relative motion between the transmitter and the receiverpws kas Doppler
spread [37, 42, 44]. The Doppler spread associated witkfthreceived multipath componerit,(t),

is defined as the single sided spectral width of the smearing experieneesifgyle tone carrier input
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Figure 2.1: Classic Doppler Spectrum 8, ;/ f = 0.5 andoy ) = 1

signal. Doppler spread is a function of the relative motion between the transemntlereceiver, as
well as the angle of arrival of the scattered waves. For a sinusoidahehinput signal, experiencing

a maximum Doppler shift ofnax { f,,;(t)} (seeEq. (2.2)), it can be shown that th&" multipath
fading channel output signal’s PSD approximates [37,42,44]:

o2 . .

\/( {f b(lt()j)r)Q TS if ‘f - fc| < max {fd,z‘(t)}
™ maxq fd,i —(f—1.

0

S Dy, ) (f) (2.18)
if |f— fe| >max{fq,(t)}

wheref. is the carrier frequency antfi(t) is the average power of the transmitted signal. This PSD is
usually referred to as @assic Doppler spectrurand is shown irFig. 2.1 for (max { f4:(t)}) / fe =
0.5 andagi(t) = 1. FromEq. (2.18) it is clear that the maximum Doppler spread is given by:

BDJ‘ = max {fd,i (t)} (219)

The coherence time [42, 44] is a statistical measure of the time duration over thle flat fading
channel impulse response is essentially time invariant. In other words, itrisatkienum time interval
between two received signals exhibiting a preset amplitude correlationeneral, it is given by
[42,44]:

¢
Toi = 2.20
c, Bo (2.20)

where( is a constant value dependent on the required amplitude correlationtbtr@gpical values
for ¢ arel and9/(16x) for correlation values 0.9 and0.5, respectively [42].
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2.5 SIGNAL FADING

2.5.1 TYPES OF SIGNAL FADING

The type of fading experienced by a signal propagating through a mulfgditig channel is a func-
tion of both the nature of the transmitted signal and the characteristics ofaha&h Different types
of signals undergo different types of fading, depending on the siga@meters (bandwidth, etc.)
and channel parameters (RMS delay spread, Doppler spread, atng.amd frequency dispersion
mechanisms in multipath fading channels lead to four distinct types of sigringfaehch of which
is discussed in the following subsections.

2.5.1.1 MULTIPATH TIME DELAY SPREAD FADING EFFECTS

Signals propagating through a multipath fading channel undergo eittwgrefney flat or frequency
selective fading, due to time dispersion caused by multipath propagation ##se effects are
discussed below:

1. Flat Fading: A signal propagating through a multipath fading channel that has a coastrage
gain and linear phase response over a larger bandwidth than the siggmadisidth, experiences flat
fading. The requirements for a signal to undergo flat fading&fg << Bc andT;y >> o, [42],
whereB;;, andTy;, are the transmitted signal’s bandwidth and reciprocal bandwidth, regplgcti
B¢ ando ;- are the channel’s coherence bandwidth Seetiorn2.4.3.2) and RMS delay spread (see
Section2.4.3.1), respectively.

With this type of fading, the transmitted signal’'s spectral characteristicsrasenwed when it
propagates through the channel. Only the received signal powerdtasfudue to the multipath
effects. Since the reciprocal of the signal bandwidth is usually fartgreéiaan the RMS delay
spread of the channel, modelling such channels as a single multipath corhppaecommon

approach [42].

2. Frequency Selective Fading:A signal propagating through a multipath fading channel that has a
constant average gain and linear phase response over a smalleidiaritian the signal’s band-
width, experiences frequency selective fading. This is due to the timerdispe&xperienced by the
signals propagating through such a channel. The requirements fora ®igmdergo frequency
selective fading ard,;, > B¢ andTy;, < o, [42], whereB,;, andT,;, are the transmitted sig-
nal’s bandwidth and reciprocal bandwidth, respectiveéby ando, are the channel's coherence
bandwidth (se&ection2.4.3.2) and RMS delay spread (s&ection?2.4.3.1), respectively.

Under these conditions, the received channel output signal includéipleuersions of the trans-
mitted signal, which are faded and delayed in time, resulting in ISI. Viewed inrdgguéncy
domain, certain frequency components of the received signal are ¢ffierently from others.

2.5.1.2 DOPPLER SPREAD FADING EFFECTS

Signals propagating through a multipath fading channel undergo eithesrfatow fading, due to
the rate of change of the channel, caused by relative motion betweenrthmitt@r and the receiver.
Signals propagating through the channel encounter either fast or atlimgfeffects [42], depending
on the rate of change of the channel impulse response, as discuksed be

1. Fast Fading: If the channel impulse response changes rapidly within the symbol duiatibie
transmitted signal, the channel is calledaat fading channel This implies that the coherence
time (seeSectior2.4.3.3) of the channel is smaller than the reciprocal bandwidth of the trandmitte
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signal. The requirements for a signal to undergo fast fading wheragetimg through a multipath
fading channel aré’;;, > Tc and B,y < Bp [42], whereB,;, andTy;, are the transmitted sig-
nal’s bandwidth and reciprocal bandwidth, respectivédy, andT are the channel’s maximum
Doppler spread and coherence time (Seetion2.4.3.3), respectively.

In the frequency domain, fast fading is characterised by frequeispeision, due to Doppler
spread. This frequency dispersion in turn causes time distortion on thsenitéed signals.

2. Slow Fading: A slow fading channé& impulse response varies at a rate much slower than the rate
of change of the transmitted signal. Such a channel can be assumed ttdoevstaa time period
larger than the transmitted signal’s reciprocal bandwidth interval. Theresgents for a signal
to undergo slow fading when propagating through a multipath fading chaned’;, << T¢
andB,;, >> Bp [42], whereB,;, andT;, are the transmitted signal’'s bandwidth and reciprocal
bandwidth, respectivelyBp andT are the channel's maximum Doppler spread and coherence
time (seeSection2.4.3.3), respectively.

2.5.2 FADING DISTRIBUTIONS

In the analysis of multipath fading channels, the phase and envelope distibof the received

multipath components of signals propagating through the channel areatfigm@ortance. Both the
phase and envelope distributions are governed by the power of thageginda LOS signal component,
relative to the faded or LOS signal component power in the total receivétipath signal component.
In the absence of a LOS sighal component, the envelope distribution of a atluitipmponent can be
modelled as a Rayleigh PDF. Conversely, the presence of a LOS signpboent dictates a signal
envelope with a Rician PDF. The following subsections shed more light ontdlistieal nature of

Rayleigh and Rician faded signals.

2.5.2.1 RAYLEIGH FADED SIGNALS

If the i*? received multipath component, denotedpfy), consists solely of a faded signal component,
its enveloped, denoted hy(¢), exhibits the Rayleigh distribution given by [37,42,44]:

250 oxp (— 20 ) if0<e(t) <
p(ei(t) = Thi(t) P < 2"51-@)) < eift) <oo (2.21)
0 if e;(t) <0

whereay, ;) is the RMS value ob;(t) before enveloped detection. Since a Rayleigh distribution is
obtained by settind?; = 0 V in the expression for a Rician distribution (SEg. (2.25) in Section
2.5.2.2), i.e. setting the LOS component in the signdl) to zero, it follows that the curve shown in
Fig. 2.2 for K; = —oo dB depicts the Rayleigh PDF, describedHyy. (2.21). The mean value of the
Rayleigh distribution is given by:

Eleit)] = ob)4/ 5 (2.22)

whereE[ -] denotes expectancy. The varianédtérnating Current(AC) power in the envelope) of
ei(t) is given by:

T
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Assuming a fixed phase channel input signal, it can be shown that tee pfta) of the:*® Rayleigh
faded multipath signal component exhibits a uniform phase distributiom biy¢37, 42, 44]:

o (di(t)) = % for —m < ¢u(t) < 7 (2.24)

The curve forK; = —oo dB in Fig. 2.3 depicts the phase distribution of a Rayleigh faded signal, as
described byeq. (2.24).

2.5.2.2 RICIAN FADED SIGNALS

When there are both LOS amdbn-Line-of-Sigh{NLOS) signal components, respectively denoted
by bFO5(t) and bNEO5(t), present in the'" received multipath component, the envelope of this
multipath component, denoted by(¢), exhibits a Rician distribution, given by [42]:

N0 R (_i@i) I <2357(t)> if B; > 0ande;(t) >0

p(eit)) = § Tvrosq TeNLOS 1) TeNLOS (1)

0 if €i(t) <0

(2.25)

where B; is the maximum amplitude df*©°(t), andI, ( -) is the modified Bessel function of the
first kind and zero-th order. The parametef§Los(t) andagws(t) denote the time-average power in

the NLOS and LOS signal components, respectively.

The nature of this distribution is governed by the power in the LOS signal coery, relative to
the power in the NLOS signal component. This ratio, usually given in [dBgailted theRician
factor. It is defined as follows:

2

B:

2
2O-bNLOS(t)

As the LOS signal component’s power tends to zero, and subsequénténds to—oo, the Rician
PDF approaches a Rayleigh PDF. Considering the other extreme casetidh&OS signal compo-
nent becomes dominant, i.é(; tends toco, the Rician PDF approaches a Gaussian Fbd.. 2.2
shows Rician PDFs foK; = —oo dB (Rayleigh),K; = 0 dB (Rician) andK; = 6 dB (=~ Gaussian).

Assuming an input signal with a fixed phagg, the phase distribution of a Rician faded multipath
signal component is dependent on two factors: The NLOS signal caenpsrphase distribution,
given byEq. (2.24), and the Rician factor (s&. (2.26)). For such a scenario, the PDF of iHe
Rician faded multipath component’s phasét), is given by [38, 77]:

1 B? B; m
P(sz(t)) :2_ €xXp —2242 1+4\/;COS (qﬁz(t)—HR)
s O—bZNLOS(t) O'bZ{VLOS(t)

B} cos® (¢i(t) - 9R)> (Bi cos (¢i(t) — 9R)>] }
: 1+erf for |g;(t)| <
exp ( 2a§£\,ws(t) O-bZNLOS(t)\/i |4 ( )‘(2 27;)

Fig. 2.3 shows the PDFs of the phases of Rician multipath signal componentdatadcior the
Rician factorsK; = —oo dB, K; = 0 dB andK; = 6 dB usingEqg. (2.27).
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2.6 SIMULATING MOBILE RADIO CHANNELS

2.6.1 SIMULATING ADDITIVE WHITE GAUSSIAN NOISE CHANNELS

The next subsection gives a concise description of the accurateatjenesf AWGN. It is followed
by a subsection that details the process whereby the variance of Gangisia samples can be scaled
to obtain a specifid;, /Ny value.

2.6.1.1 GENERATING GAUSSIAN DISTRIBUTED NOISE SAMPLES

When simulating mobile communication systems in AWGN channel conditions, tramegion algo-
rithms, such as thBray-Marsagaliaalgorithm [78] andBox-Muller sine-cosine algorithm [79], are
frequently utilised to generate samples that exhibit a Gaussian amplitude PD& zéth mean and
a variance ofl, using noise samples with uniformly distributed amplitude values ranging frtm

as inputs. Furthermore, the accurate simulation of AWGN channel conditenessitates statistical
independence between the uniformly distributed noise samples beforetagisfprmed to Gaussian
distributed samples by the chosen transformation algorithm. Unfortunatelyntfoem distribution
random number generators implemented in programming languages such+as ®@hich are usu-
ally shift register-based PN generators, may not exhibit sufficiemtmamess. This is due to the fact
that the sequence of samples that these generators produce fon atgiting seed value, repeats too
rapidly. In such cases it is good practise to rather use uniform distribrdinsiom number genera-
tor algorithms, such as th&ichmann-Hillalgorithm [80]. Such random number generators exhibit
lower statistical dependance between the uniformly distributed samples lpasmyg the sequence
repetition length.

2.6.1.2 OBTAINING GAUSSIAN SAMPLES WITH THE REQUIRED NOISHEAKMEE AS
DICTATED BYE, /Ny

When investigating the performance of communication systems in typical mobile coicatian
channel conditions, two quantities, namely the SNR andifEV, [dB] value, are of importance.
Although more commonly used in everyday jargon, the SNR, defined astithhefraverage transmit-
ted signal power to noise power at the receiver output [81], is meas®gldess the noise equivalent
bandwidth of the receiver is also specified. Consequently, the SNRgsendly normalised with
respect to this bandwidth, resulting in the quantity Ny, which then becomes the independent vari-
able in the performance measurements.

By stipulating theE}, /Ny value for a specific performance measurement setup, it is possible te calcu
late the variance? » Of the Gaussian noise samples required to realise the correct AWGNethann
conditions. Assuming that the channel output signal enters the reteiegigh a noise limiting re-
ceive filter with the frequency responsgz..(f), the following relationship between the SNR and
Ey /Ny of coded binary communication systems holds:
2
SNR — Ts) _ Ey. foit __ Ee(foir/Re)
0'727@) No fooo |HRz(f)|2df No fooo |HRx(f)’2df

(2.28)

where:
of( = Variance (power) of the transmitted signal.

ag( H= Variance (power) of the required Gaussian noise samples.

E. =Energy in a transmitted coded bit.
R. =Code rate.
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E, = Energy in an uncoded bit.
fvit = Uncoded bit rate.
Ny = Single-sided PSD level of AWGN.

ManipulatingEq. (2.28), an expression can be obtained for the required noise vam@anadunc-
tion of the specifieds;, /Ny [dB] ratio:

U?(t) fooo |HRz<f)‘2df
10(165/N0) .

If Gaussian distributed noise samples are generated at a raig,9f[Hz] by a Gaussian transforma-
tion algorithm-based noise source, the effective noise bandwidth of tke source is:

Bps = Jsamp sgmp (2.30)

Furthermore, if the Gaussian PDF of the samples generated by the traaséor algorithm has a
variance ofafLs(t) = 1, it follows that:

Nps-Bps = 0y = 1 (2.31)

whereN,; is the single-sided PSD level of the noise generated by the noise sowiogBd. (2.30),
it follows that this single-sided PSD level is given by:

2
N’VLS -

j;aTnp

(2.32)

Thus, the power of the noise generated by the transformation algorithra atithut of the receive
filter is given by:

2

o2 = Nus /0 Hp(f)Pdf = /0 Hro(F)|2df (2.33)

fgarnp
Since the required noise variance is givenxy. (2.29), it follows that the factok, whereby the
noise variance of the noise samples, generated by the transformatioithatgbased noise source,

must be scaled, is given by:
2

g
iy = Ug“) (2.34)
r(t)

UsingEq. (2.29),Eq. (2.33) andEq. (2.34), the following expression fdr, is obtained:

03(,5) Ssamp

k. =
T 10eEMN) 9 g,

(2.35)

Since the scaling factdr, is a power scaling factor, it follows that the noise samples generated by the
transformation algorithm has to be scaled\;a(){c_77 in order to produce Gaussian noise samples with a
variance ofag( 9-

2.6.2 CLARKE'S FLAT FADING CHANNEL MODEL

Constructing an_-path statistical multipath fading channel simulator is accomplished by using
unique statistical flat fading channel simulators (Ssetion2.6.3). Several statistical flat fading
simulator models exist, among which thakes[82] and Clarke [76] models are the most popular.
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This study makes use of tiidarkeflat fading channel simulator model. Note that empirical multipath
fading channel simulator models fall beyond the scope of this study.
2.6.2.1 BACKGROUND

Based on the statistical characteristics of the scattered electromagneticéie&iguting the signal
entering a moving receiveGlarkedeveloped a model for flat fading channels [76]. The assumptions
that he made in the development of this model are:

e The transmitter is fixed and employs an omnidirectional vertically polarisedraten

The field incident on the receiver consistsidf,,, azimuthal plane waves.

Each of theM,,;,,, azimuthal plane waves have an arbitrary carrier phase. These pigies are
assumed to be uniformly distributed, as describe&gy(2.24).

Each of theM/,,;,,, azimuthal plane waves have an arbitrary angle of arrival.

e The M,,, azimuthal plane waves have equal average amplitudes, implying the alndenc®S
path.

Using Ricés analysis [83, 84], which proved that an electromagnetic field can peesged in an
in-phase and quadrature for@larke showed [76] that the received signal’s electromagnetic field is
given by [42]:

E(t) = Ef(t) cos (2m fct) — Eq(t) sin (27 ft) (2.36)
with:
Mapw
=E, Z Aj(t) cos (¢ (1)) (2.37)
and:
Mapw
=FE, Z A;(t)sin (¢; (t)) (2.38)

whereE, is the constant amplitude of the transmitted signal’s electromagnetic field. Tiadlear
A;(t), and ¢;(t) are random variables representing the amplitude and phase gf'treeattered
electromagnetic field component arriving at the receiver, respecti@grke showed [76] that the
variablesE;(t) and Eg(t) are both Gaussian random processes. Therefore, the envelope of th
received electromagnetic field, given by:

£(t) = [E@)| =\ (Br(#)) + (Bg(1)? (2.39)
exhibits the Rayleigh distribution, given Isg. (2.21).

2.6.2.2 CLASSIC IMPLEMENTATION OF CLARKE'S FLAT FADING CHANNEODEL

The classic flat fading channel simulator [39, 42, 44] for tHemultipath component, based on
Clarkes model [76], is shown irFig. 2.4. The simulator receives an input signal (denoted %))
and creates in-phase (denotedit)) and quadrature (denoted by(t)) versions of this signal using
aHilbert transformer(denoted by the block T;).

The quadrature signal;(¢) is multiplied bynZ.Q(t), which is a Doppler filtered version of zero-mean
Gaussian noise, generated by noise gene@?cét). The Doppler lowpass fiIthFZ.Q(f) is designed
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Figure 2.4: Classic Flat Fading Channel Simulator Base@larkes Model

(seeSection2.6.2.4.2) to approximate a baseband equivalent of the output signallR8D & Fig.
2.1 [85]. The filter coefficients are also scaled to ensureﬁﬁz(at) has unity power.

The in-phase signal;(¢) is multiplied by a linear combination of!(¢), which is a Doppler low-
pass filtered version of the zero-mean Gaussian noise, generatedsbygeoerator;! (¢), and a
constant value’“%, which facilitates a LOS signal component in the simulator output signal. The

Doppler filter DF/ () is identical toDFiQ(f).
The output of the flat fading channel simulator, denoted ), is given by:
bit) = € [ (n] (1) + CFOS) wi(t) + n (8). (1) (2.40)

whereC$°¢ is a constant scale factor, which ensures that the power in the simulatarsigpal

is equal to the power in the simulator output signal. The variailtfl@l6 is calculated as follows:
Assume the power in the input signal(t) is P,, . Furthermore, let the power in the quadrature
version of the input signal b&;, ;). The power in the output signal is now given by:

2
scale LOS\2
Pow = (€5) [ (14 (CFO%)?) Pugey + Paugo (2.41)
Since it is required thak, ;) = P, ;) = Py, (1), it can be shown that:
1

C7ee = ———— (2.42)
2+ (CFO5)?
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As previously stated, the facto}fos is responsible for the presence a LOS signhal component in the
simulator output signal. The variable can be related to the Rician factor detirsSection2.5.2.2

as follows: Firstly, rewriteEq. (2.40) so that the LOS and NLOS signal components, present in the
simulator output, become clear:

bi(t) = € (] (0)us(t) + 02 (2)-0(1) ) + C31.CFOS (1) (2.43)
LOS

NLOS

It can be shown that the Rician factor, which is the ratio (in [dB]) of theaye LOS signal compo-
nent power to the average NLOS signal component power, simplifies to:

LOS

2.6.2.3 COMPLEX IMPLEMENTATION OF CLARKE’S FLAT FADING CHANNEODEL

The use of the Hilbert transform in the classitarke flat fading channel simulator model &ig.
2.4 can be eliminated by assuming that tHemultipath signal component, transversing a multipath
fading channel, has already been decomposed into real and imagimgyi.pa

u;(t) = Re{u;(t)} + j. Im {w;(t)} (2.45)
Define a complex flat fading process, with an LOS component:
@i(t) = a;(t). cos ((t)) + CFO% + j.au(t). sin (¢i(1)) (2.46)

wherea;(t) and ¢;(t) are the instantaneous fading amplitude and phase ofttheaultipath sig-
nal component, respectively. It can easily be shown thai'theomplex multipath fading channel
component is given by:

bit) = Re {b:(1)} + . Im {,(8)} = @()-us(1) (2.47)

Thus, the in-phase and quadrature outputs of'théat fading channel, operating on a complex input
signal, are given by:

Re{bi(t)} = Re{w;(t)}.Re{u;(t)} — Im{ww;(t)} . Im{u;(t)} (2.48)
and:

Im {b;(t)} = Re{w;(t)} . Im {u;(t)} + Im {ww;(t)} . Re {u;(t)} (2.49)
respectively. Fig. 2.5 shows a novel complex implementation of @larkes flat fading channel that
realisesEq. (2.48) andeq. (2.49). From this figure it is clear that:

Re {b;(t)} = Cseale [(n{ (t) + CEOS) Re {u;(t)} — n?(t). Tm {ui(t)}} (2.50)
and:

Im {b;(t)} = Cseele [(n{ () + CEOS) [Im {u;(£)} + n&(t). Re {ui(t)}} (2.51)

Once again, the constagt*®¢ is chosen such that the channel simulator input signal power and
output signal power have the same magnitude, resulting in an express(dff‘f%i which is identical

to Eq. (2.42). Furthermore, following a similar approach asSiction2.6.2.2, it can be shown that
the Rician factor for the complex flat fading channel simulator is also giyebdh (2.44).
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Figure 2.5: Complex Flat Fading Channel Simulator Base@lankes Model

2.6.2.4 IMPLEMENTATION CONSIDERATIONS

2.6.2.4.1 Hilbert Transformer Realisation

Implementing the Hilbert transformer shownkig. 2.4 requires the use of a FIR filter and a delay
line. The function of the FIR filter is to estimate the Hilbert transformation of thetispgnal in
order to give the quadrature signal, whereas the delay line compersaties FIR filter delay by the
delaying the in-phase signal for a preset time period. The tap weight&df & 1)-tap Hilbert FIR

filter are as follows [81]:
Lsamp if 15| < Fli #0
Wiy =4 |.Z| p ’Z% (2.52)
0 if i=0or|i| > F
where £,y IS the sampling frequency used in the simulation. Note that the delay time induced by

this FIR filter equalss’ sample periods.

2.6.2.4.2 Realisation of the Doppler Spread Spectral Shaping Filter

Assuming a maximum Doppler spread®f, = max { f,(¢) } and a sampling period ., [s], the
Doppler filters used in the simulator Bfg. 2.4 can be approximated by using third order IIR filters
with the following transfer function [38]:

b32_3 + b22_2 + blz_l + bg
azz 3 +asz 2 +a1z71 +ag

DF (Z) = Chorm (2.53)
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where:
bo = b3 = (27 Bp . Teamp)”

b1 = b2 = 3 (27TBD~Tsamp)3
ap = 8+ 4App .2 Bp . Teamp + 2Bpr (27 Bp Tsamp)* + Cor (27 Bp.Teamp)®

a1 = —24 — 4App .27 Bp . Tsamp + 2Bpr (27 Bp.Teamp)® + 3Cpr (27 Bp . Teamyp)” (2:54)
ag = 24 — 4App. 27 Bp Tsamp — 2Bpr (27 Bp . Teamp)? + 3Cpr (20 Bp. Tsamp)®
az = —8 + 4ADF-27TBD.T5amp — QBDF (QWBD.Tsamp)2 + CDF (QWBD.Tsamp)s
with:
Aprp = 1.55
Bpr = 1.090625 (2.55)

Cpr = 0.9953125

The variableC,,,,,, is a constant scaling factor, dependent on the input signal’s powégrnkares
unity power in the filter output signakig. 2.6 shows the frequency responsdxf'(z)/Ch,orm. Note
that the frequency axis is normalised with respedBin

3 T T T

25

0.5

0 | | | | | ) |
0 0.5 1 15 2 25 3 35 4 45 5

fiB,

Figure 2.6: Frequency Response of & Order Doppler IIR Filter

Comparing the baseband frequency respongagnf2.6 with the required classic Doppler spectrum
depicted inFig. 2.1, it can be concluded that, due to the high spectral content in its tailfendXp),
the use of the proposed Doppler filter will result in more severe Doppleadpbeing produced by
the simulator than by the mathematical model. Although higher order IR Doplasfwill reduce
this deviation from the mathematical model, the increased simulator complexity dogsstify the
improvement in the simulator’s performance.

DEPARTMENT OFELECTRICAL, ELECTRONIC AND COMPUTER ENGINEERING 34



University of Pretoria etd — Staphorst, L (2005)

CHAPTERTWO MoBILE FADING CHANNELS

2.6.2.5 OBTAINING CHANNEL STATE INFORMATION FROM THE CLARKETFEADING
CHANNEL SIMULATOR

Perfect CSl, i.e. perfect fading amplitude and channel phase informatie easily obtainable from
theFlat Fading Channel Simulater(FFCS) shown iffrig. 2.4 andFig. 2.5, respectively. The instan-
taneous fading amplitude of thi& multipath component of a multipath fading channel employing
such flat fading simulators, is calculated as follows:

ailt) = =5 + (CE0%)? (2.56)

2
(0 J (nl(8) + CF5)° 4 (1)
where3;(t) and 3; are the instantaneous and average amplitude alterations experiencediBy the
multipath component, respectively. Calculation of the instantaneous phesgecbxperienced by the
i*" multipath component is accomplished as follows:

ng (1)
¢i(t) = —arctan m (2.57)

Perfect, or near perfect knowledge ©f(t) is essential not only for coherent demodulation [86],
but also for bit, frame and spreading sequence synchronisation. Estinaétioe fading amplitude
«;(t) is required by channel coded systems employing CSI during decoder ratidations. For
example, the optimal operation of the iterative decoder structures asslowitligparallel, serial and
hybrid concatenated codes [28,30-33,87], are dependent oraée&nowledge od; (). Therefore,
the use of CSI estimators in the receiver structures of modern communicgstams, employing
such concatenated codes, is indispensable. Refeed¢tion3.3.5 for more information on practical
CSIl estimation techniques.

2.6.3 EMPLOYING CLARKE'S MODEL IN MULTIPATH FADING CHANNEL
SIMULATORS

2.6.3.1 CLASSIC MULTIPATH FADING CHANNEL SIMULATOR

A frequency selective fading channel can be simulated using the dévieltipath Fading Channel
Simulator(MFCS) structure shown iRig. 2.7 [39, 42, 44]. This simulator is capable of simulating a
time-invariant multipath fading channel, consistinglofliscrete and independently faded multipath
components.

The simulator functions as follows: Firstly, an appropriatgath power delay profile is chosen.
L time-delayed versions of the transmitted signal are then created by udifgmdelay line with
delay times equal to that of the required power delay profile. Next, the timgetktagnak;(t), with
i=1,2,.., L, is scaled by the factg#;, which represents the average amplitude ofithenultipath
component, as specified by the power delay profile. These delayedaled signals are then pro-
cessed by, unique FFCSs (denoted by block8assic FF'CSy to Classic FFCSy), such as the
one shown irFig. 2.4. Thus, it is possible to define a unique maximum Doppler frequency and R
cian factor for each multipath component. The resultant outputs of thediagfahannel simulators,
denoted byb;(t), with i = 1,2,3, ..., L, are then linearly combined to give the frequency selective
fading channel’'s simulator output signgk).

It is important to note that the power of the multi-path fading channel simulatatjsut signat-(¢)
must equal the power of the transmitted sigs@). Since thel propagation paths undergo statisti-
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Figure 2.7: Classic Multipath Fading Channel Simulator

cally independent flat fading, it follows that the scaling factéyswith i = 1,2, ..., L, must conform
to the following condition [86]:

(B):=1 (2.58)

L
=1

1

2.6.3.2 COMPLEX MULTIPATH FADING CHANNEL SIMULATOR

Fig. 2.8 shows arL-path complex multipath fading channel simulator, constructed usidigtinct
complex FFCSs (seBection2.6.2.3), denoted by blockSomplex FFCS, to Complex FFCSj,.
Aside from the fact that the complex multipath fading channel simulator psesesomplex input
signals, it functions in a similar fashion as the classic implementation, descril&=tion2.6.3.1.
Furthermore, the average path gaihsfori = 1,2,..., L, also need to comply witEq. (2.58) in
order to preserve equality between simulator input and output powers.

2.6.3.3 EXPONENTIAL DECAY MODELLING OF POWER DELAY PROFILES

Most measured outdoor power delay profiles appear to exhibit expahdacay profiles with su-
perimposed spikes. As such, the use of exponential decay powerptefdg models are used ex-
tensively when simulating the performance of digital communication systems in ntllf@@ing
channel conditions [42, 44]. An exponential decay power delaylpnofodel is defined as follows:

P(r) = — exp <__> (2.59)
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Figure 2.8: Complex Multipath Fading Channel Simulator

whereP,,; is a normalisation factor and is the time constant of the profile. In order to comply with
Eqg. (2.58), the normalisation factor is calculated as follows:

L
Pt = ZP ;) = Z (2.60)

Calculation ofr, is dependent both on the maximum excess delay. and the relative power drop
betweenP (7,,q..) andP(0), denoted byPy,,, = 101ogq [P(Tmaz)/P(0)] [dB]:

T — (2.61)
drop
ln< 0710 )

Recall fromSectiorn2.4.3.1 that a typical value fd?;,., is —30 dB.

2.7 CONCLUDING REMARKS

This chapter focused on the characterisation and statistical reprodedtiealistic mobile com-
munication channels, concentrating specifically on multipath fading chanfedéschapter contains
discussions on all aspects of AWGN, flat fading and frequency seddetiling channel effects. Novel
contributions made in this chapter are the following:
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1.

The erroneous Doppler spectral shaping IIR lowpass filter preden [38] has been corrected.
The improved filter is presented Bection2.6.2.4.2.

. A complex flat fading channel simulator model, extended from the cl@aike model, is pre-

sented irSection2.6.2.3. This model not only eliminates the use of Hilbert transformers, bmt als
gives the communication engineer the capability to perform basebanddiafjfehannel simula-
tions.

. Extraction of CSI parameters from classic and complex flat fadingnehaimulators are addressed

in Section2.6.2.5.

. An L-path complex multipath fading channel simulator, comprising ahique complex flat fad-

ing channel simulators, is presentedSaction2.6.3.2. This model enables the communications
engineer to conduct baseband frequency selective fading simulations.

. A simple approach whereby realistic exponential decay power profilebe created, is presented

in Section2.6.3.3.
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CHAPTER THREE

BUILDING BLOCKS OFCLASSIC CODING
SCHEMES

3.1 CHAPTER OVERVIEW

LASSIC block and convolutional coding scheme encoder building blookdhe focus of the

first part of this chapter. Topics covered include the mathematical désos@and definitions of
several important characterisation parameters for binary convolutiodals, binary and non-binary
linear block codes, interleavers and code puncturers. Both FIR &t/ble binary convolutional
codes are investigated. Classic binary linear block code families desénilieis chapter include
Hamming and BCH linear block codes, whereas RS block codes are catsidehe discussion on
non-binary linear block codes.

The second part of this chapter revolves around the decoder builthogsbencountered in clas-
sic block and convolutional coding schemes. Since the basic ML and MA&dde structures and
algorithms, associated with classic block and convolutional codes, atiyragailable in the liter-
ature, such algorithms are not described in detail in this study. Howetentian is given to the
construction of binary convolutional code trellises. The remainder of #nisgd the chapter details
the inner workings of de-interleavers and code de-puncturers. Adggear is concluded with a short
discussion on the concept of CSI estimation, as well as several vale@bternces to interesting CSI
estimation techniques.

3.2 ENCODER BUILDING BLOCKS

3.2.1 BINARY CONVOLUTIONAL CODES

This subsection is concerned with the basic theory of binary convolutimlgls. Following a concise
mathematical description of convolutional codes, attention is given to the R &hd IIR RSC

classes of convolutional codes.

3.2.1.1 MATHEMATICAL DESCRIPTION OF BINARY CONVOLUTIONAL ESD

A rate R. = k/n binary convolutional code encoder is essentially a finite state linear dexdoe,

sisting of k separate shift registers (one for each input bit), that acdepipple binary inputs and
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generatesi-tupple binary outputs [87]. The linearity property of such an encoelers to the fact
that a linear combination, in Galois fietelF'(2), of a set of binary data blocks, used as input, results
in a linear combination, itz £'(2), of the binary output code blocks, generated for each of the input
blocks [47].

When describing convolutional codes, it is convenient to relate the enandput to the encoder
input by means of a generator mattic (D) [87]: Let thei*? length% sequence contained within
the m™ vector of input bits into the encoder, and tH& length# sequence contained within the
m'™ vector of output bits out of the encoder, be denote@@y = {dm,i,0,dm,i1s -, dmik—1} and
Cm,i = {Cm,i,0, Cm,i,1s--s Cm,in—11, respectively. Using thé@-transform [87], the stream of encoder
inputs can be represented by thelimensional vector sequendg, (D), given by:

dp(D) =Y dmi D’ (3.1)

where D represents a single delay periodTf[s]. Likewise, the stream of encoder outputs can be
represented by the-dimensional vector sequencg (D), given by:

(D) = Zem,iDi (3.2)

The generator matrix:cc (D) of the encoder is then thie x n matrix that satisfies the following
relationship [87]: B
em(D) = dm(D).Goo(D) (3.3)

where the multiplication is carried out ovétF'(2). In general, the form of the generator matrix is as
follows [87]:

90,0 (D) g1 (D) ... gon-1(D)
D D .. n—1 (D
o (D) = 91,0:( ) 91,1:( ) g1, :1 (D) (3.4)
Gh-11 (D) gr—11 (D) ... Gr—1n-1(D)

whereg, (D) is the generator polynomial describing the positions okifeénput bit’s shift register
that must be linearly combined @F(2) to contribute to thé'" output bit.

Directly related to the generator matrix of a convolutional code, is its paritgkchetrix Hoo (D).
It is defined as aiin — k) x n matrix that, for an arbitrary code word vector sequef;€D), gen-
erated using the encoder’s generator mattix- (D), satisfies the conditiody,(D).HL (D) =0 in
GF(2) [47], with HL(D) the transpose aflcc (D).

Convolutional code encoders are classified as FIR or IIR type ere{®id. The aforemention class
of binary convolutional code encoders generate their outputs usindinefr combinations of cur-
rent and previous inputs. Thus, the generator polynomials of FIR typeotdional codes has the
general form [87]:

Vg—1
9ap(D) =Y gap;D’ (3.5)
§=0
wherewv, represents the total number of memory elements in the shift register usedjumatoon
with thea'™ message word bit i, ;. The variabley, 4 ;, which can take on values from the alphabet
{0,1}, indicates the presence or absence of a tap connectirjg'theemory element of the'" shift
register to thé™ output.
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In the case of IIR type convolutional code encoders, not only is thegtand previous inputs used

to generate the current outputs, but also previous outputs. As sudgrikeator polynomials of [IR
convolutional code encoders are rational function®if87].

3.2.1.2 IMPORTANT BINARY CONVOLUTIONAL CODE PARAMETERS ANBINDEIONS

The following parameters and definitions are vital to the understandingnvbtigional codes and
their encoders:

1. Hamming Distance: The Hamming distance (sé&swj. (4.29) inSectior.4.2.1) between two sepa-
rate encoder output vector sequenggg,D) andzZ, (D), which is denoted by (¢}, (D), c2,(D)),
is defined as the number of bit positions in which they differ [47].

. Hamming Weight: The Hamming weightvy (¢,,,(D)) of an encoder vector output sequence
¢m(D) is defined as the Hamming distance betwegiiD) and the all-zero vector sequenge
i.e. wy (¢n(D)) £ d (em(D),0) [47].

. Constraint Length: The constraint length of a rate. = k/n convolutional code encoder is the
number of delay elements used in its realisation. If the number of delay elennaplisyed in the
a'™ input’s shift register is denoted hy,, the constraint length of the encoder is given by [87]:

v = Zva (3.6)

This parameter is the most important measure of the convolutional code’s¢matiiglexity, since
the number of states in the trellis of a binary convolutional code, with a camskeagth ofv, is
2v (seeSection3.3.1.1).

. Minimal Encoders: On closer inspection, it should be apparent that there might exist $ewera
coder structures, each with its own memory (shift register) and tap coafiign that might satisfy
Eg. (3.3). However, it can be shown that there exists a subset of ers;dueiing identical state
diagrams [47], which utilises a minimum number of memory elements to generaterthaco
tional code. Such encoders are calieithimal encoder§d7]. All the convolutional code encoders
considered in this study are minimal encoders.

. Non-systematic Encoders:At a certain encoding instanéef them'™ encoder input vector, the
encoder input data stream of a non-systematic convolutional code dornmoa substream of the
encoder output data stream [87]. Thus, the encoder outputs bits tceolely of parity bits, i.e.
Cmyia = Vm,iaefora=0,1,...n—1.

. Systematic Encoders:A systematic convolutional code is one for which, at a certain encoding
instance of them'™ encoder input vector, the encoder input data stream forms a subsiféaen
encoder output data stream [87]. The convention used throughowstullig is that encoder output
bits0 to £ — 1 are the systematic bits, i.€,, ; , = dyio fOra =0,1, ...,k — 1, and outputs bitg
ton — 1 are the parity bits, i.ec,, ;o = Vo fora=kk+1,...,n— 1.

. Minimum Free Distance: The minimum free distancéy,.. of a binary convolutional code is
defined as [47]:
— i dy (¢t (D), é (D 3.7
pree = i, i (@n(D), (D)) 3.7)
wherez! (D) = d,,(D).Gee (D) ande2, (D) = d-,(D).Gee(D) in GF(2). Essentiallyd;,. is
a measure of how good a convolutional code is: The ladggr, the better a code’s performance,
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i.e. more code bits must be in error in order for one code word to be mistakemdther by the
decoder. Determining the structure of an optimal convolutional code enedth a preset code
rate and number of states in its trellis, involves an exhaustive search thatiygpssible minimal
encoders capable of generating the code, finally selecting the code wiéingbstd ;... Although
not of crucial importance to this study, it is worth mentioning that.. can be determined ef-
fortlessly from the code’sransfer function which in turn is determined from the encodestaite
diagram[47].

8. Asymptotic Coding Gain in AWGN Channel Conditions: The asymptotic coding gain for bi-
nary convolutional codes, operating in AWGN channel conditions, distaising soft decision
ML decoding and employing QPSK modulation with coherent demodulation, isrugpunded as
follows [47]:

CGHI <10logyy (Re-dfree)  [dB] (3.8)

If hard decision decoding is employed2a@B degradation in BER performance can be expected
when compared to soft decision decoding, resulting in the following upmend[47]:

CGhrd < 10logyy (Re-dfrec) — 2 [dB] (3.9)

3.2.1.3 TYPES OF BINARY CONVOLUTIONAL CODES

Discussed in the following subsections are the two main types of binary kaioral codes, namely
NSC and RSC codes. Although only NSC codes are used in classic cadiegngs employing
convolutional codes (due to the fact that RSC codes exhibit inferior p&Rrmances at low values
of E,/Ny when compared to NSC codes), both classes have found applicationsam @&tently
proposed iteratively decoded concatenated coding schemes.

3.2.1.3.1 Finite Impulse Response Non-Systematic Convolutional Cade

Although both IIR and FIR NSC codes can be constructed, FIR type M8Eschave proven to be a
more attractive solution in classic convolutional coded systems, as weller#t8rial Concatenated
Convolutional CodéSCCC) schemes [27,29]. As such, this study only concerns itself WRHINSIC
codes.

Tables with the generator polynomials of the most optimal binary convolutiani encoders, along
with their associated;,.. values, have been extensively documented in the literature. As an example,
Fig. 3.1 shows the encoder structure of a minirgatate, rateR, = 1/2, v = 3, FIR NSC code,
taken from [47]. Using the generator matrix encoder description methtadlatbin Section3.2.1.1,

the generator matrix defining this encoder is:

Gee(D)=[1+D+D* 1+D+D*+D? | (3.10)

It has been shown [47] that the NSC code generated by this generatdr has a free distance of
dtree = 6. This specific NSC code is used extensively in the simulations detail€tlapter6.

3.2.1.3.2 Recursive Systematic Convolutional Codes

The importance for the constituent encoder®afallel Concatenated Convolutional Co@@@CCC)
encoding schemes to be both systematic for decoding simplicity, and recirgivder to maximise
theinterleaver gainis now well recognised in the literature [19, 88]. As such, a class désyatic
IIR codes have been proposed [89] for the building blocks of PCCQ0BdrTs. These codes are com-
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Figure 3.1: Optimag-State, Raté?. = 1/2 NSC Code Encoder

monly referred to as RSC codes.

The RSC CC encoders used in a PCCC coding scheme need not be idetthicedgard to their
constraint lengths or rates. When designing a PCCC encoder, the goahisose the best compo-
nent codes by maximising the effective free distance [90] of the PCCCargé¢ values off}, /Ny,
this is tantamount to maximising the minimum weight code word [91, 92]. Howewterwavalues of
Ey/Ny (the region of greatest interest) optimising the weight distribution of the caaidsanis more
important than maximising the minimum weight [91].

Listed in Appendix Aare the encoder parameters of one of the most extensive sets of opti@al RS
encoders, as determined BgnedettpGarello andMontorsithrough exhaustive searches [88]. Also
specified for each of the encoders listed, is the minimum free distgnge The construction of the
optimal8-state,y = 3, rate R, = 2/3 RSC encoder (sdeg. A.2) in SectionA.3 illustrates how the
listed encoder parameters are interpreted. The generator matrix of thdegnehich is employed in
several of the simulations discusseddhapter6, is given by:

10 1+D2+D33
GeeD) = | | | LR (3.11)
14+D+D:

According toTableA.5, the minimum free distance of this codelis... = 4.

Another example of an RSC code encoder is showkign 3.2. In this figure, the encoder structure
for an optimal8-state,u = 3, rate R, = 1/2 RSC code is depicted. FroiableA.3 in Appendix A
it follows that this code has a minimum free distanceigf.. = 6 and is defined by the following

generator matrix:
Goo(D) = [ 1 LeDEpiep? } (3.12)

3.2.2 LINEAR BLOCK CODES

The focus of this subsection falls on linear block codes. Following a centéghematical description
of general linear block codes, a number of important linear block cofileitittns and parameters are
explained. A short description of the characteristics of binary HammingrpBCH and non-binary
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Figure 3.2: Optimag-State, Ratd?. = 1/2 RSC Code Encoder

RS block codes conclude the subsection.

3.2.2.1 MATHEMATICAL DESCRIPTION OF LINEAR BLOCK CODES

Consider ann, k, d,n;,) linear block code with message and code word symbols m(%).
This code hag¢* uniquen-symbol code words and a minimum Hamming distance &eetion
3.2.2.2) ofd,,;,, [symbols]. Suppose, at encoding instamegthe n-symbol code word vectat,, =
{m.,0,Cm.1,Cm.2,...,cmn—1} 1S the output produced by the linear block code encoder, giver-the
symbol input message wort),, = {dm.0,dm1,dm 2, ...,dm k—1}. The encoding process performed
by the linear block code encoder can be described by means of arskheér equations [47,93,94]:

Cm,j = dmp.gaj + dm,1~gi]‘ + ..+ dm7k_1.gz_17j forj=0,1,...,n—1 (3.13)

where the variableg; ;, withi = 0,1,....,k — 1 andj = 0,1,...,n — 1, dictate the one-to-one rela-
tionship, specific to the type of linear block code and the code constra@tige®rt,, andd,,. These
variables can only take on values fra#t’ (25). Furthermore, the multiplication and addition opera-
tions of Eq. (3.13) and all subsequent equations are also performétﬂrﬁzf). A more convenient
method that can used to describe the encoding process, is as folloWws [84]:

em = Tm-GBC (3.14)

whereG ¢, commonly referred to as the generator matrix of the block code, is akraidek x n
matrix, given by:

95,0 98,1 e gs,n—l
9ip 911 cor 9in
Gpe = . . " (3.15)
913—1,0 92—1,1 e gz—l,n—l

The linearity characteristic of a linear block code refers to the fact that#i¢2¢) linear combina-
tion of two distinct code words!, andc?,, generated by z¢ for the respective message WOE_dﬁ

andﬁfn, is equal to the encoder output code wapd for the input message WorEfn = Ein + 331-
Thus, any of the¢* code words in the linear block code can be constructed by linearly combining
several of the other code wordsGhF (2¢) [47,93,94].
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Closely related to the generator matiikzc, is a linear block code’sn — k) x n parity check
matrix H g, defined by the following relationship [47,93,94]:

Gpo.-Hbe =0 (3.16)

where0 denotes an all-zerb x (n — k) matrix andH 5., is the transpose dff 5. With the linearity
property in mind, it can be shown that all of the* code words in the linear block code is orthogonal
to every row of the parity check matri{ . As such, the parity check matrix is used extensively in
algebraic linear block code decoding techniques [47, 93, 94], susyralsome decoding, in order to
isolate and possibly correct errors in corrupted code words.

3.2.2.2 IMPORTANT LINEAR BLOCK CODE PARAMETERS AND DEFINI'HON

Several parameters and definitions that are crucial for the undeirsgeartti characterisation of linear
block codes are listed below. Since these parameters and definitionsiiferaoth binary and non-
binary linear codes, all addition and multiplication operations present in thesst®n are carried
out in the Galois field over which the linear block code is defined.

1. Hamming Distance: Identical to the definition given for binary convolutional codesSiection
3.2.1.2, the Hamming distance between two block code encoder output codeajyoandz?,,
denoted by (E,ln,EQ ) is defined as the number of code word symbol positions in which they
differ [47,93, 94].

2. Minimum Hamming Distance: Analogous to thels,.. of a binary convolutional code (s&ec-
tion 3.2.1.2), the minimum Hamming distance of a linear block code, denotdg, fy is the most
salient measure of the error detection and correction capabilities of tlee dtelmathematical
definition is as follows [47,93, 94]:

dmin = min dy (2,,5) (3.17)

my-m
dy, #dz,

wherez!, = d...G ande2, = d.,.G. If the minimum Hamming distance of a linear block code is
known, it can be shown [47, 93, 94] that the number of code word syerbars that is detectable
by the code for a single code word tig:cc: = dmin — 1, Whereas the number of correctable code
word symbol errors itcoprect = |3 (dmin — 1)].

3. Hamming Weight: The Hamming weightvy; (¢,,,) of a linear block code’s output code wofg
is defined as the Hamming distance betwegnand the all-zero code wor@, i.e. wy (¢,,) =
dp (Tm,0) [47,93,94].

4. Non-systematic Linear Block Codes:ldentical to the definition for binary non-systematic con-
volutional codes, the message watgl used as input into a non-systematic linear block code
encoder at timing instance,, does not form a substream of the encoder output code @ord
Thus, the encoder output code word symbols consist solely of paritydgmie. c,,, ; = v, ; for
i=0,1,2,...,n—1.

5. Systematic Linear Block Codes:An (n, k, d,n, ) linear block code is said to be systematic if the
lengths» encoder output code word,,, generated at encoding instanege contains a lengtl-
substring that is an exact replica of thesymbol encoder input message wakg. The convention
adopted throughout this study for such linear block codes, is that thé ficede word symbols of
¢, are the systematic symbols, i, ; = d,,, ; fori =0,1,2, ..., k—1, and the lask — & code word
symbols are the parity symbols added by the encoder;)},e.= v, ; fori = k, k+1,...,n — 1.
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Hence, the generator matrix of such a systematic linear block code hadldierfg general form
[47,93,94]:

10 0| o Fo1 - ok
01 ... 0 Py Py PP g

Gpe = [I|P] = . N ; . ’": (3.18)
00 ... 1| Py Piyy o Py

wherel} is thek x k identity matrix andP? is ak x (n — k) matrix that determines the — &
parity symbols added to each code word during encoding. An importardaieastic of linear
block codes, is that any non-systematic generator matrix, givelbgby3.15), can be reduced to
the systematic form oEq. (3.18) by means of a number of row operations and column permuta-
tions [47] (using Gaussian elimination is a popular approach).

Recalling that addition and subtraction are equivalent#i(2), it can be shown that the parity
check matrix of a binary linear systematic block code is easily determined as$dUa, 93, 94]:

Hpc = [(PS)T ’In—k} (3.19)

where(P#)” represents the transposeff and/,,_; the (n — k) x (n — k) identity matrix.

6. Weight Enumerating Function: The Weight Enumerating FunctioWEF) of an (n, k, d;nin)
linear block code is a compact method to describe its weight distribution. Itfisedeas fol-
lows [47,93,94]:

A(Z) = zn: Ay 2" (3.20)
w=0

where A,, is the number of code words in the block code that has a Hamming weight ®he
WEF can be used to compute the exact expression of the probability ofeatet errors, as well
as upper bounds on the word error probability.

7. Input-Output Weight Enumerating Function: Thelnput-Output Weight Enumerating Function
(IOWEF) of an(n, k, d,i») linear block code, also sometimes referred to as the input-redundancy
weight enumerating function, splits each term in the WEF into the separateébctioins of the
parity and message word symbols to the total Hamming weight of each codeltisrdefined as
follows [27, 63,66, 87]:

k n
AW, Z) =" Ay ,We 2" (3.21)
w=0 h=0
where A, ;, is the number of code words in the block code that has a Hamming weight of
generated by message words with a Hamming weight. of

8. Cyclic Linear Block Codes and Their Generator Polynomials: Cyclic linear block codes have
the property that all possible cyclic shifts of the elements of one code westdts in another valid
code word [47, 93, 94]. When describing these block codes, it iservent to express a message
word d,, = {dm.0, dm 1, - dm -1} and its associate code WOEG, = {¢m 0, Cm.1, s Cmon—1} N
terms of a degregé — 1 message polynomial,, (p) = dp 10" + dimg—2.0* "2 + ... + dmo
and a degree. — 1 code word polynomiat,,(p) = c¢mn—1.""" + cmn—2.0""2 + ... + Cm.0,
respectively. Using this notation, the cyclic nature of the code can be esified: If ¢, is a
code word from the cyclic linear block code?, will also be a valid code word, given that the
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following condition is satisfied [47,93, 94]:

¢ =p'el mod (p"+1) (3.22)

wherei can take on any integer value.

Generation of the code word polynomigl,(p), given the message polynomig),(p), can be de-
scribed using a degree-k generator polynomialgc(p) = g _,.p" F4g° 10" P 4gs.
The encoding process is as follows:

1. Non-systematic Encodindf a cyclic linear block code has to generate non-systematic code
words, the encoding process of message polynodhiép) to code word polynomiat,,, (p)
is as follows [47]:

cm(p) = dn(p)-gBc(p) (3.23)

2. Systematic EncodingThe systematic encoding of a message polynomjdlp) by a cyclic
linear block code encoder to give the code word polynomjdp), entails the following [47]:

(@) Multiply the message polynomidy}, (p) by p"*.
(b) Obtain the remainder polynomia), (p) from the division ofp™ .z, (p) by gsc(p).
(c) Construct the systematic code word polynomial as follows:

em(P) = " F.d(p) + T (p) (3.24)

The construction of a non-systematic generator matrx (seeSection3.2.2.1) for a cyclic linear
block code from its generator polynomial, is easily accomplished by firstly g@g;i(r;kkfjm =
g5 fori =0,1,....k—1andj =0,1,2,...,n — k. All the remaining elements @¥ g~ are then set
to zero [47].

9. Coding Gain in AWGN Channel Conditions: The coding gain of arin, k, d,:,) linear block
code, operating in AWGN channel conditions, decoded using softidedi4l. decoding and em-
ploying QPSK modulation with coherent demodulation, is upper boundedlas$d47]:

C’Gggt < 10logy (Rc.dmm — k.%. ln(2)> [dB] (3.25)
b

Typically a2 dB degradation in BER performance can be expected if hard decisiadidgcis
employed. Hence, the following upper bound can be calculated for thiedsaision decoding
approach [47]:

No
k.ﬁ.ln(2)> —92  [dB] (3.26)

CGlrd < 101og, (Rc.dmm —
b

3.2.2.3 LINEAR BLOCK CODES OF IMPORTANCE FOR THIS STUDY

The next two subsections describe the main characteristics of binary HaramdrigCH block codes,
respectively. This is then followed by a subsection that gives a briefrigg¢ion of non-binary RS
block codes.

3.2.2.3.1 Binary Hamming Block Codes

R. W. Hammindirst presented the well-known class of linear Hamming block codd$30 [95].
Since then, it has been shown that these single error correcting systematin-systematic block
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codes can be classified as cyclic linear block codes $&etion3.2.2.2). Although both binary and
non-binary Hamming block codes can be constructed, this study is limited to theylitass of
Hamming block codes, characterised by the following properties [47]:

(n,kydmin) = (24— 1,2 =1 —a, 3) (3.27)
whereaq is a positive integer.

Another property of an(n, k, 3) binary Hamming block code, frequently used in its construction,
is that then columns of its parity check matri¥/ 5~ consists of all possible binary vectors with
n — k = a elements, except the all-zero vector.

3.2.2.3.2 Binary Bose-Chaudhuri-Hocquenghem Block Codes

BCH block codes, discovered independently Wgcquenghemn 1959 [96], and Boseand Ray-
Chaudhuriin 1960 [97, 98], comprise of a large class of cyclic linear block codes defimedlmnary
and non-binary symbol alphabets. Although this subsection only couessybBCH block codes,
the popular class of RS block codes, which is a subclass of non-bir@H/Bock codes, is briefly
described irSection3.2.2.3.3.

Binary BCH codes are constructed in compliance with the following codenpetea restrictions:
The number of code word bits per code word is given by [47]:

n=2"—1 (3.28)

wherea > 3 is an integer value. If the number of correctable bit errors per codd i80f,,c.:, the
number of parity bits added to each message word during encoding isdsbaadollows [47]:

n—k =< a.terrect (3.29)
resulting in the following minimum Hamming distance [47]:
dmin = 2.tcorrect + 1 (330)

The generator polynomialz-(p) for such a binary BCH code can be constructed from the factors
of p>*~1 + 1. An extensive list of binary BCH block code generator polynomialfef a < 34 is
presented in [99].

3.2.2.3.3 Non-binary Reed-Solomon Block Codes

The subclass of maximum distance non-binary BCH block codes, commoalyrkas RS block

codes [14], is the focus of this subsection. The subsection starts byiog#imumber of basic RS
block code parameters and characteristics. This is then followed by arséwibpresents a short
discussion on classic cyclic encoding.

3.2.2.3.3.1 Parameters and Characteristics of Reed-Solomon Block Codes

Consider ann, k, d,,;») RS block code with message and code word symbols from the extended
binary Galois field7F (2¢), where¢ > 1. Assuming that the RS block code has to cortggt.c.:
symbol errors, it can be characterised by the following set of paraméibe number of code word
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and parity symbols per code word are given by [14, 93]:
n=2—1 (3.31)

and
n—k= 2. tcorrect (332)

respectively. Measured ¥ F’ (25) symbols, the minimum Hamming distance of the RS block code
is [14]:
dmin = 2.tcorrect + 1 (333)

An important characteristic of RS block codes is that these codes are maxiistamce codes, i.e. for
a givenn andk, there is no other linear block code that has a laggy, than an RS code [14,47,93].

Since encoding takes place @iF (25), message and code word symbols will consist of lerggth-
binary streams, uniquely defined for each of #esymbols inGF (2¢). Thus, the total number of
bits used per message and code wordwgyg = n.£ andk;:s = k.€, respectively.

3.2.2.3.3.2 Classic Encoding of Reed-Solomon Block Codes

Recall fromSection3.2.2.3.2 that BCH block codes are cyclic linear block codes. Consequantly
(n, k,dmin) RS block code, with message and code word symbols ’@dﬁw(Zﬁ), is also a cyclic
linear block code, which can be described by means of a dégreek) generator polynomial with
generator coefficients frod F' (25) [93]. Assuming the RS block code can corrégt. .. symbol
errors, the general form of this generator polynomial is as follows [14]

2.tcorrect

gse )= [ (+¢) (3.34)
=1

wherey is the primitive element of/F' (2¢). Note that this element satisfies the conditiofy’) =
0 for any integeri. For example, consider thg,...c. = 1 symbol correcting R§7,5, 3) code,
operating inGF (23). SinceGF (2?) is defined by the irreducible (primitive) polynomig},(p) =
1+ p + p3, it follows from Eq. (3.34) that the generator polynomial of the RS5, 3) code is the

following:
2

gc (@) =[] (p+¢") =+ e)p+¢") =¢"+o'p+p (3.35)
=1
The generator polynomial can now be used to generate either systematio-sysiematic code
words, as described fBection3.2.2.2.

3.2.3 INTERLEAVERS

An interleaver can be described as a simple single input, single output dbeictakes symbols
from a fixed alphabet as input and produces an identical set of syrabtige output in an altered
temporal order [87]. Thus, the basic function of an interleaver is ta&ffdy shuffle the order of a
sequence of symbols. In traditional applications, interleaving was usedriddmise” the locations

of errors caused by bursty (correlative) channels, which in turn ivgsr¢the performance of classic
block and convolutional coding schemes designed and optimised forarcglative channels, such
as the AWGN channel (se®ection2.2). With iteratively decoded concatenated coding schemes,
however, interleavers are used mainly to decrease the correlation bettveemformation encoded

by the different CCs, thereby improving the distance properties of tht@aes concatenated code.
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3.2.3.1 MATHEMATICAL DESCRIPTION OF INTERLEAVERS

Let them'" length-V sequence of symbols used as input to an interleavee denoted byi!” =
{Him00 i1 - o 2y (v 1y }- The interleaving ofz;}; by 7 can be described as follows:

i (ﬁfn) =T = {Mggto?ﬂfr?tlw vﬂgﬁ?Nfz)?ﬂ%it(N—l)} (3.36)
where2“ represents théV-symbol/sample output of the interleaver This output can also be
written as:
= {1n0s e s M 2y i v— 1)} = {Hn 10y Fm (1) s Hom TN —2)s B Ti(N—1) }

(3.37)
wherell(7), with ¢ any integer value, is a function that describes the mapping of the interieatyert
time indices to interleaver input time indices. Since interleaving can be condidsra periodic re-
ordering of blocks ofV symbols, the functiofl(:) describes a one-to-one mapping over the integers
7 modulo the periodV. Thus, it follows that:

—out

II(i) = N ==n(i — N) for all i (3.38)

For example, the simpl&/ = 3 interleaver described in [87] is defined by the following mapping
function:

) if imod3 =0
(i) =<i—3 ifimod3 =1 (3.39)
1—6 ifimod3 =2
The interleaver mapping function can also be described in termduwfdamental permutatiqrie-
fined as follows:

0 1 - N-1 > (3.40)

Nm:(n@ M) ... (N —1)
For example, the fundamental permutation of the interleaver, defined by @mgdunction ofEq.
(3.39), is given by
0 1 2
o(IT) = ( 0 -9 —4 ) (3.41)

The remaining values of the interleaver mapping function, spanning all intediges ofi, are ob-
tained by combining the fundamental permutation, givefy(3.40), and the periodicity condition,
given byEq. (3.38). Shown inTable3.1 is the interleaver mapping function for the example inter-
leaver ofEq. (3.39), calculated fof = —1,0,...,5. To further the understanding of interleaving,

Table 3.1: Mapping of the Simpl& = 3 Interleaver, Described biyq. (3.39)
i 110112 (3[4]5

mG) | -7{0|-2|-4|3[1]-1

the stream of interleaver input sequences can be represented NydimeensionalD-transform [87]
vector sequencg™ (D), given by:

—zn Z anm (342)
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where D represents one interleaver delay period\dofsymbols. Using this representation for the
interleaver input stream, the interleaver output stream can be descsili@tbas:

™ (D) = u™(D) - Gx(D) (3.43)

whereG, (D), referred to as thgenerator matriof the interleaver, is aiv x N non-singular matrix
with the following restrictions:

1. Only one entry in each row/column can be non-zero to ensure a aneetorapping.
2. Non-zero entries are of the forf¥, wherei is an integer.

For example, the generator matrix associated with the interleaver mappieg,lgi€qg. (3.39) and
illustrated inTable3.1, is as follows:

0 0
D' 0 (3.44)
0 D?

From this generator matrix it is clear that the implementation of the interleaverreésdgbe use of
delay elements. In general, such interleavers are calbegolutional interleaverssince they are
constructed using shift registers, not unlike convolutional code eneddeeSection3.2.1.1). More
information concerning the structure and characteristics of these interteean be found in [87].
Interleavers that do not require the use of delay elements are referasthlock interleavers This

type of interleaver is discussed in more detaibiection3.2.3.3.

3.2.3.2 INTERLEAVER PARAMETERS

The following parameters are often encountered in the study and chiésatitm of interleavers and
de-interleavers:

1. Interleaver Delay: The delay of an interleaver is defined as the total delay introduced inte a sys
tem by first interleaving and then de-interleaving a blocRio$ymbols [87].

2. Interleaver Causality: A causal interleaver has the property that all elemen€g;itD) are of the
form D?, with i > 0 for elements on, or under the diagonal@f (D), andi > 1 for elements
above the diagonal [87]. Therefore, the interleaver defineldhy3.39) is causal.

3. Interleaver Memory: The memory of an interleaver is defined as the minimum number of mem-
ory elements required to implement a causal version thereof [87]. Itilg eakulated by summing
the absolute values of the exponents of thelements irG (D).

4. Interleaver Spreading Factor: If an interleaver has the spreading factdf,,cqq, tpurst), it in-
dicates that the individual symbols in a burst of a length smallerthar symbols at the input of
the interleaver are separated into distinct blocks of a length greater tie@uakto)/,,, ... at the
output [87].

5. Interleaver Dispersion: The dispersion of an interleaver can be used to study its "randomness”
[87]. Itis calculated by determining the number of unigligplacement vectorsf the interleaver,
normalised with respect ty - (N — 1)/2. The interested reader is referred to [87] for a discussion
on the calculation of interleaver displacement vectors.

DEPARTMENT OFELECTRICAL, ELECTRONIC AND COMPUTER ENGINEERING 51



University of Pretoria etd — Staphorst, L (2005)

CHAPTER THREE BUILDING BLOCKS OFCLASSIC CODING SCHEMES

3.2.3.3 BLOCKINTERLEAVER STRUCTURES

It has been shown [87] that block interleavers, i.e. interleavers witbrg&r matrices: (D) having
elements with only exponents of zero, are better suited than convolutiongaviers for both classic
block and iteratively decoded concatenated coding techniques. dherehly block interleavers are
of importance for this study.

Several types of block interleaver structures are available to the comrtiangangineerAppendix
C considers several popular deterministic and random block interlea\srbdkie attracted the at-
tention of classic block and concatenated code designers over rezanst yThe deterministic in-
terleaver structures discussed comprise of classic block interled®emsuGlavieuxinterleavers
and JPL interleavers, whereas the random interleavers of interéd3Nagenerator interleavers, ran-
dom number generator interleavers anthndom interleavers. A description of theiform inter-
leaver[100, 101], a probabilistic device frequently encounter in the mathemateafation of BER
performance bounds for concatenated codes, concludes the append

3.2.4 CODE PUNCTURERS

The price of the performance gains obtained by employing low rate codesimunication systems,
is increased transmission bandwidths and/or lower data rates. Fortubgtaking a process called
code puncturing102-105], it is possible to maintain most of a code’s error correctingluéifies,
but increase the code rate, thereby decreasing the required transntiasiwidth. Consequently,
this technique allows for the use of a single code over a wide variety of redde with negligible
performance losses. As such, it has become an indispensable comipattienchannel coding sub-
systems of numerous prevalent wireless communication standards. Rgplexd is used extensively
in the voice, data and signalling channel coding schemes employed by GS\Jlas thet coding
schemes (denoted CS-1 through CS-4%Geheral Packet Radio Servi¢6PRS).

Code puncturing is accomplished by deleting selected encoder outputdutsliag to a chosen per-
foration pattern, also known aspancturing profile In general, the period4,,,.; puncturing profile
used to increase the code rate of a binary fate= k/n code, can be expressed by the following
matrix:

To,0 To1 - YoMpune—1
Y10 Tii - Yom 1
) ) ) unct —
T = _ _ pume (3.45)
Tnfl,O Tnfl,o e TTl—lyMpunct_l

where the elements &f can only take on the valuésand1. The puncturing profile specifies that the
4" code bit of the*" n-bit encoder output is deleted from the stream of coded bits to be transmitted,
if T;, =0, wherea = i mod My, Alternatively, if T; , = 1, the specific code bit is preserved.
The code rate achieved after puncturing is easily calculated as follows:

k'Mpunct
Rp - n—1 Mpunct—l (346)

> TYja
a=0

j=0
For example, assume a single rdte = 1/3 RSC code (se&ection3.2.1.3.2) has to be used in a
communication system, but the required code rate/’s A further requirement is that the system-
atic output bits generated by the encoder may not be punctured. Oribl@gssiodd puncturing
approach is to permanently delete one of the two parity bits generate by theéeerfior every input
bit. However, this might lead to an unacceptable degradation in the codé&®rpance. A more
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attractive solution is to alternate the puncturing between the two parity bits.ollbeihg period2
puncturing profile is one of two possible profiles that will implement the aforgimeed puncturing
requirements:

T = (3.47)

O =
—_ O

3.3 DECODER BUILDING BLOCKS

3.3.1 BINARY CONVOLUTIONAL CODE DECODERS

Since classic ML decoding technigues [106] have become cornerdsgorlans in convolutional
code decoding, they are not repeated here. The unenlightened igaeferred to [106] for com-
prehensive explanations and examples of the application of the VA in tlualidecof convolutional
codes, and [107] for a discussion on the non-optiRaado sequential decoding technique.

Most ML convolutional code decoding algorithms (such assfiding windowVA) and MAP convo-
lutional code decoding algorithms (such as the BCJR algorithm [2]) makefwsvolutional code
trellises The trellis of a rateR. = k/n binary convolutional code is essentially a time-indexed state
diagram for the underlying binary circuit defined by the generator métrix (D) [47]. As such,

it contains all relevant information crucial for ML and MAP decoding aitjons. The following
subsection describes the construction of binary block code trellises.

3.3.1.1 CONSTRUCTING THE TRELLIS OF A BINARY CONVOLUTIONALEOD

Given that the constraint length of the convolutional code encodertlee trellis of the code ha®’
states, with trellis statebeing defined as the decimal equivalent of thkit binary number created
by concatenating the encoder’'s memory elements’ outputs at a certairirgnostiance. The number
of branches leaving or entering a state (node) in a binary convolutiodaitrellis, is eithed (in
the fan-out section of the trellis) @ [47].

An important characteristic of a depffz..;ons COnvolutional code trellis, distinguishing it from
a linear block code trellis (se®ection4.2), is that it can be constructed by concatenafing.;;o.
identical trellis sections, where a trellis section is defined as a single depthdheilisng all possible
state transitions of the convolutional code encoder under investigatipn@énsequently, a convo-
lutional code’s trellis can be described as being "time-invariant”, wheadiagar block code’s trellis
is "time-variant”, since each trellis section is unique.

Construction of a single convolutional code trellis section involves determthimgestination state
and associated-bit encoder output, given that thée, fori = 1,2,...,2F, possiblek-bit encoder
input is used with the encoder in an origin statéor [ = 0,1,...,2Y — 1. The transition from an
initial (origin) state to a destination state is indicated by the presence of ahbrBlach branch has
an associated-bit branch weight or decoder input branch vector, as well As# decoder output
branch vector. The decoder input and output branch vectors gfith@anch leaving thé&" state at

a trellis depth of are denoted b%{? andagl), respectively.

In the graphical representation of a single trellis section, the decoderr ampuoutput sequences,
associated with each branch, are usually indicated by meansDdader Output SequendeDe-
coder Input Sequencdor equivalentEncoder Input SequendeEncoder Output Sequenceabel.
Fig. 3.3 shows such a trellis section, obtained by following the foregoing ptweddr the optimal
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8-statey = 3, rate R, = 1/2 RSC code, defined bi¥q. (3.12).

1=0 0/00/0

=1 z
<
Q

=3 S ‘\/
|=4 0/0 \

Figure 3.3: Trellis Section of the Optim&lState, Rate?. = 1/2 RSC Code, Defined biq. (3.12)

3.3.2 LINEAR BLOCK CODE DECODERS

Since the classic algebraic algorithms employed in the decoding of linear btmids are well
known, these algorithms are not repeated in this dissertation. Howeventéhested reader is re-
ferred [47,93,94] for descriptions of the classic syndrome and Milodig techniques used for most
classes of binary linear block codes. TBerlekamp-Masseyyndrome decoding algorithm [74, 75],
which is the classic hard decision decoding algorithm, employed for both B@MR& block codes, is
addressed idppendix B Since it falls beyond the scope of this study, the claBsidekamp-Massey
algorithm is not described in much detail. However, several valuablesrefes that focus on varia-
tions of this decoding algorithm are cited for the interested reader.

Chapter4 focusses on the trellis decoding of linear block codes by means of auixetbw (or
block-wise) VA. This chapter not only describes this decoding algorithatetail, but also investi-
gates the construction of BCJR block code trellises.

3.3.3 DE-INTERLEAVERS

De-interleavers are in actual fact also interleavers. Their functioneber, is to undo the temporal
ordering of the symbols, created by the associated interleaver. The ifulj@ubsection presents a
short mathematical description of de-interleavers, buildingention3.2.3.1’s discussion of inter-
leavers.
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3.3.3.1 MATHEMATICAL DESCRIPTION OF DE-INTERLEAVERS

If the m*® length<V sequence of interleaved symbols used as input to a de-interleavenassociated
with an interleaverr, is denoted by, = {0l o, it 1, ... ,gj;:,(Nﬂ), gﬁ}}?(]\,fl)}, the de-interleaving

of 2" by 7! can be described as follows [87]:

ﬂ-_l (—Z”) = Q?rqllt {Q?#%v Q?O#th . 7@?::5(]\[_2)7 Q;):’t(]\[_l)} (348)
whereg?“! represents théV-symbol/sample output of the de-interleaver. The de-interleaver output
can also be written as [87]:

_OUt - {Q?#t(]v Q?rqjtl)' 7@?711115(]\[_2)) Q?#’t(]\[_l)} (3 49)

= {gm,H_l(O)’ Qm,H_1(1)7 ) @%,H-l(mp Qfg,n—l(zvq)}

whereIl~!(7), with i any integer value, is the de-interleaver mapping function that describes the
mapping of the de-interleaver output time indices to de-interleaver input timeesdithe mapping
function, I (), is defined such that it will undo the temporal shuffling caused by the mgppin
functionIl(7) of the interleaverr. For example, the mapping function for the de-interleaver associated
with the example periodv = 3 convolutional interleaver, defined by the mapping functiorEqf
(3.39), is as follows:

1 if imod3 =0

O 'i)=<i+3 ifimod3=1 (3.50)
i+6 ifimod3=2

From this mapping function, the de-interleaver’s fundamental permutatimwireadily:

oMt = < 8 i 2 ) (3.51)

Following a similar approach as with interleavers, the stream of de-interleguet sequences can
be presented by th¥-dimensional vector sequengéD), given by:

2" ( Z omD™ (3.52)
where D represents one de-interleaver delay perio&asymbols. Defining the generator matrix of
the de-interleave@ -1 (D), the de-interleaver output stream can be described as follows:

0*(D) =" (D) - Gr-1(D) (3.53)

Obviously the de-interleaver generator matrix is/dn< N non-singular matrix with the same re-
strictions ag7 (D). Assuming perfect channel conditions, employing interlea&putput (se€q.
(3.43)) as input for the de-interleaver!, Eq. (3.53) can be rewritten as follows:

?out(D) _ Em(D) . Gw—l (D) _ (ﬁm(D) . GW(D)) . Gﬂ.—l(D) (3.54)

Since the de-interleaver—! has to undo the shuffling of the interleaveri.e. 3°“/(D) = u"(D),
the de-interleaver’s generator matrix can be determined as follows [87]:

G.-1(D) =G (D) (3.55)
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For example, the generator matrix associated with the de-interleaver mappemgby Eq. (3.50)
must be the inverse of the matrix given By. (3.44):

1 0 0
G.1(D)=G'(D)=|0 D' 0 (3.56)
0 0 D2

From this generator matrix it is clear that the example de-interleaver is nmaicas will always be
the case for de-interleavers associated with causal interleavers [87].

3.3.4 CODE DE-PUNCTURERS

Code de-puncturing, also knowniasertion is the process whereby the bits punctured from a stream
of encoded bits prior to modulation, are reinserted into the received anddigated stream before
being decoded. Since de-puncturing fills all the "holes” in the stream added bits used as input
by the decoder, decoding can be accomplished by the standard destvdiigre associated with the
transmitter’'s encoder, eliminating the need for an altered decoder, wradbelea adapted to accom-
modate a punctured stream of bits as input [105].

An important question now arises: Were the punctured code bits onesow?z8ince the receiver
has no way of knowing the answer to this question, the best solution is torelecésuresin the
deleted bit positions. Erasures can be though of as "I am not suregsjahe size of which depends
on the code bit alphabet employed by the encoder/modulator and demoflidetater, as well as
the a-priori probabilities for the code bit ones and zeros. The erasiwel’,, ; , for the a'™ delete
code bit in thei*® symbol of them'™ n-symbol GF (2¢) channel coder output can be calculated as
follows for slow Rayleigh flat fading channel conditions with AWGN noisteets: Assuming the
receiver has perfect knowledge of the instantaneous channa phdso puncturing was performed,
coherent demodulation renders the following demodulator output far'thkit in the i** symbol of
them'™ set of received code word symbols:

Ym,i,a = Omyi,a-Cmyia T NMmja (357)

wherea,, ; . andn,, ; , represents the average fading amplitude @eetiors.2.3 andSectionb.3.3)
and AWGN demodulator output components for this code bit, respectiveith thé demodulator
output defined byeqg. (3.57), it can be shown that the conditional PPEy,, ; o|cm,iq) IS given
by [60]:

1 (ym,i,a - am,i,a-cm,aﬂ')2

N |
NMm,i,a

Nm,i,a
whereagm_iya is the variance in the AWGN component. Furthermore, assume the code hakeaon
values from the amplitude alphabeft..,,, Conc }. Calculation of the appropriate erasure valyg; ,
involves finding the intersection between the PDFs for the demodulator ogitpen,c,, .; = Cero
Of ¢ i = Cone Was transmitted [81]:

(3.58)

PrOb-(Cm,a,i = Czero) -p (ym,a,z"cm,a,z’ = Czero)‘ym’a’izpmﬁi’a = (3 59)

PrOb-(Cm,a,i = Cone) -p (ym,a,i‘cm,a,i = Cone)|

Ym,a,i=L'm,i,a
1@y 525

where Prob(c;, 4.; = Cone) and Prob(cy, o.; = C.ero) represent the a-priori probabilities of trans-
mitting ones and zeros, respectively. Solvieg. (3.59) yields the following expression for the
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optimal erasure value:

PrOb(Cm,i,a:Cone) 2 — 2 — 2
log (Pl’ob(cm,i,a=0zem)> .271'0'77”1’7:‘(1 - (am,i,a-cone) + (am,i,a'czero)

(2-am,i,a -Czero - 2-am,i,a ~Cone>

(3.60)

Fm,i,a =

For example, assuming an antipodal code bit representation from théatgha , 1} for equiprob-
able code bits, the de-puncturer will replace the deleted code bitdwith, = 0.

Although de-puncturing has a definite influence on the performance ofaMlL MAP decoders,
the gains obtained by employing punctured low rate codes surpass theofjilgher rate codes
with equivalent overall code rates [105]. Furthermore, the combinafi@eae puncturing and de-
puncturing allows the use of a single code over a wide variate of transmrssés) without requiring
alteration of the encoder or decoder structures. As such, code puagcisifrequently encountered
in coded communication systems that support rate adaptation.

3.3.5 CHANNEL STATE INFORMATION ESTIMATORS

Although the accurate estimation of mobile communication channel parameteabvags been an
area of particular appeal to communication engineers, classic cham®tiesigners refrained from
using CSl in their decoder algorithms. This was due to the fact that therpenfice improvements
obtained using side information in classic ML decoding did not necessariifyjtise required in-
creased system complexity [56]. However, the introduction of TA993 sparked a renewed interest
into this research field, since these codes, like most modern concatehatewkcodes, require the
use of reliable CSI during iterative decoding [87,108].

Explained in terms ofChapter2’s mathematical framework for mobile communication channels,
CSI estimator structures, integrated into current and future wireless coication systems, must
accomplish one or more of the following tasks:

1. Estimate the AWGN present at the output of the receiver/demodulataten torpredict the current
operationalE;,/Ny. Accurate knowledge of the SNR per bit [47] is crucial during the iteeativ
decoding of PCCs, SCCs, HCCs, product codes and LDPCs. Thispter forms an integral part
of the Log-Likelihood RatigLLR) calculations performed by each of tis®ft-Input Soft-Output
(S1S0O) decoding modules (for example, MAP and SOVA decoders)pocated into these codes’
iterative decoder structures [28,30-33,87,108].

2. Determine the power delay profiles (or impulse responses) of multipaithgfatiannels [109].
For anL-path channel, this entails estimating the average path poWeasd path delays;, for
i=1,2,..., L. For wideband DS/SSMA communication systems, full exploitation of the potential
diversity gains achievable by using MRC during RAKE reception, is onsjiide if these parame-
ters are perfectly known at all time instances [110]. Power control ithges in DS/SSMA systems
also require such knowledge in order to avoid near-far problems in CE@MAronments [111].

3. Approximate the fading amplitude and phase for each propagation pathiirpath multipath
fading channel, i.e. find;(¢t) and¢;(t), for: = 1,2,..., L. Tracking of the phase changes in-
troduced by the channel (as well as other system components, sudieray, fare essential not
only for coherent demodulation [86], but also for bit, frame and secgiéin DS/SSMA systems)
synchronisation. On the other hand, obtaining real-time estimates of the fadjplgudes are not
crucial to the signal detection process. However, these estimates ategralipart of the metric
calculations of any channel coded system employing CSl-enhancedidgc Although perfect
tracking of these parameters for each path in a multipath fading channsiriedjemplementation
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thereof might require excessive system complexity. Therefore, modivaee implementations
of RAKE receivers (se&ection5.3.2) usually only attempt to track the fading amplitudes and
phases of the dominant propagation path, partially forfeiting informatiamecklby the precursor
and post-cursor [47,112] paths.

4. Efficient multi-user detection in CDMA systems is a crucial component ot maodti-user can-
cellation techniques, which are geared at minimising the effects of the Mdepten the chan-
nel [43,44,113].

Over the last few decades, numerous channel parameter tracking satibdlgorithms have been
proposed. However, this field is still in its infancy. A universal chamstimation technique, capable
of handling all modulation schemes and mobile channel characteristics, slifselbe communica-
tion engineering society. Current schemes are mostly application sped#ip,dated into the modula-
tion technigue, MA scheme, channel equalisation subsystem or chathetfecoding algorithms
employed by modern communication systems. That being said, it is still possiblgdnige the
myriad of proposed schemes into two main categories:

1. Blind Channel Estimation: With this approach, no additional information, which might assist
with CSI estimation, is embedded into data transmissions. At the receivinglesnthel parame-
ters must be extracted directly from the modulated information signals. Olyisasemes falling
in this category are highly complex, but also much sought after, sincemsntiasion bandwidth is
relinquished for CSI estimation purposes. Many classic carrier, sequbit and frame synchro-
nisation loops fall in this category, for examl@stadoops [47], decision directed early-late code
locked loops [43, 47], etc. Multipath fading channel impulse resporae@dpdelay profile) and
AWGN power level estimations via first, second and higher order statisédsufation of mean
values, variances, auto-correlations, cross-correlations, etcalsiabe grouped into this category.
One might also consider free-running equalisers (after successfailyriy) to be blind channel
estimators. Unfortunately, very few fading amplitude estimation schemes extisizth be consid-
ered to be purely blind. However, for constant envelope transmitter tsignals, blind estimation
of the fading amplitude is easily accomplished.

2. Pilot Assisted Channel Estimation: This approach relies on the use of dedicated pilot informa-
tion (such as pilot tones, pilot symbols, etc.) from which channel paraseser effortlessly be
determined. This category can be further subdivided into:

1. In-band pilot signalling, where pilot signalling occupies the same barthkvaisl the infor-
mation being transmitted. For example, willot Symbol Assisted Modulatigi SAM),
non-information carrying symbols are injected directly into the transmitted datnsteffec-
tively sacrificing a percentage of the transmission bandwidth. At theviageend,Kalman
filters [114,115] can be used to interpolate between the amplitude chalngmyed in con-
secutive pilot symbols, thereby estimating the fading amplitude of the mobile ehatin-
other example of in-band signalling is the use of equaliser training sequgmesent in every
normal burst of GSM.

2. Out-of-band pilot signalling, where dedicated bandwidth is assigmgullés signalling pur-
poses. A system that uses a pilot channel to carry a pilot tone for icaymehronisation
purposes, is a good example of out-of-band pilot signalling.

Although an in depth investigation into channel estimation schemes falls outsidedpe of this
study, the list of journal articles and conference papers below attemppsatti the curiosity of the
interest reader:

e PSAM techniques for the estimation of flat fading channel parameterdatigtiss are discussed
and analysed in [116-118].
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e Maximum Likelihood Sequence Estimat{diLSE) algorithms (such as the VA) and per-survivor
processing for channel estimation purposes are covered in [11p-123

e In [109, 124-126] the estimation of multipath fading channel power delafilgs (impulse re-
sponses), as well as other channel statistics are addressed.

e Several joint data detection and channel estimation approaches argetedsn [122, 123, 125]
for flat and frequency selective fading channels.

¢ Blind equalisation and channel estimation techniques, including secondayadestationary sta-
tistical methods, the use of chaotic coded signals, least-squares adpmspdioear prediction
methods, periodic modulation precodeBnft Output Viterbi Equalise(SOVE) algorithms and
tricepstrum-based algorithms are presented in [127-136].

e Various multipath fading channel estimation techniques, targeted at DS/S$8fss, are given
in [111, 137,138]. In [139] the influence of channel state estimation erp#rformance of a
coherent DS/SSMA system is investigated.

¢ A technique for multi-user detection through adaptive channel estimatiosésided in [140].

Chapter6 presents a great number of simulated BER performance curves f@igtonal and linear
block codes, employing soft decision VA decoding with perfect fadinglémnadg CSI. This infor-
mation was directly extracted (s&ection2.6.2.5) from the novel complex flat fading and multipath
fading channel simulator structures, presentefiention2.6.2.3 andsection2.6.3.2, respectively.

3.4 CONCLUDING REMARKS

The encoder and decoder building blocks encountered in classic bimtlkcanvolutional coding

schemes were considered in this chapter. This included discussionsasy bimvolutional codes,

binary and non-binary linear block codes, interleaver and de-intenestwuctures, the concept of
code puncturers and de-puncturers, and last, but not least, CSl tesimdhe following unique,

albeit insignificant contributions were made in this chapter:

1. A unified generator matrix approach is employed to describe convolutiodas, linear block
codes, interleavers and de-interleavers. Although this is commonplaliedar block codes, the
same can not be said for binary convolutional codes, interleaversiatatteavers.

2. In Section3.3.4, which focuses on the issue of code de-puncturing, a simple formuiaessnted
that calculates an optimal erasure value for non-equiprobable cod&dnitsmitted through a slow
Rayleigh flat fading channel with AWGN effects.
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VITERBI DECODING OFLINEAR BLOCK CODES

4.1 CHAPTER OVERVIEW

HIS chapter sets out by describing the BCJR linear block code trellis catistn method [2]

for (n, k, dmin) linear block codes, wherk is the message length,is the code word length,
andd,,;, is the minimum Hamming distance property (Sgrtion3.2.2.2) of the code. For illustra-
tive purposes, it is used to created the trellis of a shortened binary Hanimig) block code (see
Section3.2.2.3.1). The next part of the chapter is concerned with the quantifiggttbe complexity
of a linear block code’s trellis: Using a binary Hammi(ig 4, 3) block code (se&ection3.2.2.3.1)
as example, it firstly describes a simple, but tedious method whereby thepstates ofile and com-
plexity [141-143] of a block code’s trellis can be determined. Secondlisdusses a trellis reduction
method and illustrates the use thereof for a binary cy@i@, 2) block code. In the final part of this
chapter, the application of a block-wise VA [3] as an optimal ML trellis decéoleBCJIR block code
trellises is considered. Both hard and soft decision VA metric calculatioroappes are addressed.

Although the block codes used as examples in this chapter are all binary tiloek codes, the
algorithms presented are readily applicable to non-binary codes, siR8 &seeSection3.2.2.3.3)

and BCH (see&ection3.2.2.3.2) block codes. Unfortunately, due to the size and complexity of such
codes’ trellises, they do not lend themselves to be good examples wheecalgthithms presented
here can be effectively demonstrated.

4.2 LINEAR BLOCK CODE TRELLIS CONSTRUCTION

In principle, every linear block code has a unique trellis description: Bwtarg a set of parallel
trellis paths, one for each code word, a simple albeit inefficient trellis isrgte In [2]Bahl et al.
presents a more elegant approach to derive an efficient trellis strdcdorehe linear block code’s
parity check matrix (se8ection3.2.2.1). The following two subsections are devoted to a description
of this trellis construction technique.
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4.2.1 CONSTRUCTING AN UNEXPURGATED LINEAR BLOCK CODE TRELLIS

As previously stated, the BCJR trellis construction method fot,&, d..;,) linear block code with
code word symbols from Galois fiedF (2¢), requires the code’s parity check matrix, given by:

Hpc = [ho b ... hyq] (4.1)

In Eq. (4.1) by, withi = 1,2, ..., n, is thei*® column of the parity check matrix, containirig — k)
elements from the Galois fieldF" (2¢). The trellis construction technique is based on the fact that

the i (n — k)-tuple syndrome vectoﬁn [47] for the m™ n-tuple valid code word vectat,, =
{¢m.,0,Cm.1,--.,cmn—1} Can be calculated using the following recursion formula [2, 87]:

) 1—

gm = gm ! + Cmﬂ',l.ﬁifl (42)

wherec,, ; is theit" code word symbol contained in the vectgy. The initial condition is@?n = 0.
Note that addition and multiplication are carried out symbol-wis@ i (25). The block code trellis,
which is a compact method to represent24lf code words in the code, consists(af+ 1) sets of
nodes (states), each set contain?d§”—*) nodes. By interconnecting the nodes with branches in a
topology uniguely defined by s, the trellis is constructed. For the purpose of this discussion, the
sets of nodes are indexed by a paramétevith i = 0,1,2,...,n. Nodes in set are indexed by a
parametet, with [ = 0, 1,2, ..., 2¢(»=%) _ 1. Therefore, thé'" node in the'" set has an indef(, 7).

The branches emanating from the nodes in the trellis are indexed by thragiarg. Each branch

in the trellis has an associate branch weight or decoder input brantbr,vas well as a decoder
output branch vector. For example, the branch weight vector andddecaitput branch vector of
the ;" branch leaving nodéd, 1) areﬂfl) andagjl), respectively. The trellis construction procedure is
described below: 7 7

1. Set;i = 0, wherei is the trellis depth counter.

2. At a depth ofi = 0, only node(0,0) has2¢ emanating branches. From any nddei), with
i > 0, that has incoming branches, branches flow forth. The destination nodes inisetl of the
branches leaving any nodg ¢) are determined as follows:

(@) Determine a lengtkn — k) vectorg;, which contains thé" possible combination af — k)
elements fronGF (2°).

(b) Let the GF (2¢) symbol associated with th¢™ branch be denoted by;. With j =
0,1,2,...,2¢ — 1, proceed as follows:

i. Compute the(n — k)-tuple GF (2°) vectorg; ; = (R) .b;) + &, where addition and
multiplication are carried out symbol-wise &F (25). The vectorEiT represents the
transpose ok;.

ii. The destination node in sét- 1 is node(z; ;,i + 1), where the vectog; ; contains the
2% possible combination af» — k) elements fronGF' (2¢).

iii. If bit-wise comparison has to be used in the metric calculations of the trellisddecas
is always the case with binary block codes, the branch weight vectgnasisto thejt"
branch is given by valuegﬁ) = w;, wherew; is the sequence of binary bits representing
the GF (2°) symbolb;. When, for non-binary block codes such as RS and BCH block
codes, the code word symbols are used directly in the decoding proeesgmbol-wise
comparison during the branch metric calculations, the branch weight vamsists of
a single element, namely; = b;.
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iv. The decoder output branch vector of tji& branch is equal to the branch weight vector,
P ) )]
l.e. Oi,l = ui’l .

(c) Repeat steps (a) and (b) for evérywhere nodé€!/, i) has one or more incoming branches.
3. Repeatstep2far=1,2,..,n — 1.

Following the procedure outlined above, a trellis with more paths than coddsvilorthe code is
created. Such a trellis is called anexpurgated3] or unconstrained87] block code trellis. Shown

in Fig. 4.1 is the unexpurgated trellis, obtained using the BCJR trellis construction dpdtrca
binary Hamming5, 2, 3) block code (se&ectiorn3.2.2.3.1) (constructed by shortening the Hamming
(7,4, 3) block code, defined by the generator matrixeaf. (4.4)) with the following parity check
matrix:

1
1
0
In this figure, the VA decoder (se®ection4.4) output and input sequences associated with each
branch of the trellis are indicated by tibecoder Output Sequena%) / Decoder Input Sequence

0100
Hpc = 1010 (4.3)
100 1

az(]l) labels.
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Figure 4.1: Unexpurgated Trellis of the Shortened Binary Hamr(fing, 3) Code

4.2.2 EXPURGATING A BLOCK CODE TRELLIS

Removal of all non-code word representing paths in the unexpurgatiid of a block code, with
code word symbols front’F (2¢), a process referred to allis expurgation[3], involves discard-
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ing all paths that do not end in no@@ n). The resultant trellis is called @axpurgatedr constrained
block code trellis. In this trellis, onlgs* unique paths, representing the valid code words in the block
code, are retained.

Although the expurgation process seems simple, it usually involves tediokgiaaing through the
trellis. A simple technique, applicable to the BCJR trellis structures of unextestdrsatic linear

block codes, presented [8taphorst Buttner andLinde in [52] for binary block codes and in [55]
for non-binary block codes, involves removing all branches fronesad set — 1 entering the node
(Li)fori =k +1,k+2k+3,..,nandl = 2569 2o&(n=0) 4 1 9&(n=k) _ 1 Fig. 4.2 shows

the expurgated trellis obtained for the binary Hammisg, 3) code, defined b¥q. (4.3), after this

path removal algorithm has been applied to the unexpurgated trekig.of.1.

i=0 i=1 i=2 i=3 i=4 i=5
=0 0/0

=1 e °
=2 e )
=3 o 5 °
=4 @ °
I=5 @ )
=6 @ 0/0 ° ) °
=7 @ ° ° ° ° °

Figure 4.2: Expurgated Trellis of the Shortened Binary Hamn(ing, 3) Code

It should be noted that the VA can be just as successfully applied to aipungated trellis, as long
as it is configured to only select paths starting in stat®) and ending in stat€), n) (seeSection
4.4). Moreover, identical BER performances are obtained by applymd/4hto unexpurgated or
expurgated BCJR trellis structures, irrespective of the channel comslititowever, this will result in
unnecessary computations, larger decoder memory requirements aatll ioeeeased system com-
plexity. For example, a VA applied to the unexpurgated trelli§igt 4.1 must performt6 branch
metric calculations for the branches connecting4ts (C') = 31 active nodes, whereas a VA run-
ning on the expurgated trellis &ig. 4.2 only needs to calculat& branch metrics for the branches
connecting itsAN (C') = 14 active nodes.
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4.3 COMPLEXITY OF LINEAR BLOCK CODE TRELLISES

For most block codes of practical interest, such as the extended biity(®, 21, 6) block code,
used extensively in several paging protocols, the codeRate k/n is greater than or equal t5,
while the number of parity symbo(s — &) is at least 0. Given the extensive use of such block codes
in wireless communication systems, these codes lend themselves to be primetenftid trellis
decoding. Unfortunately, the complexity of &n, k, d,,.;) block code’s trellis grows exponentially
with min {k, (n — k)} [3]. For example, the expurgated trellis of the previously mentigaed21, 6)
extended BCH block code has a staggerid§72 branches [144]. Thus, the cost effectiveness of
block code trellis decoders for such codes is questionable. The foll@uimgections firstly illustrates

a procedure whereby the complexity of a block code’s trellis can be c&d,lmllowed by a simple
block code trellis reduction method.

4.3.1 TRELLIS COMPLEXITY CALCULATION

A simple state space complexity calculation method [141-143, 145, 146] fon,a&nd,,,) block
code with code and message word symbols fiGi#i (25), defined by generator matri¥z- (see
Section3.2.2.1), is detailed in this subsection. As is shown in this subsection, the stage gpm-
plexity of a block code gives a good indication of the complexity of the blocle&trellis. The state
space complexity calculation procedure is illustrated for a binary Hamiiting 3) block code (see
Section3.2.2.3.1) with the following generator matrix:

1000101
0100111

Gee=14001011 0 (4.4)
0001011

Due to the considerable number of lengthy intermediate results obtained theiglculation of a
block code’s state space complexity, some of these results are omitted in thdrfglitiscussion for
the Hamming(7, 4, 3) block code.

The first step in the estimation of the block code’s state space complexity is tondeteall pos-
sible code words obtainable froigz-. In general, the number of unique code words that can
be generated by afw, k, d,,;,) block code’s generator matri& zc is 28k For the Hamming
(7,4, 3) block code2* = 16 unique code words exist. L&t denote this set of code words, with
Cm = {Cm,0, Cm,1+ s Cm(n—1) } them™ code word in the set.

Next, the block code’s dimension and inverse dimension distributions [485,denoted by (C') =
{Ag, A1, A, Ap} and A1 (C) = {AgY AT ALY, . ALY, respectively, are determined. The
procedure is as follows [145, 146]:

1. Define a master indexing $e{C) = {0, 1,2, ...,n—1}. The master indexing set for the Hamming
(7,4, 3) block code i2(C) = {0,1,2,3,4,5,6}.

2. Let: denote the dimension distribution element index. With 0,1, 2, ..., n, proceed as follows:
(a) Forj =0,1,2,..., (%), complete the following steps:

i. Select an indexing seb’ (C) = {@{, <I>§, vy <I>§}, such that it is a subset frofa(C'),
containing: elements that have not been selected for any previous valjeTdie size
of ®/(C) is thereforg®/(C)| = i. For example, ifi = 3, one possiblg*™® indexing set
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for the Hamming 7, 4, 3) block code is:
®/(C) = {1,3,6} (4.5)

ii. Next, a subset of code words is created fréhby manipulating the symbols of each
code word, pointed to by the indexing elementstii(C): For each code word it
the code word symbols at positiods, @, ..., ®! are replaced with zeros, resulting in
28k new, but necessarily unique, code words. By only keeping the unioge words,
a new set of code words, denoted #y®’(C)), is created. For example, as specified
by the chosen indexing subset givenkn. (4.5), setc,,1 = ¢z = cme = 0 for
m = 1,2,...,16. This results inl6 new, but not necessarily unique code words. From
thesel6 it can be shown that there are odyistinct code words in this new set, given
by:
r{0,0,0,0,0,0,0} T
{1,0,0,0,1,0,0}
{1,0,1,0,0,0,0}

, | {1,0,1,0,1,1,0}
9 (2(0)) = {0,0,1,0,1,0,0} (4.6)
{1,0,0,0,0,1,0}
{0,0,1,0,0,1,0}
| {0,0,0,0,1,1,0} |

iii. Determinek[d (®7(C))], a parameter which can be interpreted as the effective number
of message symboils that is required to generate the number of code watdimed in
9 (®7(C)) [145, 146]:

k[ (®7(C))] = logye {Number of code words it (¢7(C)) } (4.7)

FromEqg. (4.6) it is clear thak[v (7(C))] = 3 for the indexing subset defined .
(4.5) for the Hammind7, 4, 3) block code.

iv. The next step is to define an inverse indexing sulis¢r) = {\If{, \I/é, ceey \I/f;H} which
contains all the elements frofd(C), except those already i (C). The inverse index-
ing subset associated with the indexing subset givétgir(4.5), is given by:

(C) = {0,2,4,5} (4.8)

v. The inverse indexing subset is now used to create a new set of andedv( ¥ (C)),
containing all the code words froi that have zero code word symbols at the positions
indicated by the indexing elements ¥ (C). Using the selected inverse indexing set
given inEq. (4.8) produces the following set of new unique code words:

| {0,0,0,0,0,0,0}

9 (W(C)) = {0,1,0,1,0,0,1}

(4.9)

vi. From the new set of code words( ¥/ (C')), determinek[d (U7(C'))], defined as:
k[ (27 (C))] = logye {Number of code words it (¥/(C))} (4.10)

FromEq. (4.9) it follows thatk[v (¥ (C))] = 1 for the Hamming(7, 4, 3) block code.

(b) Thei*® elements of the code’s dimension and inverse dimension distributions arelgyive
A; = max{k[9 (®7(C))]} andA; ' = max{k[¢ (¥7(C))]} for j = 0,1,2,..., (7), respec-
tively.
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If the procedure outlined above is completed for the Hamnfing, 3) block code, the dimension
and inverse dimension distributions obtained will be:

AC) ={0,1,2,3,4,4,4,4} (4.11)

and:
A7Y(C) ={0,0,0,0,1,2,3,4} (4.12)

respectively. With arin, k, d,,.;,) linear block code’s dimension and inverse dimension distributions
known, its state space profile is determined as follows [145, 146]:

SSP(C) = {So, S, ..., Sn}

= {(Ao = AgH), (A1 = AT, o (A — A1)} (4.13)

Using Eq. (4.11) andEq. (4.12), the state space profile for the Hammifigd, 3) block code under
investigation follows readily:

SSP(C) ={0,1,2,3,3,2,1,0} (4.14)

At a depth ofi into the code’s expurgated trellis, the number of active nodes (state)des having
incoming and/or outgoing branches,25%. Thus, the total number of active nodes in the block
code’s expurgated trellis is [59, 145, 146]:

AN(C) = zn: 28-S (4.15)
=0

The final important parameter to calculate is the state space complexity of the bine& code
[145,146]:
SSC(C) = max {S;} fori =0,1,2,...,n (4.16)

From the Hamming 7,4, 3) block code’s state space profile, givenkn. (4.14), it follows that
the number of active nodes and the state space complexity of the codéNy€) = 30 and
SSC(C) = 3, respectively.

With the number of active states in the trellis known, the next step is to determimgpan bound on

the number of branche¥ B(C') present in the trellis: For a trellis depth ok n into the unexpur-
gated BCJR trellis of afn, k, d.n:,) linear block code with code and message word symbols from
GF (2¢), the number of branches exiting an active nod#*isSince all paths end in node, n), it
follows that AN (C') — 1 nodes in an expurgated trellis have departing branches. Hence, themnumb
of branches present in an expurgated trellis is upper bounded asgollow

NB(C) < (AN(C) —1).2¢° (4.17)

The state space complexity is a key measure [59,141,142,147] of thedosfijdexity, and thus also
the decoding complexity of a specific linear block code. A lower value oftiite space complexity
results in a less complex trellis structure, leading to faster decoding anlegdex trellis decoder
structures.

4.3.2 REDUCING TRELLIS COMPLEXITY

It is a known fact [93, 148] that the swapping of columns of a generagtdrix of an(n, k, )
block code, with code word symbols fro6iF'(2¢), results in an equivalent block code. Although
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the resultant block code has different code words, it has the santecerrecting capabilities as the
original code, since the minimum Hamming distaagg,, (seeSection3.2.2.2) remains unchanged.
However, it can be shown [149, 150] that the state space dimension nétheode differs from that
of the original code. Therefore, swapping columns in a code’s gemaratrix influences the com-
plexity of the resultant block code’s trellis. As will be illustrated by the followingllis reduction
example, it is possible to obtain an equivalent code with a lower complexity tredis L50].

The binary cyclic(5, 3, 2) block code (se&ection3.2.2.2) to be used as an example in this section,
is defined by the following generator matrix:

1 0011

Gge=|01 010 (4.18)

001 01
From this generator matrix, the following parity check matrix can be determined:
0
1

0
. ] (4.19)

O =
O =

1
HBC—|:1

Fig. 4.3 depicts the expurgated trellis obtained for this parity check matrix usinglgbatams

i=3

i=0 i=1 i=2 i=4 i=5
=0 0/0 0/0——e,—0/0 0/0 0/0
N VA
N i
NYS
° ° 2 o/
=

=1 0

=2 e ° N\ 0/0
p

,\3\,
=3 e 0/0——&——0/0

Figure 4.3: Expurgated Trellis of the Original Binary Cyd(ic 3, 2) Code

presented irSectiond.2.1 andSectiond.2.2. Following the procedures describediectiord. 3.1, it
can be shown that the state space profile of the binary c{€l; 2) block code is given by:

Ssp(C)y={0 1 2 2 1 0} (4.20)

The number of active nodes in the binary cyglic3, 2) block code’s expurgated trellis is:

5
AN(C) =) 28 =1+2+4+4+2+1=14 (4.21)
=0

Comparing these results wiHig. 4.3, it is clear that the calculated and actual number of active nodes
in the expurgated trellis correspond. Furthermore, accordifi@t@4.17) the number of branches in
the expurgated trellis is upper bounded/®By3 (C') < (14 —1).2 = 26. To be preciseN B(C') = 20.

In order to find an equivalent code with the least complex trellis, the state gganplexity of every
possible swapped column permutation of the generator matrix has to be ceddit43, 149, 150].
Thus, the state space profile has to be calculateafer 5! = 120 different permutations of the
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code’s generator matrix. The following data was obtained from this analysis
e There exist® generator matrices witA N (C) = 10 andSSC(C) = 1.

e There exist8$2 generator matrices wWitA N (C) = 12 andSSC(C) = 2.

e There exist80 generator matrices WitA N (C) = 14 andSSC(C) = 2.

From these results it is apparent that by selecting one df gemerator matrices which has active
nodes, a minimally complex trellis is obtained. For example, one of thesiaimal trellis generator
matrices is given by:

1 01 01
Gge=|110 0 0 (4.22)
00 0 11
with the following associated parity check matrix:
1 1.1 0 0
Hpe = [ 00 1 1 1 ] (4.23)

The state space profile for this equivalent code is given by:
SSP(C)={0 1 1 11 0} (4.24)

Fig. 4.4 shows the expurgated trellis of this equivalent code. Comp&itngd.3 andFig. 4.4, the

i=0 i=1 i=2 i=3 i=4 i=5
1=0 0/0 0/0 0/0——e_—0/0 0/0
NN f/z -~
9&
é‘f \y\.
=1 e = ° ° /&—O/O °
v >
=2 @ 0/0 [ ) °
=3 @ [ ) ) [ ) ) ®

Figure 4.4: Optimally Reduced Expurgated Trellis of the Equivalent Bingoli€(5, 3,2) Code

reduction in trellis complexity is clearly visible. By applying the VA to the reducetlis; decoding
time as well as decoder complexity will be noticeably reduced.

4.4 TRELLIS DECODING OF LINEAR BLOCK CODES USING THE VITERBI
ALGORITHM

Algebraic ML decoding of aifn, k, d,,.;,) linear block code, with code word symbols frai#’ (25),
involves the comparison of the received code word with each of&fievalid code words, selecting
the one which proves to be the closest as the most likely transmitted one. dbésprcan be time
consuming and complex, especially for codes where hahdk are large.

Conversely, the application of the VA as ML block code decoder resultseinmibst likely path in
the code’s trellis, describing the received code word, to be chosarardisg several unlikely code
words along the way before even comparing them with the received aperiding on the parameters
n andk, this decoding approach may greatly reduce decoding time and complexity.
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4.4.1 THE BLOCK-WISE VITERBI ALGORITHM FOR LINEAR BLOCK CODE
TRELLISES

Letc,, andy,, denote then'® transmitted and the received code words, respectively, associated with
the message word,,. ML decoding entails obtaining the best estimate,gf denoted by,,, by
comparing the received code wajg with all valid code words. Since there exists a one-to-one map-

ping betweenl,,, andz,,, the data vector associated with, denoted byi,,,, shall be identical td,,,,

if and only if ¢, = . If € # ©m, a decoding error is incurred. Thus, the decoding rule whereby
an ML decoder chooses the optimal estimate giveny,,,, is by minimising the probability of a de-
coding error. Assuming equiprobable message words, the probabiligcofithg error is minimised

if the overalllog-likelihood functionin (Prob.(7,,[¢.)) is maximised, where Proky,, |c,,) repre-
sents the conditional probability of receiving the code wgyd given thatc,, was the transmitted
code word. The VA accomplishes this by, moving from trellis dépth n, systematically discarding
paths that do not maximise the overall log-likelihood functien,Prob.(,,[¢x)].

Since every branch in an expurgated trellis represents a symbol in a wal@veord, finding the
most likely path involves comparing each incoming symbol (hard decisiorgropke (soft decision)
of the received vector to the corresponding branch symbols. Fobimamy codes, this can be done
on a symbol level or on a bit level, depending on the application. For examvpkn an RS block
code’s code word symbols are transmitted as equivalent bit streams dbicdeaparison will be used
by the VA trellis decoder. In this dissertation only bit level comparison isidened.

Before describing the VA, as applied to block code trellises, the conéepnetricis introduced: In
the broad sense, a metric is a measure of similarity between two entities. True gerteisl defi-
nition, VA decoding entails the calculation of branch and path metrics (bas#dteaccomputation of
log-likelihood values) in order to indicate the degree of similarity between tteived bits/samples
of them'™" transmitted code word and the valid code word paths in the code’s trellis nsguhat
then.£ received bits/samples representing thteansmitteds F' (25) code word symbols are statisti-
cally independent, the mathematical definition of the branch metric, indicatingntilarsty between
m'" received code word's" set of¢ received and demodulated bits/samples (denoteg, by and

the branch weight vector of thg" branch leaving nodéat a trellis depth of (denoted bwgfl)) is
given by:
BMY)  —1n [Prob.(ym,imgfl))}

myi,l

§-1 .
= In [H Prob-(ym,i,a’uz(?l?a>] (425)
a=0
-1

— Z In [Prob.(ym,i,afug),a)}
a=0

wherey,, ; . denotes the'" element of the'® ¢-tuple vectory,,, ; of demodulated bits/samples, and
uy)a thea'™ branch weight vector element of t}i&' branch leaving nod€, i). Several hard and soft
decision methods WherekEMT(j)“ can be calculated are discussed#ctiord.4.2.

As input samples (soft decision decoding) or bits (hard decision degpdne received, path met-
rics are computed, indicating the probability that a certain path through the,tstfiiting at node
(0,0) and ending in nod€), n), represents the transmitted code word. The VA for linear block codes
therefore operates in a block-wise fashion, whereas a more tradititiabsnvindow approach is
used for convolutional code decoding [106].
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Since there areé-("—%) states in the trellis, there will bg¢-("—*) path metrics. At a decoding depth
of i into the trellis for then'® received code word, the path metric of the survivor path ending in node
(,7), is denoted byP MU ,. The cumulative metric [47] of th¢'" branch leaving nodeat a trellis
depth ofi, is given by: B

oM = PMgr, + BMY) (4.26)

myi,l m,i,l
It should be noted that, although according to the general modus opefavd decoders, as de-
scribed at the beginning of this subsection, the probability of a decoding isrminimised if the
largest path metric is chosen as the most optimal at each trellis depth, thésecexiain conditions
for which Eq. (4.25) can be simplified to such an extent thatghwllestpath metric dictates a min-
imum probability of decoding error. More attention is given to such scemamnithe following two
subsections.

With the aforementioned definitions in mind, the forward tracing procedurenpeed by the VA
in order to determine the survivor path metrics for the active nodes in the trelfis follows:

1. Set the survivor path metrieM;)'q ,, representing the non-existent survivor path ending in node
(0,0), to PM;' o = 0.

2. Set the survivor path metrid@M s, with I = 1,2, ..,25("=*) — 1, of the non-existent survivor
paths entering the other nodes at this depth to either (if an increase in path metric dictates a
decrease in the probability of decoding error)eoi(if a decrease in path metric dictates a decrease
in the probability of decoding error).

3. At decoding time instance:, n.£ bits or samples are received, which are contained within the
vectory,,. Using this vector, the forward tracing procedure that determines tiwvévsupath
metrics associated with tH¥-("—*) paths through the trellis are as follows:

(a) Begin decoding at a trellis depthof 0.
(b) For every nodél, i) at a trellis depth of that has exiting branches, proceed as follows:

i. Calculate the cumulative metr'@Mfrf’)“ for the j* branch leaving nodg, i) usingEq.
(4.26).

ii. For every nodgb,i + 1) at a trellis depth of + 1 that has incoming branches, set the
survivor path metrid” ;"7 ; , equal to the most optimal cumulative metric calculated
for these incoming branches. Discard all the branches entering(hode 1), except
the branch associated with the most optimal cumulative metric.

(c) Repeat step (b) far=1,2,..,n — 1.
When the procedure as outlined above is followed, only one complete tatingat nod€0, 0) and

ending in nod€0, n), will survive. Hence, then'" most likely transmitted code word can be found
by noting the entries in the output branch vectors of the branches in thigisgrpath.

After acquiring the most likely transmitted code word using the VA, a conveatialyebraic de-
coding method can be employed to obtain the associat®gnbol message word. In the case of a
systematic block code, the associated message word is simpkyspgtematic symbols of the VA
decodedh-symbol code word.

4.4.2 HARD VERSUS SOFT DECISION DECODING

If demodulated data samples are processed by the VA immediately after detimduidthout any
previous decisions having been made, the decoding process is saftetbcision decodingAlter-
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natively, if the demodulated samples are classifietisaand0s prior to VA decoding, it is referred to
ashard decision decodinglt has been shown [47] that soft decision decoding shows an asiimpto
BER performance gain of approximatelyl dB over hard decision decoding for binary transmitted
data in AWGN channel (segection2.2) conditions. This can be attributed to the fact that the entropy
of an analogue information source, such as the output of a demodulatecresased by hard decision
processing, i.e.l-bit analogue to digital conversion [47]. Thus, less information is utilisathdu
hard decision metric calculations than with soft decision metric calculationgtingsin poorer BER
performances. Unfortunately, soft decision decoding’s gain comtse atrice of higher implemen-
tation hardware complexity, i.e. the need for high precighmalogue-to-Digital Convertear(ADC)
and DSPs. The following subsections briefly outline branch metric calculat@thods for both hard
and soft decision decoding.

4.4.2.1 HARD DECISION DECODING

Two hard decision decoding branch metric calculation methods are deburities subsection. The
first, which employs th&inary Symmetric ChannéBSC) [47] crossover probability’z s, calcu-
lates the branch metric as follows:

BMY.

mzl_

- . ()

In(1 — P, if Ymia = u,

> n(l — Ppsc)  if ym, “%,z,a (4.27)
= |In(Ppsc) it Ym.ia 7 U;

,l,ll

The second method, which is simpler to implement in hardware, uses the Hamntizcdigsee
Section3.2.2.2) between the input bit sequence and branch weight vector tdataltiie branch
metric:

BMY), = di (55,75 ) (4.28)

where the Hamming distance is defined as the number of bit@,;t]gaandﬂgﬂ) differ, i.e.:

. 0 ify =
dg (7. .. a9) = e Tk 2
H (ym,z il > ;) {1 if Yimia 7 Ug,z,a | )

It should be apparent that the size of a path metric and the probability oflohecerror are directly
proportional for the latter calculation method, whereas an indirect ptiopatity exists for the branch
metric calculation method dEq. (4.27).

4.4.2.2 SOFT DECISION DECODING

Assume that the linear block code encoder output bits ofitHetransmitted code were modulated
and transmitted over a mobile radio channel exhibiting both slow flatgsetor2.5.1.1) fading (see
Sectior2.5.1.1) and AWGN channel (s&ectior?.2) effects. The demodulator output is described by

Eq. (3.57), having the PDF given i&qg. (3.58). Usingeqg. (3.58), the probability Prot(ym i a|“@ i a)

can easily be calculated [47], an exercise which is not repeated hemglo¥ing this probability in
Eq. (4.25), removing all factors and terms that are common to all cumulative medlmsated at a
trellis depth ofi, it follows that the general expression for the VA branch metric calculdtosoft
decision decoding with fading amplitude CSlI, is given by [60]:

£—-1
BMY, =" (v - ﬁm,z-,a.ugﬁa)Q (4.30)
a=0
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where&m,m is an estimate of the average fading amplitude associatedywyith,. Once again the
size of a branch metric is directly proportional to the probability of decodimgr.e This metric
calculation method can also be readily applied to hard decision decoding.l€omgphe square and
further removing common factors and terrisy. (4.30) simplifies to:

-1 ' oy
BM751)11 - Z (2'ym,i,a-&m,i,a~u§7l)’a - <&m,i,a-ug‘7l?a> ) (431)
a=0

Yet another simplification can be performed if antipodal code bit reptasen is used, i.e. the

: 2
branch weight vectors have elements from the alph@bét 1}, since(ugfl?a> = 1 for all branches
at a trellis depth of, resulting in:

m,z,l - Z Ymia- Ctm iLhar E l)a (432)

It should be noted thd&q. (4.32) now describes a branch metric calculation method where an increase
in the path metric dictates a decrease in the probability of decoding error.

In the event that the receiver achieves perfect coherent demodulbtio no fading amplitude in-
formation is available (or only AWGN channel effects are present), themfaloys any of the above
soft decision branch metric calculation methods vﬁmm =1.

4.5 ANALYTICAL BIT-ERROR-RATE PERFORMANCE EVALUATION OF
VITERBI DECODED LINEAR BLOCK CODES

The following subsections briefly presents BER performance uppendsofor VA or classic ML
decoded binary linear block codes in AWGN (ssection2.2) and flat (se&ection2.5.1.1) Rayleigh
(seeSection2.5.2.1) fading channel conditions, assuming they are employed in namoWPSK
systems (seBectiornb.2).

45.1 AWGN CHANNEL BIT-ERROR-RATE PERFORMANCE UPPER BOUND

Assuming coherent demodulation and ML decoding, the BER performaneerfarrowband QPSK
system employing afn, k, d,i,,) binary linear block code, operating in AWGN channel conditions
(seeSection2.2), is upper bounded as follows [63, 100, 151]::

o= 3 (o) eben

h= dmln

(4.33)

whereR. = k/n, E; is the energy per message word B, is the single sided PSD of the AWGN,
Q(-) represents the Q-function, afdl,, ,} are the coefficients of the block code’s IOWEF, as
defined byEq. (3.21) inSection3.2.2.2. Defining the following constant:

k
w
By, = E EAle (4.34)
w=1
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the upper bound dtqg. (4.33) can be further simplified:

P(e)< Y BrQ (MQ.h.RC%) (4.35)

h=dmin

Note thatk. B, represents the total Hamming weight of all message words that yield codis wbr
Hamming weight.. Eg. (4.35) suggests that there are two possible methods to decrease the BER of
the block coded QPSK system:

e The BER of the system can be reduced by increadipg,. This is the classic approach taken
by block code designers. In addition, a well designed block code kbepsumber of minimum
distance code words as small as possible.

¢ By reducingB,, of the most significant terms Bqg. (4.35), which corresponds to the lowest weight
code words, the BER can be reduced. This is the technique employedbgdelhig schemes [66].

45.2 SLOW RAYLEIGH FLAT FADING CHANNEL BIT-ERROR-RATE
PERFORMANCE UPPER BOUND

Let the code word bits generated by(@nk, d,.i») binary linear block code be modulated by a QPSK
transmitter and transmitted over flat Rayleigh fading channel§segor2.5.1.1 ancsectior2.5.2.1).
For simplicity, it is assumed that each transmitted code word bit experienagseindent Rayleigh
fading. This assumption is valid for a fully interleaved (Ssetior3.2.3) flat Rayleigh fading channel
where the fading amplitudes of the respective transmitted code word bitPastothastic variables.

If the QPSK receiver achieves perfect coherent demodulation, Mbdieg results in the following
BER bound, conditioned omﬁm the SNR per code word for the® code word of Hamming weight

h [151]:

n k
h w / h
Pb (eh/qm> < _Z [(; k Aw,h) Q ( Q-Rcfyc,m)] (436)
whereR, = k/n, Q( - ) represents the Q-function, afd,, ;, } are the coefficients of the linear block
code’s IOWEF (se&ection3.2.2.2). The SNR per code word in this equation, is given by [151]:

h—1

h—1
Ey
ng = Z E%Qn,i = Z%,m,i (4.37)
i=0 i=0

wherea,, ; is the average fading amplitude experienced byitheeceived code word bit in the
m'" code word. Furthermore, it is assumed that the fading amplitude is approkiroatstant over

a code word symbol period under slow fading conditions. Sifgg is a stochastic variable with

a Rayleigh PDF, it follows thaty, ,, ; = Eb/NO.afm. has a chi-squared PDF with two degrees of
freedom, given byEq. (5.22) inSection5.2.4.2 [47,152]. Thus, it can be shown that the PDF of
’ygm, denoted by (ygm) resemble&q. (5.45) inSectiorb.3.4. Finally, obtaining an averaged BER

performance upper bound necessitates averaBirig|y!,,) over the PDF of/, [151,152]:

[ee]
Py(e) < /0 By (elvtm) 2 () Al

SO R AR
2 ’ h wih l—l-RC.Eb/N() 2 " 1+Rc-Eb/NO

h (4.38)
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where the constant &q. (4.34) has been employed ahg represents the average energy per message
word bit. By assuming a fully interleaved channel, this bound will be loosenwised to study block
coded QPSK systems functioning in Rayleigh fading channels exhibiting dédvghof correlation,

i.e. slow fading (se&ection2.5.1.2) and no channel interleaving. A tighter upper bound, which
takes the Doppler spread (sBection2.4.3.3) of the slow fading channel into account, is presented
in [69, 153]. However, this bound is more cumbersome to calculateBQa(.38).

4.6 CONCLUDING REMARKS

This chapter considered the VA decoding of binary and non-binaryrlibkeek codes. Firstly, a
detailed description was given of the BCJR trellis construction techniquéniear block codes,

followed by novel trellis complexity calculation and reduction techniquest fidbowed an in-depth

discussion on the block-wise VA as applied to BCJR trellises. Severaldmaldoft decision branch
metric calculation methods, employing CSI, were considered. Lastly, BERdsowere presented
for AWGN and slow Rayleigh flat fading channels. The main contributionthisfchapter are the
following:

1. Sectiord.2.1 presents "The Complete Idiots Guide to...” for the construction of wmgafed BCIR
linear block code trellises. The simple step-by-step algorithm presenteplisabe to both binary
and non-binary linear block codes.

2. A novel BCJR trellis expurgation scheme is presente8ention4.2.2. This algorithm can be
used to prune both binary and non-binary BCJR linear block code tretbsesntain only paths
representing valid code words.

3. Sectiond.3.1 describes a method whereby the trellis complexity of BCJR trellises forykamal
non-binary linear block codes can be calculated (or at least closely éstin@his is then followed
in Sectiond.3.2 by a rudimentary technique that can be used to reduce the complexigyRECHR
trellis structures for binary linear block codes.

4. In Sectiord.4.1 the classic block-wise VA, applicable to BCJR linear block code trellisgse-
sented. Section4.4.2.2 gives attention to the inclusion of fading amplitude CSI into the branch
metric calculations used during soft decision decoding.
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PERFORMANCEEVALUATION PLATFORMS

5.1 CHAPTER OVERVIEW

HE first part of this chapter details the operation of the general badefmemplex QPSK trans-

mitter and receiver structures [81] employed in the AWGN and flat fadiagohl simulations
of Chapter6. Also briefly described is the estimation of the average fading amplitudeiakeb
with each of the individual demodulated QPSK receiver output data bit assmanalytical BER
performances for uncoded coherently demodulated QPSK communicasitemsy functioning in a
variety of mobile radio channel conditions, is the final topic discussed in #itsopthe chapter.

The baseband complex DS/SSMA QPSK transmitter and RAKE receivetisead47] employed in
the frequency selective fading channel simulation€bépter6 are the first topics discussed in the
second part of this chapter. This is followed by a discussion on the estinwdtibe average fading
amplitude associated with each of the RAKE receiver output data bit estimatesicise derivation
of an approximate BER curve for the wideband transmitter and RAKE rexcsiwctures concludes
this part of the chapter.

Considered in the third and final part of this chapter is the general simulaltitiorms employed
in Chapter6. This includes the transmitter and receiver setups for both the namoWBSK and
wideband DS/SSMA QPSK communication systems employed, as well as a cemgikehoverview
of the wide variety of AWGN, flat fading and multipath fading channel canfigions considered.

5.2 NARROWBAND COMPLEX QPSK COMMUNICATION SYSTEMS

The following subsections describe the general transmitter and rectivetures, as well as the
analytic BER performances, of the complex QPSK communication system erdptoytee AWGN

and flat fading channel simulations Ghapter6. These baseband models were designed to be used
in conjunction with the complex flat fading channel simulator showRign 2.5, negating the need

for unnecessary carriers and subsequent high sampling fregsehtiag the simulations.

5.2.1 COMPLEX QPSK TRANSMITTER STRUCTURE AND OPERATION

Shown inFig. 5.1 is the general structure of a baseband complex QPSK transmitter [4%]. L
the m'" set of W antipodal coded or uncoded data bits that are to be transmitted by the complex
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Figure 5.1: Complex QPSK Transmitter Structure

QPSK transmitter, having values from the antipodal alphdlbet-1}, be contained in the vector

Cm = {Cm,Oa Cm,1y -y Cm,W—l}-

The first action taken by the transmitter is to subdivide this input data streetorvato I-channel
and Q-channel symbol stream vectors according to one of two possitiedse The classic method,
commonly referred to as unbalanced or dual-channel modulation, entadlivisling ¢,,, into distinct
length4¥//2 I-channel and Q-channel symbol streams usiegréal-to-parallelconverter (denoted by
the blockS/ P in Fig. 5.1). These I-channel and Q-channel symbol streams are given by:

=1 I I I
Crm = 1Cm.0) Cm.1> ""Cm,W/Q—l} = {Cm,0,Cm,2: Cmds s C,W—2} (5.2)

and:
En% = {ngo,cgl, "'7076721,1/11/271} = {Cm1,Cm,3: Cm5s s Cn,W—1} (5.2)

respectively. Note that the duration of a QPSK symbol is twice that of andettdata bit, i.e.
Ts = 2.T,.

Alternatively, the same data bits from, can be used on both the I-channel and the Q-channel,
resulting in abalancednarrowband complex QPSK transmitter structure. With this transmitter con-
figuration, the respective lengh- I-channel and Q-channel symbol stream vectors are given by:

I I I I
Cm = {Cm,Ov Cm,1y s Cm,W—l} = {Cm,O’ Cm,1y -y Cm,W—l} (5-3)

and:
E% = {cgyo, c%l, ey c%wil} = {Cm,0, Cm,1s -, Cm,W—1} (5.4)

Thus, a balanced complex QPSK transmitter is in essence a comBjrlary Phase Shift Keying
(BPSK) transmitter. The QPSK symbol rate is now the same as the bit ratg, eT;,.

Next, the antipodal I-channel and Q-channel symbols contained in Htessam vectors are pulse
shaped in order to minimise the transmission bandwidth and the ISI at theenec&lve first step
in the pulse shaping process is to multiply the antipodal values with appropxicitaten signals
for the pulse shaping filters. Since this study’s narrowband complex GitSilations make use of
square-root Nyquist pulse shaping filters (Segtiorb.4.1), designed for impulse transmission [154],
the following I-channel and Q-channel excitation signals are employed:

2l(t) = 29(t) =

{1 if tmod(7,) =0 (5.5)

0 Otherwise
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whereT,, = T is the duration of a QPSK symbol. Let the I-channel and Q-channel ghisging
filters’ impulse responses be denotedit;&t) andhff (t) (seeSection5.4.1), respectively. Thet!
I-channel and Q-channel pulse shaping filter outputs are now:

Y
cl(t) = (Z ek ial (t—z’.Ts)> ® hi(t) (5.6)

1=0

and: v
Qt) = ( c? o (t—i.T5)> ® hQ(t) (5.7)

=0

respectively, wher& = WW/2 — 1 for dual-channel modulation, & = W — 1 for balanced modu-
lation.

Further bandlimiting of the pulse shaped symbols are accomplished by tlammelhand Q-channel
transmit filters, characterised by the respective impulse respasés) and h%(t). The outputs
of these filters form the respective real and imaginary parts ohtHeoutput signals,,(t) of the
complex QPSK transmitter:

sm(t) = Re {5 (1)} + j.Tm {s,n (1)} = e, (1) @ by () + 5.3 () @ W, (1) (5.8)

5.2.2 COMPLEX QPSK RECEIVER STRUCTURE AND OPERATION

A
Re{r (t Matched | |
Refr (O} ht, () 3 Filer | oI
hn(0) |
L[ ~ ) To+ T P/S or
sm(go(t)) cos(go(t))a Combiner |~ Vo
A
Matched |
M hQ () Z —>  Filter / -~
- ho(t) | y2
. iT, !+f

»
)
4

Figure 5.2: Complex QPSK Receiver Structure

The complex QPSK receiver structure [47] associated with the transmitiets® discussed iBec-
tion 5.2.1, is shown irFig. 5.2. Assume that the:™® complex QPSK output signal, (¢) has been
adversely effected by AWGN and flat fading channel effects, yieldmegycomplex receiver input
signalr,, (t):

rm(t) = Re{rm(t)} + 4. Im{rp(t)} = (Re{sm(t)} + 7. Im {s,,(t)}) .ww () + n(t) (5.9)

wherew (t) is a complex flat fading process, defineddy. (2.46). The AWGN;(¢) is also a complex
process:

n(t) = Re{n(t)} +j. Im {n(t)} (5.10)

The complex QPSK receiver functions as follows: Firstly, the real andimaagparts of the complex
receiver input signat,, (t) are filtered by the lowpass receive filtér§, (¢) andh%x(t), respectively,

in order to bandlimit the AWGN entering the receiver. The outputs of thewefiters are phase cor-
rected to create the in-phase and quadrature coherent inputs forghase-matched filtér! (¢) and
quadrature matched filtéxﬁ%(t), respectively. The outputs of the in-phase and quadrature matched
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filters are sampled at time instanc@}; + 7, to give:

Ui = | ([Phalt) © Re {rm(®)}] cos (4(1))
R (5.11)
13.(0) @ T {rn (0] sin (3(0)) ) @ 0fu()]
and:
v2, = [([n%® © m fra )] sin (30)) +
) (5.12)
[hho(t) @ Re {rm(0)}] cos (3()) ) nG0)]

respectively, Wheréb(t) is the sum of an estimate of the channel phase alteration experienced by
the transmitted signal (se®ection3.3.5) and the phase distortion introduced by the receive fil-
ters. The parameteig, is an estimate of the time delay a complex QPSK symbol experiences

due to the receive filters. These sampled matched filter outputs are thed staitee vectors

@fn = {yé,oa yrlmp ) y{mw/gfl} andg% = {ygb,O’ yﬁQ@,D ) yg,W/?—l}’ respeCtiver'

The final action taken by the complex QPSK receiver is to create the restdtaiver output vec-
tor 7,,,, which is an estimate of the original data bit vectgy used by the transmitter as input (see
Section5.2.1): For dual-channel modulation,, is constructed by interweaving the® I-channel
and Q-channel estimate vectors usingpaallel-to-serialconverter (denoted by the blod¥/ S in Fig.
5.2), whereas with balanced modulatig, andyf% are linearly combined to form,,.

5.2.3 AVERAGE FADING AMPLITUDE CALCULATION FOR COMPLEX QPSK
SYSTEMS

Calculation of the average fading amplitude, associated with each output testiomdained in the
vectory,,, is accomplished by filtering an estimate of the instantaneous fading amplitudgarsin
averaging filterh,,.(t) which has an impulse response identical to the matched filters udéd.in
5.2. Extraction of the average fading amplitude from this filter differs féameed and unbalanced
transmitter configurations: With balanced modulation #ftesymbols transmitted on the I-channel
and Q-channel are identical. Hence, an estimate of the average fadifigudmpssociated with the
ith element iny,, is determined as follows:

amﬂ' = [@(t) ® have(t)]t:i.Ts—i-f'Rz (5.13)

wherea(t) represents an estimate of the instantaneous fading amplitude, as desgued29) for
the trivial case of a single path multipath channel. Considering dual-chanattulation, recall from
Sectiorb.2.1 that the'" I-channel and Q-channel symbols are transmitted simultaneously. Bheref
it is apparent that they will experience the same instantaneous amplitudg fadaBection2.4.1).
Hence, an estimate of the average fading amplitudes associated withitfie and(2.i 4 1)t ele-
ments in the output vectar,, is obtained as follows:

~

O, (2.4) =

ol

my(2.i+1) = [6() ® have (D), (2.5 Ty 475, (5.14)
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5.2.4 ANALYTICAL BIT ERROR PROBABILITIES OF UNCODED NARROWBAND
COMPLEX QPSK COMMUNICATION SYSTEMS

5241 AWGN CHANNEL CONDITIONS

Assuming coherent demodulation, it can be shown that the symbol eotmatitity for a dual-channel
QPSK system functioning in AWGN channel (seectiorn2.2) conditions is given by [81]:

P, (e) = 2Q (\/Vsymi) — % [Q (Vs (5.15)

whereQ( .) denotes the Q-function [47]. The SNR per QPSK symbol foritheymbol in them!"
set of symbols, denoted by, ,,, ;, is defined as follows:
E;s
Vsymyi = FO (5.16)
whereFE is the energy per transmitted symbol a¥glis the single sided PSD of the AWGN. Note that
the squared term i&q. (5.15) becomes negligible if; ,,, ;/2 >> 1 [81]. Thus, it is commonplace to
approximateEq. (5.15) with:
P (e) ~2Q (1 Ws,m,z‘) (5.17)

Recall that two data bits are transmitted per symbol in an uncoded dualaethrrmowband QPSK
system. Hence, the energy per bit is simply= E,/2 [J]. Thus, employing Gray mapping of bits to
QPSK symbols, the bit error probability of such a system can be approxirhat@1]:

By (e) = Lellomd) ~Q (V2m) (5.18)

2 'Ys,m,i:2-'Yb,m,i
wherevy; ., ; is the SNR per bit for the'™ bit in them™ vector of data bits, given by:

E
Vom,i = VZ (5.19)

In Sectionb.2.1 it is stated that a QPSK transmitter configured for balanced modulaticseistiedly
a BPSK transmitter. Thus, the bit error probability for a balanced QPSK cameation system in
AWGN channel conditions will be given by [81]:

Py(e) = Q (v2mi) = Q (\/ %’) (5.20)

whereEqg. (5.19) remains valid. Thus, the BER for balanced and unbalancedwizna QPSK
systems are essentially the same.

5.2.4.2 SLOW RAYLEIGH FLAT FADING CHANNEL CONDITIONS

Assume a narrowband QPSK signal (balanced or unbalanced) is trankstiitiagh a slow (se$ec-
tion 2.5.1.2) Rayleigh (seBection2.5.2.1) flat fading (seBectior2.5.1.1) channel. If the multiplica-
tive fading process is slow enough that the Rayleigh distributed fading adplitay be regarded as
a constant during at least one symbol interval, ig,; (t) = @, ; for the:*® bit in them'™ message
bit vector, the system’s SNR per bit is given by [47,152]:

_92 Eb

i 5.21
am,z NO ( )

Yom,i =
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Thea?, ; is time-invariant with achi-squaredPDF with two degrees of freedom. Heneg,,; is a
stochastic variable, which also has a chi-squared PDF with two degrisesddm, given by [47,152]:

1 b
P (Vom,i) = ——— exp <—M) for Yo,m,q > 0 (5.22)

b,m,i Yb,m,i

wherew, ,, ; is the average SNR per bit, given by [47,152]:

E, E,

= 2
No Ny (5.23)

Tomi =& [a?n,i]
In this equationk, is the average energy per bit afij. | denotes expectation. Since the derivation
of the bit error probabilities dEqg. (5.18) andeqg. (5.20) were done for non-faded channel conditions,
i.e. @y, = 1, these equations can be viewed as conditional error probabilities, witlotigétion that
am,; remains fixed. Therefore, obtaining the average bit error probabilitydflanced and unbalanced
narrowband QPSK systems whap, ; is random, necessitates averagig e[, ., ;) over the PDF
of vy m i [47,152]:

o0
Py (e) :/ Py (e[v,m,i) P (Vo,m,i) dVo,m,i
0

1(
=— (1=
2

(5.24)

5.3 RAKE RECEIVER-BASED COMPLEX DS/SSMA QPSK COMMUNICATION
SYSTEMS

In the following subsections the RAKE receiver-based complex DS/SSM&Kcommunication
system, employed in the multipath fading channel simulatiorGrapter6, is presented. Thorough
descriptions of the transmitter and receiver structures are followed lgoeetical BER performance
analysis of the system. The complex transmitter and receiver models prekergevere designed to
be used in conjunction with the complex multipath fading channel simulator shokig.i2.8, once
again negating the need for unnecessary carriers and subsegglensinhulation sampling frequen-
cies.

5.3.1 COMPLEX DS/SSMA QPSK TRANSMITTER STRUCTURE AND OPERATION

Fig. 5.3 depicts the generic structure of the baseband complex DS/SSMA QR&kitter of user-

g in a multi-user CDMA system [43, 47]. Assume that thé® input to this transmitter i}, =
{Ch.00 Cits -+ G w1 > Which is a vector containing/” antipodal bits with values from the alphabet
{1,—1}. As shown inFig. 5.3, two options are available for the initial processing of this vector of
data bits: The first option is to subdivide it using a serial-to-parallel averédenoted by the block
S/ P in Fig. 5.3) into distinct I-channel and Q-channel symbol stream vectorsndiy:

=Iq _ g1, I, I, _

el = eyl emls s Cmc,]W/2—1} = {00 Con 2 Co s -+ cfn’Wd} (5.25)
and

-Q.q _ 1.Q9 Q, Q, _

¢ = {cmy%,cmﬁ, ""Cm,%V/z—l} = {cfnvl,c%,z,,,cg,w, ...,0217W_1} (5.26)
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Figure 5.3: Complex DS/SSMA QPSK Transmitter Structure

respectively. This approach is frequently used when binary sprgagiguences are employed in
the DS/SSMA QPSK system. The symbol rate of the transmitter is half the unduideate, i.e.
T, =2.T).

The second option is to use the same data bits on both the I-channel arah@etlcreating dal-
ancedcomplex DS/SSMA QPSK transmitter structure [43, 46, 50, 51] with lefgtih-channel and
Q-channel symbols stream vectors, given by:

=g _ ¢ La I I, —
Cd = {elor eptis s cm?w_l} = {ch.00 1 ""qun,W—l} (5.27)

and

E%q = {cg’,%, cgﬁ, s C%,%V—l} = {c?mo, C?n,l’ ...,c;ihwfl} (5.28)

respectively. This transmitter configuration, where the symbol and b eate equivalent, is fre-
guently used in DS/SSMA QPSK systems employing pre-filtered CSSSesg®mnD.3.2) in order
to take full advantage of the spectral characteristics of the CSSSésd#mn6.4.3). For example,
in [7,10] such a balanced transmitter structure is employed in conjunction \B€ gequences (see
SectionD.3.2.2) to deliver SSB transmitter output signals.

The antipodal values contained in the I-channel and Q-channel systtbam vectors are now pulse
shaped. This is accomplished by first multiplying these symbols with approputge shaping ex-
citation signals. Excitation vectors similar to those givele@ (5.5) are used, witll}, = T, (the
duration of a CSS chip). Square-root Nyquist pulse shaping filtees§setion5.4.1), designed for
impulse transmission, are used@mapter6’s DS/SSMA simulations that employ unfiltered CSSs
(seeSectionD.3.1). Alternatively, the simulations presented in this study that make use oédilte
CSSs (se&sectionD.3.2) employ no additional pulse shaping, hence the following I-chammtl a
Q-channel chip-level pulse shaping filter impulse responses are ugedrigis transmitter:

1 for0 <t < Tepip

: (5.29)
0 Otherwise

hl () = h%,(t) = {
After multiplication with the excitation signals, the I-channel and Q-chanmespreaded with user-
¢'s I-channel and Q-channel spreading sequences, denotS?i(b)/andS%(t), respectively. These
spreading sequences are unique to ysé&kthen CSSs are employed in the CDMA systétht) and
S%(t) can be the real and imaginary parts of ugsrunique CSS (se8ectionD.3.1), respectively
[50, 51]. Another possibility is thaf}(¢) and sg(t) may be linear combinations of the real and
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imaginary parts of the CSS [155]. In this study the former approach watoget) i.e. S7(t) =
Re {S4(t)} andSé(t) = Im {S%(t)}. The resultant spreaded I-channel and Q-channel streams are
given by:

Y
cha(t) =Y entah (t— §.1,).57(t) (5.30)
j=0
and: y
cQ(t) = 22l (t — jT,).5%(t) (5.31)
j=0

respectively, wher& = W — 1 orY = W/2 — 1 for balanced or unbalanced (dual-channel) trans-
mitter structures, respectively. Eq. (5.30) andeqg. (5.31),T [s] is the symbol duration. The actual
pulse shaping of the spreaded I-channel and Q-channel informatiowa accomplished using user-
¢’'s in-phase and quadrature pulse shaping filters, characterised bypbkse response’sﬁyq(t) and
hf?,q(t), respectively. The resultant I-channel and Q-channel sprgadsd shaped symbols are given
by:

spl(t) = chi(t) @ hy, () (5.32)
and:

s@U(t) = c9(t) @ hY, (1) (5.33)

respectively, where denotes convolution.

Lastly, the in-phase and quadrature pulse shaped symbol streamsndtieniiad by the transmit
filters hITM(t) andh%c’q(t), respectively, to give users complex DS/SSMA QPSK transmitter out-
put signal:

sp(t) = Re{sf, (t)} + j. Im {s7,(£)}

= sL1(t) ® hh, o (8) + j.5Q(t) ® hE, (1)

(5.34)

5.3.2 COMPLEX DS/SSMA QPSK RAKE RECEIVER STRUCTURE AND OPERATION

Assume that useys m'™ complex DS/SSMA QPSK transmitter output signal traverses a time-
invariant discrete multipath fading channel (s®ection2.4.1), consisting of ¢ statistically inde-
pendent flat fading (se®ectior2.5.1.1) paths [156]. The average path gain and delay associated with
this multipath channel's™ path, fori = 1,2, ..., L9, are; andr, respectively. Note that the com-
plex input to useiy's receiver, denoted by, (), will consist not only of a distorted version of the
signal generated by usels transmitter, but also distorted signals originating from the transmitters of
the other users in the CDMA system.

Since a multipath fading channel exhibits a tapped delay line nature, it iseapighat the receiver
is provided withL? scaled replicas of the same transmitted signal, each replica experienciagflat
ing, which is hopefully statistically independent from that experienced &pther replicas [47,110].
Hence, a receiver that is capable of optimally processing the receiyedl,scollecting the signal
energy contained within each of the received multipath components, willhactiie performance of
an equivalent.?-th order diversity communication system. 1958 Price andGreen[157] proposed
such a receiver structure for which the name "RAKE receiver” haslo®ined, since its energy ac-
cumulation action is somewhat analogous to an ordinary garden Fage.5.4 depicts the RAKE
receiver structure [43,47], capable of optimally processing gisaremplex received signal [158].
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Figure 5.4: Complex DS/SSMA QPSK RAKE Receiver Structure
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The first step in the demodulation process is to bandlimit the AWGN present aothglex received
signalry, (t) using the I-channel lowpass receive filhégxyq(t) and Q-channel lowpass receive filter

Be

Box q( ). The resultant filtered complex received signal is given by:

rfn,filtered(t) =Re {Tgl,filtered(t)} + ] Im {Tgn,filtered(t)}

| (5.35)
= Re {rf,(t)} ® hiyy o (t) + 5. Tm {ri, (1)} ® hY, ()

Next, the noisy flat faded.? received delayed versions of usgs-m'" original complex trans-

mitted signal are realigned with the last received multipath component. This asnatished by

creatingL? delayed versions of the Signalf, ;,,.,.q(t), namelyry ..., (t = (7f, — 7)), with

i=1,2,..., L% The term7{ is an estimate of the path delay of tH& multipath component. In order
for the RAKE receiver to function optimally, it requires perfect knowledd the path delay of each
of the multipath components, i.e/ = 7/ fori = 1,2, ..., LY (seeSection3.3.5).

Since the multipath components arriving at the receiver have experistatestically independent flat
fading and attenuation, as dictated by the power delay profile ofgsamltipath fading channel (see
Section2.4.2), each received component’s contribution to the total realigri€ctomplex received
signal varies. In order to increase the influence of strong multipath coemp®and decrease the influ-
ence of weak multipath components, each of the delayed complex recejnathsersions is scaled,
prior to demodulation, with an estimate (seectior3.3.5) of its average envelope amplitude (See-
tion 2.4.1). For example, the delayed filtered complex received signal,,.,... (t — (77, —77)) is

scaled by the average envelope amplitude estlrﬁaIeThe use of this scaling technigue is com-
monly referred to as MRC [43,47,152]. Other popular RAKE combiningrieques ar&qual Gain

Combining(EGC) andDifferential Phase CombiningDPC) [158]. Optimal MRC processing of the
complex received signal only occurs if the receiver has perfecivlauge of the average envelope

amplitude of each of the multipath components, Bg= 5% fori = 1,2, ..., LY.

Next, the receiver phase corrects each of the scaled and delayodngeof them!" filtered com-
plex recelved signal. For thé" delayed, scaled and filtered complex received signal compo-

nent /3, T pittered (t = (T1a — 7)), this is accomplished by mixing it with the complex exponent

exp (—] gbq (t — (Tpa — 7, ))) The instantaneous phaz$§ (t — (7ra — 7)) is an estimate (se®ec-

tion 3.3.5) of the channel phase changes experienced bytteomplex received multipath com-
ponent at the time of its reception, as well as phase distortion added bgliamtel and Q-channel
receive filters. Coherent demodulation takes place in the event thattieaehas perfect knowledge
of the path delays, I-channel and Q-channel receive filter phasetihes and each of the muItipath
component’s channel phase [86], id.(t — (71« — 7)) = ¢7 (t — (1pa — 77)) fori = 1,2, ..., L4.

In order to despread usgis m'" complex received signal, each of thé phase corrected I-channel
and Q-channel signals are respreaded with delayed versions ef’'sideshannel and Q-channel
spreading sequences; (t — 7, — 7f,) andS, (t — 71, — 7%,), respectively. The time delay§,
and7}, introduced into the spreading sequences are estimates of the total dedaigiesed by the
realigned set of complex received signals and the time delay introducee bgdhive filters, respec-
tively. Despreading is completely successful only if the receiver hdegi&knowledge of these time
delays.

Continuing the demodulation procedure, the I-channel and Q-chaespteaded signals of the
RAKE receiver tap are now processed by the respective matched, ﬂzlﬁé,ﬁt) andh%ﬁ](t). These
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filters are matched to the chip-level pulse shaping filters employed in the DRSIREK trans-
mitter. The outputs of thé? I-channel and Q-channel matched filters are sampled at time instances
t = aTenip + +gq + %fh, with T, the duration of a spreading sequence chip. Each of the I-channel
and Q-channel matched filter outputs are accumulated for a durati@risif whereafter the accumu-
lated values are normalised with respect1¢7.;,. The L? I-channel accumulated values are then
linearly combined to give an estimate of tji& symbol in the original transmitted I-channel symbol
vectorel?, created by the DS/SSMA QPSK transmitter:

L1 Ts /T('th

=SS (5 [Re { prea (¢ = (G = 7)) cos (8 (2 = (i = 3) -

i=1 a=1
Im {rm filtered (t - (%}]ﬂ - 7A-zq))} -sin (q;;] (t - (%Lq - 7A-zq)))} X
ST (t = 71s = The)) @ bty (1)]

t=5.Ts+a.Tenip+7iq+7 s

(5.36)
Linearly combining the normalisebl! Q-channel accumulated values results in an estimate gfthe
symbol of the original transmitted Q-channel symbol vecipf:

L4 Ts /Tcth

Y3 = C’”pz > (B0 [1m {2, piverea (¢ = (70 = 7)) b osin (B2t = (o — 7)) +

Re {Tm,filtered (t - (%Lq - ﬁ,))} - COS (¢3 (t — (Tpa — ﬁ-q)))} X

Sg? ( a7 Tgf)) ® h%“q( )Lj.Tﬁa.Tchier%nggz

(5.37)
Finalising the demodulation process, ugsrDS/SSMA QPSK RAKE receiver creates the output
vectory,, which is an estimate of the original DS/SSMA QPSK transmitter input veétoiThis is
accomplished by one of two possible methods: If the transmitter structurefiglmcmi for balanced
modulation g, is constructed by linearly combining the elements fr@ﬁﬁ andym’q Alternatively,
a parallel-to- serlalconverter (denoted by the blodR/S in Fig. 5.4) createg, by interlacing the

elements o5, andy?.

5.3.3 AVERAGE OUTPUT FADING AMPLITUDE CALCULATION FOR COMPLEX
DS/SSMA QPSK SYSTEMS WITH RAKE RECEIVERS

The first step in the calculation of usgs average fading amplitude for th&" multipath fading
channel component is to delay an estimate of its instantaneous fading amplitupiby (%Iqﬂ — Tf)
Next, this delayed estimate of tli¢ channel component’s instantaneous fading amplitude is filtered
using an averaging flltehm,eq( ), which has an impulse response identical to the matched filters

used inFig. 5.4. Recall that the delayed complex received S|q@a}llteTed( — (71, = 7)), with

)

1 =1,2,..., L9, is scaled by the average envelope amplitude estlm%mlrlng MRC. Hence, the av-
erage fading amplitudes associated with the elements in the receiver outmriig are normalised

averages of the linear combination of the delayed average fading ampléxpesenced by each of
the multipath components. However, the calculation thereof differs for thated and unbalanced
DS/SSMA QPSK communication system configuration&ion 5.3 andFig. 5.4: For the balanced
modulation scenario, the same data bits are transmitted on the I-channelcdah@el. Hence, cal-
culation of an estimate of the average fading amplitude associated witfi"tleéement of usetss
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receiver output vectayy,, is accomplished as follows:

Lq Ts/Tcth A

_q o ch'Lp ~ ;
j — Z Z ﬁz 3 t - TLq )) ® the,q(t)]t:j.T5+a.TchZ—p++zq++1‘§m (5.38)
i=1 a=1

Whereﬁj and 7/ are estimates of thé" multipath component's average envelope amplitude (see
Section2.4.1) and delay, respectively. In the case of dual-channel moduliefi® set of symbols

that are transmitted on the I-channel and Q-channel are two consedativ bits from the transmitter
input vectorey,, defined inSections.3.1. Consequently, an estimate of the average fading amplitude
associated with thé2.5)*™ and (2.7 + 1)'" elements of useg’s receiver output vectagy,, can be
calculated as follows:

~

_ &4
Fm,(2.9) T Ym,(25+1)
L4 TS/Tcth

o cth °q ~ i
N Z; z:l 3 t - gq a T;])) @ ha'ue,q(t)] t:(2-j)-TS+a-TchiP+7A—zq+’f_lq%z
(5.39)
5.3.4 ANALYTICAL BIT ERROR PROBABILITY FOR SINGLE USER DS/SSMA QPSK
SYSTEMS WITH RAKE RECEIVERS

In [47] an approximate bit error probability is derived for the RAKE iieeebased DS/SSMA QPSK
system discussed in the previous subsections. The derivation is magethadollowing assump-
tions:

e Userq is the only user present in the CDMA system. Consequently, MUI is absemt the
communication system.

e The periodic auto-correlation (s&ectionD.2.2) of userg’s I-channel and Q-channel spreading
sequences is perfect, i.e.:

Rsa),s90) (T) = Rsg 0,58, (1) = 0 (7) (5.40)

e The periodic cross-correlation (s&ectionD.2.3) between users I-channel and Q-channel
spreading sequences is perfect, i.e.:

ng(t)’sgg(t) (T) =0 VT (541)
¢ Slow Rayleigh (se&ection2.5.2.1) flat fading (se8ection2.5.1.1) is experienced by each of the
L1 statistically independent paths of ugg-multipath fading channel.

e Userqg's DS/ISSMA QPSK RAKE receiver has perfect knowledge of the instettas phase, delay
and envelope amplitude CSI parameters of each of theaths in the multipath fading channel.

Derivation of the bit error probability, valid for both balanced and unfiz¢a modulation, is accom-
plished by first recognising that the conditional probability of error &eng’s RAKE receiver-based
DS/SSMA QPSK system is given by [47]:

P (e ns) = @ (v/2my) (5.42)
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Whereygmj is userg’s total received SNR per bit for th&™ bit in them™ vector of data bits. Thus,

userg’s bit error probabilityP (e) can obtained by averagirfg’ (eyygmj) over the PDF of the total

SNR per bit, denoted by (yg{m’j): If the flat fading experienced by each of thé paths is slow
enough that the Rayleigh distributed fading amplitude may be regarded astami(during at least
one symbol interval), i.e3](t) = B;f fori =1,2,..., LY, it can be shown that the SNR per bit for the
4 bit in them!™ vector of data bits of users i** received multipath component is given by:

A _ N2 EX
9i  _ (g) Ly 5.43
’Yb7m7j [3 NO ( )
whereE] is userg’s average transmitted energy per bit. It is worthwhile to note that the emengy
bit for balanced and unbalanced modulation is identical for the transmittetugteushown inFig.
5.3 [50]. Thus, usets total received SNR per bit for thg" bit in the m'® message word can be
calculated as follows:

L4 Eq L4 9
s b 74
Vomg =D omi = N D (ﬁ) (5.44)
i=1 0zt
Sinceyg’;j, with ¢ = 1,2,..., L9, are random variables with chi-squared distributions (with two

degrees of freedom), it can be shown that the PDF of the total SNR gergdien by [47,152]:

L 1 L 7q,i ,yq
q _ b,m,j __'bm,j q
P <7b,m,]) B Z =t H =4, =4,a €xp < —q,i ) for Pybvmvj Z 0

i=1 | Tom,j \a=1,a#i Tom,j ~ Tom.j Tbm,j
A (5.45)
wherey" j is the average SNR per bit for thi€" bit in them™ message word vector on thi& path,
defined as: .
. _ 2] E
—q, _ q b
Yom,j — E [(ﬁz) } No (5.46)

with E[ . ] denoting expectancy. Thus, With<727m7j> as defined byeq. (5.45), the bit error
probability for userg can be determined as follows [47, 152]:

oo
TORS 7 CE VY C R

1 L L4 7q,i (5-47)
_ 2 _ 'bmj _
- 2 Z H =q,t _ =90 1
i=1 | \a=l,a#i Jboym,j — Tbm,j

According to theCentral Limit Theoren{CLT), MUI can be incorporated int&q. (5.47) by means

of a GA [49, 50], or improved GA, at high user loads. This entails modelligMiul as a zero
mean Gaussian process with a variancepfw, and then adding this variance to the AWGN (see
Section2.2) variance present iq. (5.47) [50]. The variance?,,,,; will be a function of the type
and the length of the spreading sequences used in the CDMA system, ¢éhadesignal power of
each CDMA user’s signal at usels receiver, and most importantly, the number of users present in
the CDMA system [50]. Although better approaches than the GA and imgrG/e are available

to described MUI in DS/SSMA systems [113], these usually requiring mamgtax, higher order
statistical analyses of the spreading sequences employed.

The complexity and scope this study’s multi-user multipath fading performarmdeagion platform,
discussed irBections.4.3, far exceeds the mobile environment assumed during the derivatioa of
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theoretical BER performance curve Bf. (5.47). Furthermorelzq. (5.47)’s theoretical curve has
several deficiencies, as discussed above. As such, this theoretiealveas not used for reference
purposes during the examination of the simulated multi-user multipath fading @hRBR perfor-
mance results, presented3ection6.5. Instead, Monte Carlo simulation results, presenteBdwey
et al. in [158] for a32-tap RAKE receiver-based DS/SSMA system, are used for baselieeense
purposes.

5.4 GENERAL SIMULATION CONFIGURATIONS

The following three subsections detail the general experimental setuplsef®@WGN, flat fading
and multipath fading channel simulations©hapter6. This includes the transmitter, receiver and
channel configurations employed in the simulation study.

5.4.1 SIMULATIONS IN AWGN CHANNEL CONDITIONS

Shown inFig. 5.5 is the general narrowband complex QPSK communication system employed in
the AWGN channel simulations @hapter6. For a specifid, /Ny ratio, this simulation platform

Im{s_(1)

_ Channel C, Complex {s.(0)

d, > Encoder »  QPSK Re{s, (0}

. . b Sm
(with Optional Puncturer) Transmitter
Re{n®}
AWGN AN

BEF «— Compare Generator Im{n(t)} E 9
Re{r,,(t)}

2 Channel Decoder | y, | Complex <

d, < (with Optional « QPSK Im{r. (t)}

Depuncturer) Receiver [«

Figure 5.5: General AWGN Channel Simulation Platform

operates as follows: Firstly, the'" data vectoi,, is encoded by the channel encoder under inves-
tigation. If so required, the resultant set of code bits are then puncfsee®ection3.2.4), giving
¢m- Next, the transmitter creates thé" set of complex QPSK symbois,, (t) by modulating the
code bits inc,,,. Table5.1 details the general configuration of the transmitter structure. Most sd the

Table 5.1: Narrowband Complex QPSK Transmitter Configuration

Configuration Option/Parameter Setting
Symbol Rate [symbols/s] 1000
Effective RF Carrier [MHZ] 900
Simulation RF Carrier [MHz] 0
Transmit Filters None
Pulse Shaping Filters Shaping: Square-Root Nyquist
Roll-off Factor:¢ = 0.5
Modulation Approach Balanced

DEPARTMENT OFELECTRICAL, ELECTRONIC AND COMPUTERENGINEERING 88



University of Pretoria etd — Staphorst, L (2005)

CHAPTERFIVE PERFORMANCEEVALUATION PLATFORMS

parameters were arbitrarily chosen. For example, the QPSK symbol rateoweeniently chosen as
1000 symbols/s, since it has no bearing on the BER performance of such ensatstespecifids, /Ny
value in AWGN channel conditions. Although the simulations were performeaptetely in base-
band, i.e. at a carrier frequency®@MHz, an effective RF frequency &0 MHz was assumed, since
this a common RF carrier frequency used in commercial wireless communicgsitans, such as
GSM. The effective RF carrier has no real influence on the BER pa#nce results obtained under
AWGN channel conditions, but plays an important role in flat fading aaduency selective fading
simulations.

As indicated byTable5.2, square-root Nyquist pulse shaping [44, 154, 159, 160] wasogath A
square-root Nyquist pulse is defined as follows:

o m(1—=9)t
. 0 ) (1 _ g> sin (1<) L (COS <7T(1 —|—§)t>)
sqrt—Nyq = 2 - 7
T, T(1=q)t T, T,
) W ey ) T
(5.48)
whereg is the roll-off factor [44, 159, 160] of the pulse. In this study a roll-@f€for of¢ = 0.5 was
used. The parameté}, represents the pre-pulse shaping symbol duration, which was Egttal’
for the narrowband simulations in AWGN and flat fading channel conditidfig. 5.6 depicts a
normalised square-root Nyquist pulse foe= 0.5 and arbitraryl,,. Thus, for the transmitter dfig.
5.1,hl(t) = W (t) = hagre—Nyq(t) With T, = T,. An estimate of the baseband transmitted signal’s
bandwidth is easily calculated as follows [47]:

Bsig =

5 (1+¢) = 750 Hz (5.49)

Next, the QPSK modulated symbols experience the adverse effects of AM@senting the nar-

T

. o
N (2] [e0]
T T T
1 1 |

phsqrt_Nyq(ulp).SQRT{lp} [Volf]

N
T
|

| | | | | | | | 1
-4 -3 -2 -1 0 1 2 3 4 5
Normalised Time (t/Tp)

Figure 5.6: Normalised Square-Root Nyquist Pulse Shape f00.5
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rowband complex QPSK receiver, configured accordinddble 5.2, with them™ noisy input
7m(t). Table5.2 states that the baseband receiver emptbysorder lowpass elliptic receive fil-

Table 5.2: Narrowband Complex QPSK Receiver Configuration

Configuration Option/Parameter Setting
Symbol Rate [symbols/s] 1000
Effective RF Carrier [MHz] 900

Simulation RF Carrier Baseband Simulation
Symbol Synchronisation Perfect
Carrier Synchronisation Perfect
Receive Filters Type: Elliptic
Order:6

Cutoff Frequency [Hz]f..; = 1/Ts = 1000
Passband Ripple [dB{.1
Stopband Attenuation [dB1t0

Demodulation Approach Balanced Matched Filtering

Matched Filters Shaping: Square-Root Nyquist
Roll-off Factor:¢ = 0.5

ters [44, 114, 161] on the I-channel and Q-channel brancheishwhinimise the AWGN entering

the receiver. Shown ikig. 5.7 are the amplitude and phase responses of these filters, normalised
with respect to the cutoff frequendy,,;. This type of lowpass filter was used, since it exhibits linear
phase characteristics (see the bottom figure showAgirns.7). Note thatf.,; = 1000 Hz, which was
chosen somewhat larger thah;, to ensure minimal phase distortion throughout the frequency band
0 < f < Big. FurthermoreTable5.2 states that square-root Nyquist matched filters are employed
on the I-channel and Q-channel of the narrowband complex QPSKvezc Thus, it follows that

hL (t) = h&(t) = hegri—nyq(t) With T, = T

After demodulation, the channel decoder is presented Fyjtha noisy estimate of the original code
bits modulated by the narrowband complex QPSK transmitter. Before it attempt¢sadedj,,,, the
channel decoder first restores possible punctured gode bits byidgdlae necessary erasures (see

Section3.3.4). Thereafter its decoding efforts produkg, which is an estimate of the original data
bit vectord,,. By comparingd,, andd,,, the number of errors incurred by the coded narrowband

complex QPSK system for the'" vector of data bits at the curref}, /Ny is determined. Repeating
the above process numerous times a statistically acceptable BER can be dsdermin

5.4.2 SIMULATIONS IN FLAT FADING CHANNEL CONDITIONS

Fig. 5.8 depicts the general simulation platform employed in the flat fading simulatfo@bapter
6. Except for the addition of a complex flat fading channel simulator, thislaiton platform is
essentially identical to the AWGN channel simulation platform detailegkictions.4.1. As such, the
narrowband complex QPSK transmitter and receiver, showigirb.8, are also configured according
to Table5.1 andTable5.2, respectively.

Table 5.3 details the complex flat fading channel configurations consider&hapter6. Recall
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Figure 5.7: Amplitude and Phase Responses o6th@©rder Lowpass Elliptic Receive Filters

Table 5.3: Possible Flat Fading Channel Simulator Configurations

Configuration Option/Parameter Settings Supported
Rician Factors [dB] 9,6,0,—100
100 (Velocity of 120 km/h, RF Carrier @00 MHz)
Doppler Spread [Hz] 67 (Velocity of 80 km/h, RF Carrier @00 MHz)
33 (Velocity of 40 km/h, RF Carrier @00 MHz)

from Table5.1 andTable5.2 that an effective RF carrier frequencydob MHz is used. Thus, using
Eq. (2.2) with an angle of arrival of 4(¢) = 0 rad, the supported Doppler spread frequenciei3of
Hz, 67 Hz and100 Hz relate to relative transmitter-to-receiver velocitiestotkm/h, 80 km/h and
120 km/h, respectively. Recall frorBection5.4.1 that the QPSK transmitter’s output signal has a
bandwidth of approximatelys,;, = 750 Hz. SinceBp < By, it follows that the system expe-
riences relatively slow flat fading. However, the ratio of signal bantiwid Doppler spread is not
large enough to assume a fading amplitude that remains essentially constagtae QPSK sym-
bol period.

This simulation platform operates in a similar fashion as the AWGN channel simulplaform
discussed irBection5.4.1, with the exception of the following:

e Prior to the modulation of the channel coded bits by the narrowband comBp&K@ansmitter,
optional interleaving (seBection3.2.3) is now also supported. At the receiver de-interleaving (see
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Figure 5.8: General Flat Fading Channel Simulation Platform

Section3.3.3) can be performed to undo any interleaving introduced at the transmitter

e The complex QPSK channel symbols experience not only the adveesgsedf AWGN, but also
that of flat fading, created by the complex flat fading channel simulator.

e The channel decoder is capable of using CSI, obtained directly frooothplex flat fading channel
simulator (se&ection2.6.2.5), in its decoding efforts.

5.4.3 SIMULATIONS IN FREQUENCY SELECTIVE FADING CHANNEL CONDITI ONS

Fig. 5.9 depicts the frequency selective fading channel simulation platforthinghis study [156].
This platform is built around the RAKE receiver-based complex DS/SSMPSK) communication
system discussed iBection5.3. Table5.4 summarises the general wideband transmitter configura-
tion supported by each of the users in the CDMA environment. As stated inlples tilais dissertation
investigated the BER performances of coded wideband systems employiegugittitered (seS&ec-
tion D.3.1), or filtered (se&ectionD.3.2) CSS families: With unfiltered CSS families, such as the
Zadoff-Chu(ZC) andQuadriphasq QPH) families considered in this study, there is no bandlimiting
built into the CSSs. Thus, additional pulse shaping is required to endertivd spectrum utilisa-
tion. Similar to the narrowband simulation platforms discussed in the previotiersgcsquare-root
Nyquist pulse shaping is employed. However, pulse shaping is perfoatn€$S chip-level, i.e.
the pulse shapg,, -+ ny4(t) shown inFig. 5.6 is employed withl}, = T,,,. Thus, for the pulse
shaped CSS scenarios, the bandwidth of the baseband transmitter agriplitan be approximated
as follows:

B (1+¢) = 47250 Hz (5.50)

9 2'Tchip
In the case of the pre-filtered ABC and DSB CE-LI-RU filtegdneralised Chirp-likéGCL) CSSs,
no additional bandlimiting is required, i.e. simple rectangular pulse shapingecased. It has been
shown that, when the spreading sequence length is sufficiently large, thdinearly interpolating
root-of-unityfiltering technique [7, 8] employed in the generation of a DSB CE-LI-RU &lteGCL
CSSs produces a signal bandwidth equivalent to that generated hysifitiering with a roll-off
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Figure 5.9: General Multipath Fading Channel Simulation Platform

factor approaching = 0. Thus, the signal bandwidth of a baseband complex DS/SSMA QPSK
communication system, configured to employ DSB CE-LI-RU filtered GCL C&S8sbe calculated
as follows:

Bsig =

= 31500 Hz (5.51)
2. Tohip

In the case of the ABC sequences, balanced quadrature modulationswill ireonly the lower or
upper sideband being transmitted, subsequently halving the required isagulavidth:

Bsig =

=1 H 52
Ty 5750 Hz (5.52)

Up to 10 distinct CDMA users are supported by the simulation platform depictEid. 5.9. How-
ever, only a single baseband complex RAKE receiver (lisereceiver was used in this study) is
present in the simulation platform, since only a single user’s corruptedlsgydamodulated and
processed to determine the coded CDMA system’s BER performance. @y’ signals present
at this receiver’s input create the MUI in the CDMA system. The BER perémce of the RAKE
receiver-based complex DS/SSMA QPSK communication systems in the peesfdviUl is not only

a function of the length of the CSSs employed (denoted/Qy,), but also the selection of good CSSs
from a complete CSS family. This was found to be true for all of the CSS famitiesidered, but
especially for ABC sequences. 8ection6.5.1.3.2 andection6.5.1.3.3 in-depth studies are under-
taken into the influence of these two factors on the BER performance ofleddS/SSMA QPSK
communication systems employing ABC sequences.

For each of thd 0 possible users in the CDMA system a unique complex multipath fading channel
simulator (se&ection2.6.3.2) configuration was chosen, since the movement of the users’amidieb
complex transmitters relative to the single complex RAKE receiver is stochaébwever, perfect
power control is assumed, i.e. the average powers of all the usergpted signals entering use's
RAKE receiver are equal. Listed Fable5.5 andTable5.6 are the complex multipath fading channel
simulator configurations for th&0 possible users. Each user’'s multipath fading channel simulator
was configured to hav&statistically independent paths, a choice frequently encountered in lieratur
related to simulation studies on wideband CDMA systems. The Rician factor amol& spread for
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Table 5.4: Wideband Complex DS/SSMA QPSK Transmitter Configuration

Configuration Option/Parameter Setting
CSS Families ABC, DSB CE-LI-RU Filtered GCL,
Supported Unfiltered ZC, Unfiltered QPH

Unspreaded Symbol Rates [symbols/g] 1032.786 (Length61 ABC Sequences
984.375 (Length64 ABC Sequences)
496.063 (Length127 ABC Sequences
1000 (All Length-63 Sequences)
Spreading Sequence Lengths [chips] 61 (Only ABC Sequences)
63 (All CSS Families)
64 (Only ABC Sequences)

127 (Only ABC Sequences)
Spreading Sequence Rate [chips/s] 63000
Effective RF Carrier [MHZz] 900
Simulation RF Carrier [MHZz] 0

Transmit Filters None

Pulse Shaping Filters: Shaping: Square-Root Nyquist
Unfiltered Complex Spreading Sequences Roll-off Factor:¢ = 0.5
Pulse Shaping Filters: Shaping: Rectangular
Filtered Complex Spreading Sequences Roll-off Factor: N/A

Modulation Approach Balanced

Power Control Perfect

thes*® path of each user’s channel simulator, respectively denoteld;tynd By, ;, were randomly
chosen from the options supported by the complex flat fading channelasongiven inTable5.3.
Recalling the possible transmitter signal bandwidths for the different dag9eSSs, given b¥q.
(5.50), Eq. (5.51) andEq. (5.52), the different signal duration possibilities can be estimated as
Tsig = 1/Bsig. With these signal bandwidths and durations known, each user's patrpand
relative path delays, respectively denotedbynd P;, with i = 1,2, 3, were chosen according to
exponential decay power delay profiles (Setion2.6.3.3) that conform to the requirements for fre-
quency selective fading, i.,;, > B¢ andT};, < o, (seeSectior2.5.1.1). Note that the maximum
excess delay (se®ection2.4.3.1) of useft is 7,4, = 200 us, which is12.6 CSS chips, or one fifth

of alength63 CSS in duration.

Table5.7 details the complex DS/SSMA QPSK RAKE receiver’s general cordtgur. Note that

the lowpass elliptic receive filters employed in the RAKE receiver were id@niicthose used in

the narrowband receivers, with the exception of the cutoff frequefagy = 1/7.1;, = 63000 Hz.
Thus,Fig. 5.7, with .., = 1/T.1:p, @lso depicts the frequency response of the wideband system’s re-
ceive filters. Furthermore, the single RAKE receiver present in the BBstem was configured to

be perfectly synchronised with the received signal initially generatedsbydls wideband complex
transmitter, i.e. perfect carrier, chip and symbol synchronisation vestmaed on each of the RAKE
taps.
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Table 5.5: Complex Multipath Fading Channel Simulator Configurations fordds®e 5

User Number

1 2 3 4 )
P, [dB] —0.1394 —0.3866 —0.2820 —0.5303 —1.0279
Path 1 K/[dB] 9 9 9 9 9
Setup Bp; [Hz] 100 33 67 33 100
71 [S] 0 20 30 10 40
P, [dB] —15.1394 | —10.8866 | —12.2820 | —9.5303 —7.0279
Path 2 K, [dB] 0 0 0 0 0
Setup Bp 2 [HZ] 67 100 33 67 33
To [uS] 100 90 110 70 80
P [dB] —30.1394 | —24.3866 | —24.2820 | —24.5303 | —19.0279
Path 3 K3 [dB] —100 —100 —100 —100 —100
Setup Bp 3 [HZ] 33 67 100 100 67
73 [14S] 200 180 190 170 160
RMS Delay Spread:, [1s] 18.286 21.288 21.108 20.947 20.208
Coherence BandwidtB [Hz] 10937 9395 9475 9548 9897

Table 5.6: Complex Multipath Fading Channel Simulator Configurations fordgs® 10

User Number
6 7 8 9 10
Py [dB] —0.3820 | —0.2131 | —0.3764 | —0.2063 | —0.5303
Path 1 K/[dB] 9 9 9 9 9
Setup Bp1 [Hz] 67 100 67 33 33
1 [1s] 20 30 10 0 30
P, [dB] —10.8820 | —13.7131 | —10.8764 | —13.7063 | —9.5303
Path 2 K, [dB] 0 0 0 0 0
Setup Bp 2 [HZ] 100 100 67 33 67
7o [uS] 90 120 80 90 90
P [dB] —25.8820 | —22.7131 | —28.8764 | —24.2063 | —24.5303
Path 3 K3 [dB] —100 —100 —100 —100 —100
Setup Bp 3 [Hz] 33 67 33 67 33
73 [1S] 190 180 200 160 190
RMS Delay Spread , [us] 20.897 21.060 20.288 20.555 20.947
Coherence BandwidtB- [Hz] 9571 9497 9858 9730 9548
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Table 5.7: Wideband Complex DS/SSMA QPSK RAKE Receiver Configuration
Configuration Option/Parameter

Setting
CSS Families ABC, DSB CE-LI-RU Filtered GCL,
Supported Unfiltered ZC, Unfiltered QPH

Unspreaded Symbol Rates [symbols/g] 1032.786 (Length61 ABC Sequences)
984.375 (Length64 ABC Sequences)
496.063 (Length127 ABC Sequences)
1000 (All Length-63 Sequences)
Spreading Sequence Lengths [chips] 61 (Only ABC Sequences)
63 (All CSS Families)
64 (Only ABC Sequences)

127 (Only ABC Sequences)
Spreading Sequence Rate [chips/s] 63000
Effective RF Carrier [MHZz] 900
Simulation RF Carrier [MHz] 0
Receive Filters Type: Elliptic
Order:6

Cutoff Frequency [Hz]:f..: = 63000
Passband Ripple [dBi.1
Stopband Attenuation [dBJtO

Shaping: Square-Root Nyquist
Unfiltered Complex Spreading Sequencges Roll-off Factor:¢ = 0.5
Matched Filters:

Matched Filters:

Shaping: Rectangular
Filtered Complex Spreading Sequences Roll-off Factor: N/A
Demodulation Approach

RAKE Receiver

Balanced Matched Filtering
MRC, Perfect Knowledge of Path Delays

Configuration and Instantaneous Fading Amplitudes
Symbol Synchronisation Perfect for Each RAKE Receiver Tap
Carrier Synchronisation Perfect for Each RAKE Receiver Tap

Code Lock

Perfect for Each RAKE Receiver Tap
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The frequency selective fading channel simulation platform showkign 5.9 operates as follows:
Firstly, useri’s m'® data bit vectorE,ln is encoded by the channel coder under investigation. If
so required, the channel coded bits are interleaved and/or punctugiaeete),,. The vectoré!, is
modulated by uset’s baseband complex DS/SSMA QPSK transmitter to @iyé¢t). The output

5L (t) is now processed by usgis complex multipath fading channel simulator. Similar processing
is done by the other users’ multipath fading channel simulators on theitéspmodulated symbols.
Next, the channel simulator outputs are summed, followed by the addition of M\W®GBe result is
userd’s complex RAKE receiver inpuf} (t). This input is demodulated by the complex RAKE
receiver, givingy.,, which is a soft estimate afl,. Following possible de-puncturing and/or de-
interleaving ofy. , the channel decoder creates an estimaté}?pfdenoted bﬁjn. Repeating the
process described above numerous times, comp&,lr,ir@da; for each encoding instance, the BER
performance of the coded RAKE receiver-based complex DS/SSMAK@®8 munication system
can be estimated for the current channel conditions.

5.5 CONCLUDING REMARKS

This chapter set out to describe the performance evaluation platforms imyksrie the simulation
study of this dissertation. Firstly, the operation, average fading amplitudelaiion and theoreti-
cal BER performances of the narrowband complex QPSK communicatieensyamployed in the
AWGN and flat fading channel simulations Ghapter6 were considered. This was followed by a
similar discussion on the wideband RAKE receiver-based complex DS/SZRBK communication
system, employed i€hapter6’s frequency selective fading channel simulations. La§thapter6’s
AWGN, flat fading and frequency selective fading channel simulatiotfgstas, constructed using
the above mentioned narrowband and wideband communication systemgjegerded in detail.
Listed below are the unique contributions that were made in this chapter:

1. Sectiorb.2 describes the operation and theoretical BER performances of bagedand complex
QPSK communication system. This model is ideal for simulation purposes, simegsites the use
of high sampling frequencies. A novel average fading amplitude CSI lediloo technique is
presented irsections.2.3.

2. A unique baseband RAKE receiver-based complex DS/SSMA QP &kKncmication system is
presented irsection5.3. The general operation of the baseband complex DS/SSMA QPSK trans
mitter and RAKE receiver structures are detailed in this subsect®ection5.3.3 describes a
simple, but innovative method whereby average fading amplitude CSI caaltidated for each
of the output demodulated code bits after the RAKE receiver's MRC delatoin efforts. Lastly,

a simplified theoretical derivation of the wideband system’s multipath fadingreH&8ER perfor-
mance, in the absence of MUI, is considered.

3. Aflexible baseband simulation platform, suitable for AWGN channel pedioce testing of chan-
nel coding schemes, is presente®iections.4.1. This platform employs the narrowband complex
QPSK transmitter and receiver structuressettions.2. Furthermore, this platform includes real-
istic pulse shaping and receiver filters in order to ensure the authentiditye aimulation results
presented itChapter6.

4. Also built around the baseband complex QPSK transmitter and rec#ivetuses described in
Section5.2, is the baseband flat fading channel simulation platform describ8eédtion5.4.2.
This platform employs the novel complex implementationCidirkes flat fading channel simu-
lator model, presented iBection2.6.2.3. A number of frequently encountered Doppler spread
frequencies and Rician factors are supported by this simulation platfornmingnikpossible to
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determine the BER performances for channel coding schemes in a multiteetdisfic flat fading
channel conditions.

5. Sectiorb.4.3 presents one of the major contributions of this dissertation, namelyzelnalsmulti-
user multipath fading channel simulation platform, employing RAKE receiasedd complex
DS/SSMA QPSK communication systems (skection5.4.3). Not only is this simulation plat-
form a useful tool with which the communications engineer can determineféesebf multipath
fading on different channel coding schemes, but it also supports nagti@DMA experiments.
Since each user’s wideband transmitter output signal is processedtgiddual complex multi-
path fading channel simulator, realistic wideband multi-user mobile communicatiinoements
can be recreated.
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SIMULATION RESULTS

6.1 CHAPTER OVERVIEW

HIS chapter commences with extensive investigations into the operation ainigex flat and

multipath fading channel simulator structures, proposesidation2.6.2.3 andSection2.6.3.2,
respectively. Numerous simulation results verify accurate functioningeodimplex channel simu-
lators. Included are detailed time and frequency domain analyses of the sigpals generated by
these complex channel simulators. Studies into the statistical behaviourspbfiwsed simulators
are also given.

Next, Chapter6 focusses on the narrowband complex QPSK and wideband complex/RASS
QPSK communication systems, presentedsaction5.2 andSection5.3, respectively. The func-
tioning of these narrowband and wideband communication systems are iseditin perfect and
fading channel conditions. A multitude of time signals, measured at cructdryinterfaces, are
presented and extensively analysed. The frequency charactesistiesoutput signals generated by
the narrowband and wideband communication systems’ transmitter struatei@s@investigated.

Chapter5 presented multi-functional AWGN (s&ction5.4.1), flat fading (se&ection5.4.2) and
multipath fading (seesection5.4.3) simulation platforms, built around the narrowband complex
QPSK and wideband complex DSSS/MA QPSK communication systems (desuriBedtion5.2
and Section5.3, respectively), as well as the novel complex flat and multipath fadiagrek sim-
ulators (proposed isection2.6.2.3 andSection2.6.3.2, respectively). These simulation platforms
were used to obtain the large number of simulated AWGN, flat fading and mulfggittg channel
BER performance results, presented in the remaindé€hafpter6. Simulated BER performance
results are given for uncoded narrowband and wideband systems|las communication systems
employing various VA decoded convolutional and linear block codingreeise Convolutional codes
considered include binarstate, rateR. = 1/2 NSC codes (se8ection3.2.1.3.1), binarg-state,
rate R, = 2/3 RSC codes (se8ection3.2.1.3.2) and punctured (s&ection3.2.4) binary4-state,
rate R, = 1/2 RSC codes. VA decoded binary linear block codes Gkapter4) investigated in-
clude Hamming7, 4, 3) codes (se&ection3.2.2.3.1), cycliq5, 3, 2) linear block codes (se®ection
3.2.2.2), interleaved (se&ection3.2.3) Hamming 7, 4, 3) codes and punctured BCH5, 7, 5) codes
(seeSection3.2.2.3.2). In the case of the binary cydlic 3, 2) block code, VA decoding using origi-
nal and reduced BCJR trellis structures are compared. The only VAlddawn-binary linear block
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code considered in this study, with and without interleaving, is the('RS, 3) code (seeSection
3.2.2.3.3). BER performance improvements observed due to the inclusiadingfamplitude CSI
during the VA decoding of the convolutional and linear block codes invaigtifjin this study, receive
special attention.

The simulation platforms o€hapter5, as well as the VA decoded convolutional and block cod-
ing schemes considered in this study, were developed in a C++ environsiegtan OOP approach.
A large number of Matlab scripts and functions, primarily responsible forcthation and evalu-
ation of filters, pulse shapes, power delay profiles, interleavers anc#l btmle generator matrices,
were also developed. The BER performance results presented in thieichare obtained through
command-line driven executable applications, compiled uBitgf's ICC and GNU is Not Unixs
(GNU) G++ compilers forLinux platforms. In order to minimise simulation execution times, the-
ses applications’ computational load were distributed over multiple workstatiaghe University of
Pretorias I-percube donated byntel. Thel-percubeis an HPC cluster, which consists of seventeen
2.4 GHz Pentium4 stations, each station runningMandrake Linux Operating Systef®S). Fast
Ethernetconnections are used to interconnect the seventeen drone stations iGhaudter.Open
Mosixfor Linuxis responsible for transparent process migration and message haretiveeh the
stations.Appendix Esupplies an index of the simulation software scripts, function, classesoamd c
piled applications developed during this study. Upon reque€prapact Disc Read Only Memory
(CD-ROM) containing the simulation software modules listed\ppendix Ecan be obtained from
the author.

6.2 VALIDATION OF THE COMPLEX MOBILE CHANNEL SIMULATOR
MODELS

The following subsections present simulation results obtained during thegtesiihvalidation of the
novel complex flat and multipath fading channel simulators, present8ddtion2.6.2.3 andsection
2.6.3.2, respectively.

6.2.1 COMPLEX FLAT FADING CHANNEL SIMULATOR

In order to verify the correctness of its operation, three simulation tests pezformed on the com-
plex implementation o€larkes flat fading channel simulator, shownig. 2.5. These tests include
the measurement of output signals’ envelope PDFs, phase PDFs apkDspectra for the different
channel configurations, statedTable5.3. All simulation results were obtained using the complex
exponential simulator input signal;(t) = exp (j.27.f..t), with the carrier frequency chosen as
fe =2 kHz.

6.2.1.1 MEASURED ENVELOPE PROBABILITY DENSITY FUNCTION RESUL

Fig. 6.1 shows measured envelope PDFs, obtained using the complex flat ¢hdimgel simulator,
configured for Rician factors df; = —100 dB, K; = 0 dB andK; = 6 dB. These simulation results
were acquired by calculating the PDFs of the fading amplitude experiencte: simulator output
signalb;(t), for each of the different Rician factor scenarios. The fading amplitvidemation was
extracted directly from the complex flat fading channel simulator ukigg(2.56). Although it is
of no real consequence, it can be noted that the channel simulatorowfigured for a maximum
Doppler spread of3p ; = 100 Hz during the execution of these tests.
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Figure 6.1: Measured Complex Flat Fading Channel Simulator Output Sigwalope PDF Results
for Rician Factors of; = —100dB, K; = 0dB andK; = 6 dB
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Figure 6.2: Measured Complex Flat Fading Channel Simulator Output Sipaale PDF Results for
Rician Factors of{; = —oo dB (Rayleigh),K; = 0 dB (Rician) andK; = 6 dB (=~ Gaussian)

DEPARTMENT OFELECTRICAL, ELECTRONIC AND COMPUTER ENGINEERING 101



University of Pretoria etd — Staphorst, L (2005)

CHAPTER SIX SIMULATION RESULTS

6.2.1.2 MEASURED PHASE PROBABILITY DENSITY FUNCTION RESULTS

With the complex flat fading channel simulator once again configured foxanman Doppler spread

of Bp; = 100 Hz and Rician factors of{; = —100 dB, K; = 0 dB andK; = 6 dB, the measured
phase PDFs shown ifig. 6.2 were obtained as follows: Firstly, the instantaneous phase variation
¢i(t) experienced by the simulator output sighglt) was extracted directly from the complex flat
fading channel simulator, usingqg. (2.57). The results shown iRig. 6.2 were then obtained by
calculating the PDF of the output signal’s phase variations for the diff&nan factors.

6.2.1.3 MEASURED DOPPLER SPECTRA RESULTS

In order to determine whether the novel complex flat fading channel simmplaiduces valid Doppler
spectral characteristics, the simulator output signal’s PSD was measuBg §f = 33 Hz, Bp; =
67 Hz andBp,; = 100 Hz. During these simulation tests, a Rician factorrgf = —100 dB was
chosen, i.e. almost no LOS signal component was present in the simulggot signab; (¢). Fig. 6.3
shows the measured output signal PSD results obtained for the abovemadrdimnnel configuration
parameters.
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Figure 6.3: Measured Complex Flat Fading Channel Simulator Output S¥@ialResults for Max-
imum Doppler Spreads d¥p ; = 33 Hz, Bp ; = 67 Hz andBp ; = 100 Hz

6.2.1.4 DISCUSSION OF THE SIMULATION RESULTS

From the measured complex flat fading channel simulator results presaerttesl preceding three
subsections, the following conclusions can be made:

e By comparingFig. 2.2 andFig. 6.1, it is clear that the novel complex flat fading channel sim-
ulator is capable of producing Rayleigh and Rician fading envelope PREgldsely match the
mathematical models, discussedSection2.5.2.

DEPARTMENT OFELECTRICAL, ELECTRONIC AND COMPUTER ENGINEERING 102



University of Pretoria etd — Staphorst, L (2005)

CHAPTER SIX SIMULATION RESULTS

e The theoretical flat fading channel phase distributions showigin2.3 and the measured complex
flat fading channel simulator output signal phase PDFs shovriginG.2 are comparable. Thus,
the simulator is also capable of creating realistic flat fading channel plsisetions.

e Although the Doppler spectra presentedHig. 6.3 do not match the theoretical PSD shown in
Fig. 2.1 to a tee, it is close enough to ensure that the simulator output signal'g faicelope
and phase exhibit acceptable temporal characteristics. Using higtegribRdDoppler filters will
deliver improved results, but at the cost of higher channel simulator lexityp

6.2.2 COMPLEX MULTIPATH FADING CHANNEL SIMULATOR

Temporal and spectral simulation results, substantiating the satisfactagtiopeof the novel com-
plex multipath fading channel simulator, presenteéfign 2.8 of Section2.6.3.2, is presented in the
following subsection. These results were obtained using a complex exjedrsémulator input signal
s(t) = exp (j.2m. f..t), with a carrier frequency of. = 126 kHz. Furthermore, the simulation tests
were performed on a complex multipath fading channel simulator configwamtding to uset-'s
channel parameters, as givenTable5.5.

6.2.2.1 MEASURED PATH DELAYS AND POWER SPECTRAL DENSITIES
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Figure 6.4: Measured Path Delays and PSDs Created by User-1's Gaviydigpath Fading Channel
Simulator

Each of the three flat faded paths, created by the complex multipath fadimpehsimulator for
the complex input signal(t), were observed for a large number of samples. From the time signals
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obtained for each path, relative path delays and PSDs were deternfiiged.4 summarises these
findings.

6.2.2.2 DISCUSSION OF THE SIMULATION RESULTS

FromFig. 6.4 it is clear that the first, second and third paths exhibit maximum Doppleadgprof
100 Hz, 67 Hz and33 Hz, respectively. The PSDs of the first and second paths also shigredif,
but noticeable LOS signal components, i.e. carrier componerit#6atHz. Thus, these paths are
predominantly Rician distributed. The third path, however, experiencgeigh flat fading, since no
LOS component is present. In summary, the following conclusions careeendromFig. 6.4:

e The novel complex multipath fading channel simulator is capable of genegatiagable number
of statistically independent flat faded paths. Each path can be corfigitte its own maximum
Doppler spread and Rician factor.

e The relative path delays and average path powers can be configedulid realistic power delay
profiles. In this study, exponential decay power delay profiles$setiorn?2.6.3.3) were employed.

e Only fixed relative path delays are supported by the complex multipath fatisngnel simulator.
Thus, the channel simulator can only mimic time invariant, or wide sense stationdtipath
channels (se8ection2.4.1).

6.3 EVALUATION OF THE NARROWBAND COMPLEX QPSK
COMMUNICATION SYSTEM

The general operation of the narrowband complex QPSK communicatims{gescribed iSection
5.2), used during the BER performance evaluation tests performed in Adt@Nat fading channel
conditions, is evaluated in the following subsections. The complex QPSKnirsiesand receiver
structures were configured accordingable5.1 andTable5.2, respectively. Furthermore, no AWGN
was included during the tests presented in the following subsections.

6.3.1 MEASURED TIME SIGNALS

Several I-channel and Q-channel narrowband complex QPSHeedseeSection5.2.2) time sig-

nals, including the matched filter and averaged fading amplitude outputsnveasured in noiseless,

flat fading channel conditions in order to ensure the receiver's-&we operation. A complex flat
fading channel simulator (s&ectior2.6.2.3) configuration, consisting ofalB Rician factor an@3

Hz Doppler spread, were chosen for these tests. Time signals measthiedegeiver, together with

the transmitter’s original I-channel and Q-channel input symbol stréarits to square-root Nyquist
pulse shaping), are shown lig. 6.5. Note that the same symbols are present on the I-channel and
Q-channel, since the system was configured for balanced operation.

From this figure, it is clear that there is a time lag of approximatélgymbols between the trans-
mitter's symbol streams (prior to pulse shaping) and the receiver’'s ddatedistreams. This is the
result of the time delays induced by the pulse shaping filters, elliptic rectimes fised-ig. 5.7) and
matched filters. Note that this delay can be reduced by employing asymmetricédligedasquare-
root Nyquist pulse shaping filtered in the transmitter and receiver [44g&nEvith this time delay,
which is compensated for during the BER performance measurements c#ieerefunctions sat-
isfactorily (i.e. without any bit errors). Furthermore, it is clear that therage fading amplitude
calculation, accomplished by implementigg. (5.13) in the receiver, was also successful, since it
tracks the average changes in the symbol amplitudes perfectly.
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Figure 6.5: Measured Narrowband Complex QPSK Receiver’s |-@#and Q-Channel Time Sig-
nals

6.3.2 MEASURED EYE DIAGRAMS

Ensuring the correct operation of the I-channel and Q-channarsgoot Nyquist pulse shaping fil-
ters (seeEq. (5.48)), employed in the narrowband complex QPSK transmitter $eetion5.2.1),
entailed obtaining the eye diagrams of their outpbig. 6.6 shows that the eyes created by the trans-
mitter's pulse shaping filters are not open, which was to be expecteddaresgoot Nyquist pulse
shaping.

Similar eye diagram results were obtained for the I-channel and Q-ehamatched filter outputs
in the narrowband complex QPSK receiver, which are showfign6.7. From inspection it is clear
that the receiver’s eye diagrams are completely open at the appropmapdirsg instances. This was
to be expected, since the square-root Nyquist pulse shaping in thenttinsand matched filtering
in the receiver combine to give overall Nyquist filtering with open eye @iagy [44]. Note that a
noiseless channel, without any fading effects, were used to obtainrgsages.

6.3.3 MEASURED POWER SPECTRAL DENSITIES

PSDs were calculated for several of the critical time signals present imth@vband complex QPSK
communication system. These included PSDs for the transmitter’s I-chamh€-ghannel symbol
streams, before and after square-root Nyquist pulse shapingllessviRSDs for the outputs of the I-
channel and Q-channel AWGN limiting elliptic receive filters. A perfectroie, without any AWGN

or flat fading effects, was used to obtain these PSDs. From these remisted inFig. 6.8, it is
clear the square-root Nyquist pulse shaping limited the transmitter’s efemitput signal bandwidth
from 1000 Hz to 750 Hz, as predicted biqg. (5.49). Furthermore, the PSDs for the outputs of the I-
channel and Q-channel elliptic receive filters show significant redugtiothe frequency components
above750 Hz, without causing major distortions in the amplitude spectra of the informatioyirng
frequency band from Hz to 750 Hz.
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Figure 6.8: Measured PSDs of the Narrowband Complex QPSK Communi&tstem

6.3.4 DISCUSSION OF THE SIMULATION RESULTS

From the eye diagram, time signal and PSD simulation results presented ind¢bdipgesubsections,
the following observations can be made:

The square-root Nyquist pulse shaping employed in the narrowbangler QPSK transmitter,
effectively reduces the required transmission bandwidtbd9yg.

Applying square-root Nyquist matched filtering in the narrowband com@RS8K receiver, results
in open eye diagrams under perfect channel conditions, i.e. no ISéseprin the demodulated
signals.

Initial limiting of the AWGN entering the narrowband complex QPSK receivernuiscessfully
accomplished by thé'* order elliptic lowpass receive filters, present on the I-channel and Q-
channel branches (s&@. 5.2). By splitting the Nyquist filtering function between the transmitter
and receiver, additional AWGN suppression is achieved.

The average fading amplitude calculation method proposé&eation5.2.3 proved to be success-
ful. Thus, perfect fading amplitude CSI information can be extracted frantomplex flat fading
channel simulator for use in the VA (s8ectiord.4.2.2).

6.4 EVALUATION OF THE RAKE RECEIVER-BASED COMPLEX DS/SSMA

QPSK COMMUNICATION SYSTEM

In the following subsections the general operation of the complex RAK&wechbased DS/SSMA
QPSK communication system, describediection5.3, is evaluated. Recall fro®ection5.4.3 that
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this communication system forms the basis of the simulation platform employed dleiBER per-
formance evaluation tests performed in multipath fading channel condititvesteBults presented in
the following subsections were obtained in noiseless channel conditichs single wideband trans-
mitter (seeFig. 5.3.1), configured according fable5.4, and RAKE receiver (sdgg. 5.3.2), con-
figured according tGable5.7. Furthermore, the results presented here were obtained using é&ngth-
CSSs.

6.4.1 MEASURED TIME SIGNALS

Time signals were measured at critical points in the complex DS/SSMA QPSK coigatian sys-

tem, functioning in noiseless multipath fading channel conditions. This wastdansure the overall
error-free operation of the complex RAKE receiver-based DS/SSNM&Ksystem’s modulator, de-
modulator and average fading amplitude estimator Sion5.3.3). ABC sequences (s&ection
D.3.2.2) and ZC CSSs (s&ectionD.3.1.1) were adequate selections to prove the operation of these
building blocks for filtered and unfiltered CSS families, respectively. Tdmpiex multipath fading
channel simulator (sefeéig. 2.8 in Section2.6.3.2) employed, were configured according to user-
channel parameters ifable5.5. Fig. 6.9 depicts the measured time signals obtained for the complex
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Figure 6.9: Measured I-Channel and Q-Channel Time Signals for abaideComplex DS/SSMA
QPSK Communication System Employing ABC Sequences (with Rectangular Sldgeng) in
Noiseless Multipath Fading Channel Conditions

DS/SSMA QPSK communication system using ABC sequences, without artyoadt chip-level
pulse shaping, other than the default rectangular pulse shaping. Sinsildtsrare shown irfrig.
6.10 for a system employing ZC CSSs with square-root Nyquist pulsérghégeeEq. (5.48)) in the
transmitter and matched filtering in the RAKE receiver.

FromFig. 6.9 andFig. 6.10 the following observations can be made: Firstly, the same symbols are
transmitted on the I-channel and Q-channel, since the system is codfigurealanced operation.
Secondly, note the minor time delays between the transmitted symbols and dentdytatmls.
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Figure 6.10: Measured I-Channel and Q-Channel Time Signals for ab&iii Complex DS/SSMA
QPSK Communication System Employing ZC CSSs (with Square-Root Nyqust Bhaping) in
Noiseless Multipath Fading Channel Conditions

This delay is approximatel¥16 us (Tnq = 200us maximum excess delay (sEq. (2.13)), plusl6

1S rectangular pulse shaping and matched filtering delay) for the systemyaéngpfBC sequences
and320 uS (Tme: = 200us maximum excess delay, pltig0 us square-root Nyquist pulse shaping
and matched filtering delay) for the system employing ZC CSSs.

6.4.2 MEASURED EYE DIAGRAMS

Shown inFig. 6.11 are the measured eye diagrams of the I-channel and Q-chatsetpaping filter
outputs of a complex DS/SSMA QPSK transmitter, employing QPH CSSs with chépdguare-root
Nyquist pulse shaping. The motivation behind using QPH CSSs during lidatian of the opera-

tion of the wideband complex transmitter's square-root Nyquist pulseirgidifiers, are two-fold:
Firstly, recall fromTable5.4 that no additional pulse shaping is employed for the ABC sequences and
DSB CE-LI-RU filtered GCL CSSs (se®ectionD.3.2.1). Secondly, QPH CSSs are chosen over ZC
CSSs, due to the fact that these CSSs’ chips take on only bipolar amplitwde devthe I-channel

and Q-channel branches prior to square-root Nyquist pulse gha@ionversely, ZC CSSs exhibit a
multitude of chip amplitudes (se&ectionD.3.1 inAppendix D, resulting in intricate eye diagrams.

As was to be expected, the eyesHig. 6.11 are not completely open. However, applying square-
root Nyquist matched filtering on the I-channel and Q-channel beschthe complex DS/SSMA
QPSK RAKE receiver, not only limits the AWGN and MUI entering the receikat also thoroughly
opens the eyesrkig. 6.12 shows such I-channel and Q-channel matched filter output eyeadia

for a complex RAKE receiver-based DS/SSMA QPSK system employing QBHs (seé&ection
D.3.1.2). Note that these eye diagram results were obtained in perfeetassichannel conditions
with no multipath fading effects.
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Figure 6.11: Measured Eye Diagrams of the QPH CSS-Based Widebanpl©&oDS/SSMA QPSK
Transmitter’s I-Channel and Q-Channel Pulse Shaping Filter Outputs
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Figure 6.12: Measured Eye Diagrams of the QPH CSS-Based Widebanpl€oDS/SSMA QPSK
RAKE Receiver’s I-Channel and Q-Channel Matched Filter Outputs
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6.4.3 MEASURED POWER SPECTRAL DENSITIES

A multitude of PSDs were calculated for RAKE receiver-based complex B 8/SQPSK commu-
nication systems, employing the filtered and unfiltered CSS families presentgibendix D The
PSDs were computed for transmitter output signals (before and afterghalpang), as well as elliptic
receive filter output signals. Perfect noiseless channel conditidtts new multipath fading effects,
were used to obtain the PSD results presented here for DS/SSMA systegseungth M., = 63
CSSs.

Fig. 6.13 shows the PSD results obtained for a system employing unfiltered Z€. 08fte that
the first zero in the spectrum occurss8000 kHz, as was to be expected. After square-root Nyquist
filtering, the transmission bandwidth required is reduced to approximBtgly= 47250 kHz, as was
predicted byEq. (5.50). Lastly, the PSD of the output of th& order elliptic receive filter (bottom
PSD inFig. 6.13) clearly shows a considerable suppression of out-of-band sigm@onents.

Results similar to that oFig. 6.13 are shown irFig. 6.14 for a system employing QPH CSSs.
Once again, square-root Nyquist pulse shaping has limited the requareghtission bandwidth to
approximatelyB,;, = 47250 kHz. Furthermore¢™ order elliptic receive filtering suppressed un-
wanted signal components entering the RAKE receiver outside this band.

The measured PSDs of the first filtered CSS family considered, showed.ir6.15, are those of
DSB CE-LI-RU filtered GCL sequences. Recall that no additional puisgisg is employed for
these sequences, since built-in filtering occurs during their generaterSéstionD.3.2.1). Fur-
thermore, fromFig. 6.15 it is clear that, when this filtered CSS family is employed in a complex
DS/SSMA QPSK system (configured for balanced operation), transmitteabPSD characteristics
consistent with Nyquist’s minimum (roll-off facter= 0) bandwidth criteria, as was claimed$®ec-
tionD.3.2.1, are obtained. Thus, the required transmission bandwidth is apjteky B,;, = 31500

Hz, as was predicted byq. (5.51). According to the bottom figure Fig. 6.15, the elliptic receive
filters once again limited the out-of-band noise entering the RAKE receiver.

Finally, the PSDs of a complex DS/SSMA QPSK system, employing ABC segs@meebalanced
configuration, fall under the spotlight fig. 6.16. Note that the application of this CSS family in
such a transmitter configuration, results in SSB transmitter output PSDs. daidbband system
presented in this study, upper sideband SSB transmitter output signaéaragd. Furthermore, the
upper sideband appears in correspondence with Nyquist’s minimum ffrédletor ¢ = 0) bandwidth
criteria. Thus, as predicted Wyg. (5.52), the required transmission bandwidth is approximately
Bsiq = 15750 Hz. Wideband noise (AWGN or MUI) entering the RAKE receiver will béfisiently
bandlimited by the elliptic receive filters, as can be seen from the bottom PED.i6.16.

6.4.4 DISCUSSION OF THE SIMULATION RESULTS

Some insights into the operation of the complex RAKE receiver-based DSASIREK communi-
cation system presented in this study, gained from the eye diagram, time @&ghRSD simulation
results discussed in the preceding subsections, are as follows:

e The transmission bandwidth of complex DS/SSMA QPSK transmitters, employiiitered ZC
and QPH CSSs, were reduced &% by employing square-root Nyquist pulse shaping. Fur-
thermore, the square-root Nyquist matched filtering, applied in the compE$EMA RAKE
receivers for these CSS families, delivered open eye diagrams uerdectchannel conditions.
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Employing Length63 ZC CSSs
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By employing filtered CSSs, even greater improvements were made on theedetqansmission
bandwidth: DSB CE-LI-RU filtered GCL sequences reqiig7% of the transmission bandwidth
that the unfiltered CSSs (with chip-level square-root Nyquist pulsgisgarequire. Moreover, by
generating SSB wideband transmitter output signals, ABC sequencesr figtluce this bandwidth
requirement to only 33.33%.

Primary limiting of AWGN and MUI entering the wideband complex DS/ISSMA QPSKKEA
receiver is effectively accomplished by the* order elliptic lowpass filters, present on both the
I-channel and Q-channel branches (&g 5.4). Further noise and interference suppression is
performed by the matched filtering, which attempts to maximise the SNR.

FromFig. 6.9 andFig. 6.10 it is clear that the average fading amplitude calculation scheme for
complex DS/SSMA QPSK RAKE receivers, proposedsiection5.3.3, is successful for systems
employing filtered or unfiltered CSSs. Thus, perfect fading amplitude G&inmation can be ex-
tracted, from a complex multipath fading channel simulator, for use in the &&39sctior4.4.2.2).

The PSDs of the QPH CSSs, shownFig. 6.13, exhibit classisinclike profiles, since these
sequences are generated using multiple, unique binary sequenc8g¢tieeD.3.1.2). However,
the GCL CSSs [9] considered, i.e. ZC, ABC and DSB CE-LI-RU filtered &SSs, appear to
possess relatively flat PSDs in their respective transmission bandwidhifsscan be attributed to
their chirp-like natures (se®ectionD.3).

Recall fromTable5.4 that the symbol rate of the complex DS/SSMA QPSK transmitters, employ-
ing lengthM,., = 63 CSSs, ar@000 Hz prior to spreading. Hence, usiig. (D.4) andEq. (D.5)

from SectionD.2.4, it follows thatSF' = 63 and PG = 17.99 dB for all of the CSS families con-
sidered. Thus, in the presence of narrowband interferers or jamminglsidgengths3 CSSs will

be able to improve the SNR (or signal-to-inference ratio, to be precisegafideband commu-
nication system by at lea$%.99 dB. Since ABC sequences only occupy half of the transmission
bandwidth required by the other CSSs considered, it can be arguddSHaEMA communication
systems employing these sequences will only be affected by jamming signat&iragthalf of

the effective transmission bandwidth required by the non-SSB CSSseHigran be postulated
that ABC sequences will exhibit superior narrowband interferenppression, when compared to
the other CSSs families. In this study, however, SS was investigated psrali¥i& mechanism,
and not as a narrowband interference suppression approaclhicAsiis this study thé&rocessing
Gain (PG) is not of such great importance, but rather the periodic autelation (seeSection
D.2.2) and cross-correlation (s8ectionD.2.3) characteristics of the CSSs employed, since these
characteristics govern the BER performance of a DS/SSMA system due poesence of MUI.

An inspection of the PSDs presentedFig. 6.13 toFig. 6.16 reveals that, when compared to
DS/SSMA systems using binary spreading sequences or unfiltered @B8band systems em-
ploying either square-root Nyquist chip-level pulse shaping or theddt€SS families described
in Appendix D require less transmission bandwidth. This is most apparent for the ABOSB
CE-LI-RU filtered GCL CSSs. Thus, for a fixed data rate, using squayeNyquist pulse shaping,
or CE-LI-RU filtering, in conjunction with CSSs, it is possible to employ longepuences without
conceding PG or exceeding the transmission bandwidth requirements gli@alent DS/SSMA
system using, for example, unfiltered binary Gold spreading sequenh&ssequence length in-
crease (and resultant user capacity increase) can be modelled asvatesiSpreading Sequence
Length Diversity(SSLD), a novel concept which is introducedSectionD.2.6. Using the calcu-
lated bandwidth results, given Iq. (5.50) toEq. (5.52), for an unspreaded bit rate @f00 b/s
and CSS length oM,., = 63, the Bandwidth Expansion Facter(BEF) (seeSectionD.2.5) and
SSLDs given inTable6.1 were calculated for wideband complex DS/SSMA systems employing
the CSS families presented Appendix D Also given in this table, are the BEFs and SSLDs for
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DS/SSMA systems employing unfiltered binary Gold sequences, unfilter&i=83 and unfiltered
QPH CSSs. According tdable6.1, in order to occupy 426 kHz transmission bandwidth, it is

Table 6.1: Comparison of the BEFs and SSLDs for Different Filtered amfitéred Spreading Se-
quence Families wittf,;; = 1000 b/s, M., = 63 chips andf.;, = 63000 Hz.

Spreading Sequence Family BEF | SSLD
Unfiltered Binary Gold Sequences 63 1
Unfiltered ZC CSSs 63 1
Unfiltered QPH CSSs 63 1

Square-Root Nyquist (Roll-off Factgr= 0.5) Filtered ZC CSSs|| 47.25 | 1.333
Square-Root Nyquist (Roll-off Factgr= 0.5) Filtered QPH CSSg| 47.25 | 1.333
DSB CE-LI-RU filtered GCL CSSs 31.5 2
ABC Sequences 15.75 4

possible to use ABC sequences with four times the length (for example Iahigth= 251) of
unfiltered binary Gold sequences, thereby produciiigd® improvement in PG, better periodic
correlation characteristics (i.e. lowered RAKE self-noise and MUI leyels) most importantly,
a higher CDMA user capacity. To illustrate this statement, consider an aybstize\// e

fam

family of filtered IengthMJJéMEd GCL-like CSSs (such as ABC or DSB CE-LI-RU filtered GCL
CSSs). Iffiered is a prime number)/{ " is calculated as follows (derived frofy. (D.9)):

am

Mfiltered _ Mfiltered -1

fam seq
~ SSLD.Muniered _ (6.1)
~ SSLD. (Mppitred 4 1) -1

In this equationMé‘er iltered gnd M}*:n];“tmd respectively denote the CSS length (also a prime
number) and family size of an unfiltered CSS family, requiring the same trarismisandwidth

as the filtered CSS family. For example, a DS/SSMA system using unfilterethléng, = 61

ZC CSSs will require approximately the same transmission bandwidth as a gysitggnlength
M,.q = 241 ABC sequences. However, the ZC sequence-based system suppgréd users,
whereas the ABC sequence-based system supports approxirdétely 4.(60 + 1) — 1 users

(to be precise, it supports up 20 users). Although the remainder of this study presents BER
performances for coded wideband RAKE receiver-based complé2ENA systems using only
length M., = 63 CSSs, the influence of sequence length on MUI in uncoded widebandeomp
DS/SSMA systems, employing ABC sequences, is briefly investigat8ddétion6.5.1.3.3.

6.5 BIT-ERROR-RATE PERFORMANCE EVALUATION RESULTS

The following subsections present the BER performances results abfairseveral different coding
schemes under AWGN, flat fading and multipath fading channel conditibmsse coding schemes
include uncoded systems, NSC codes Seetion3.2.1.3.1), RSC codes (s&ection3.2.1.3.2), bi-
nary cyclic block codes (VA decoded using original and reduced trétlistsaires (seSectiord.3.2)),
binary Hamming block codes (se&ection3.2.2.3.1) (with classic ML and VA decoding), binary
BCH block codes (se8ection3.2.2.3.2) with VA decoding, as well as non-binary RS block codes
(seeSection3.2.2.3.3) withBerlekamp-MassefseeAppendix B and VA decoding. The influence of
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puncturing (se&ection3.2.4) and interleaving (se&ection3.2.3) are also investigated for several of
these coding schemes.

Simple narrowband complex QPSK (seectiorb.2) transmitters (configured accordinglable5.1)
and receivers (configured accordingTable5.2) were employed in the AWGN and flat fading BER
performance evaluation platforms, shownFig. 5.5 (seeSection5.4.1) andFig. 5.8 (seeSection
5.4.2), respectivelyTable5.3 summarises the different channel configurations considered dheng
flat fading channel BER performance tests.

Multipath fading BER performance test results were obtained using the sinmulattform por-
trayed inFig. 5.9 (seeSectiorb.4.3). Table5.4 andTable5.7 detail the respective complex DS/ISSMA
QPSK transmitter (se®ectiorb.3.1) and RAKE receiver (s&ectiorb.3.2) configurations employed
by each of the users in the CDMA system. Upltbusers were supported in these performance eval-
uation tests in order to investigate the effects of MUble5.5 andTable5.6 contain the individual
complex multipath fading channel simulator (S==tior2.6.3.2) configurations, associated with each
of the 10 possible CDMA users. Results presented here not only contrast thepBEstmances ob-
tained using different CSS families, but also the influence of CSS lengttse@auence selection
approach for ABC sequence-based CDMA system.

6.5.1 UNCODED COMMUNICATION SYSTEMS

In the following two subsections simulated and theoretical BER performasséts are presented
for uncoded narrowband complex QPSK communication systemsS@ei#on5.2), functioning in
AWGN (seeSection2.2) and flat fading (seBection2.5.1.1) channel conditions. Thereafter, simu-
lated BER performance results are presented for uncoded widebamdesoDS/SSMA QPSK sys-
tems (see&ections.3), employing the filtered and unfiltered CSSAppendix D in multi-user fre-
guency selective fading (s&ection2.5.1.1) channel conditions. The results given here will be used
as baseline references for the simulated BER performance results afdée systems, presented in
the remainder of this chapter.

6.5.1.1 AWGN CHANNEL RESULTS

Fig. 6.17 shows the simulated BER performance of an uncoded complex QPSK cicatan
system (se&ections.2) in an AWGN environment (se®ection2.2). The theoretical curve, defined
by Eq. (5.20), is also present on this figure.

6.5.1.2 FLAT FADING CHANNEL RESULTS

The simulated BER performance results for uncoded complex QPSK systea®e(tion5.2), op-
erating in flat fading channel conditions with maximum Doppler spreads $se&on2.4.3.3) of
Bp,; = 33 Hz andBp; = 100 Hz, are shown irfFig. 6.18 andFig. 6.19, respectively. The simulated
results shown here include BER curves for Rician factors f&mtion2.5.2.2) of K; = —100 dB (i.e.
fading amplitudes with near-Rayleigh PDF#); = 0 dB andK; = 9 dB. Also depicted on these
figures are the uncoded system’s AWGN BER performance curve, hasvthe theoretical BER
performance curve for slow Rayleigh flat fading channel conditionsengoy Eq. (5.24).
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Figure 6.17: BER Performances of an Uncoded Narrowband Compl&K@®»mmunication Sys-
tem in AWGN Channel Conditions
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Figure 6.18: BER Performances of an Uncoded Narrowband Compl&K@®»mmunication Sys-
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Figure 6.19: BER Performances of an Uncoded Narrowband Compl&K@®»mmunication Sys-
tem in Flat Fading Channel Condition8p ; = 100 Hz

6.5.1.3 MULTIPATH FADING CHANNEL RESULTS
6.5.1.3.1 BER Performance Results for the Different CSS Families

The simulated BER performance curves for uncoded RAKE receised complex DS/SSMA
QPSK communication systems, employing length., = 63 ABC (seeSectionD.3.2.2), DSB CE-
LI-RU filtered GCL (se€SectionD.3.2.1), ZC (seé&ectionD.3.1.1) and QPH (seBectionD.3.1.2)
CSSs in multipath fading channel conditions, are showhign 6.20,Fig. 6.21,Fig. 6.22 andFig.
6.23, respectively. Note that sequences were optimally selecte®éstion6.5.1.3.2) for the ABC
sequences scenario, whereas arbitrarily selected sequencessedrduwing the experiments with
DSB CE-LI-RU filtered GCL, ZC and QPH CSSs. The reasoning behinds#tsence selection ap-
proach is motivated iection6.5.1.3.2.

In Fig. 6.20 toFig. 6.23 simulated BER performance curves are shown for complex DS/SSMNXQP
communication systems employing two different types of receiver structbresly, the BER per-
formance curves for systems employing classic non-RAKE receivertgtal(i.e. single tap RAKE
receivers) are shown. Secondly, simulated BER performance resulgdtems using the complex
DS/SSMA QPSK RAKE receiver structure 6fg. 5.4, are depicted. In the case of the RAKE
receiver-based simulations, uses-receiver was configured accordingTable5.7, with the RAKE
receiver’s tap delays and weights configured for perfect MRC $&stion5.3.2) by matching them
to userd’s unigue multipath fading channel parameters. Due to their obvious superiformances,
only RAKE receiver structures were used to obtain the multipath fadingnehamulation results
presented in the remainder of this chapter. For reference purposeBER performance of an un-
coded DS/SSMA QPSK communication system (without a RAKE receiveBrading in a single
path, non-fading AWGN channel, is also present on these figures.
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Figure 6.20: BER Performances of Uncoded Wideband Complex QPSK Coitation Systems
Employing ABC Sequences in Multi-User Multipath Fading Channel Conditidbhg, = 63
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Figure 6.21: BER Performances of Uncoded Wideband Complex QPSK Coitation Systems
Employing DSB CE-LI-RU Filtered GCL CSSs in Multi-User Multipath Fading OmelrConditions,
Mgeq = 63
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The simulated BER performance results, presenteledwey et alin [158] for a DS/SSMA system a
employing32-tap RAKE receiver structure, are also included-ig. 6.20,Fig. 6.21,Fig. 6.22 and
Fig. 6.23. In [158],Povey et alconsidered a DS/SSMRBifferential Phase Shift KeyinPPSK) sys-
tem, configured for a bit rate df8 kb/s and a PN spreading sequence of length, = 1024 chips.
The multipath fading channel modEbvey et al.employed during their Monte Carlo simulations,
consisted of. = 32 resolvable paths, each path configured to generate a Rayleigh fadiriigudiisn
(seeSection2.5.2.1) and maximum Doppler spread®f,; = 100 Hz (seeSection2.4.3.3). Fur-
thermore, this multipath fading channel implements an exponential decay pelesr profile (see
Section2.6.3.3) and a maximum excess delayrpf,. = 6.5 us (seeSection2.4.3.1), with the32
paths evenly spread over this time frame. In their stldygy et alconsidered MRC, DPC and EGC
RAKE combining techniques.

10° 1

N
O-
o
i

o

Simulated Bit Error Probability
1S
T

r| = 1-User, no RAKE, AWGN

—— 1-User, no RAKE

L <~ 1-User, 3-Tap RAKE

F| = 5-Users, no RAKE

r| > 5-Users, 3-Tap RAKE

[| -8~ 10-Users, no RAKE

|| -©- 10-Users, 3-Tap RAKE

—— Povey et ., 1-User, 32-Tap RAKE, MRC

|| —#— Povey et al., 1-User, 32-Tap RAKE, DPC

—A— Povey et a., 1-User, 32-Tap RAKE, EGC
1 I

=
o
[}

| |
-10 -5 0 5 10 15
Average Eb/ N o [dB]

10"

Figure 6.22: BER Performances of Uncoded Wideband Complex QPSK Coitation Systems
Employing ZC CSSs in Multi-User Multipath Fading Channel Conditiavs,, = 63

6.5.1.3.2 The Influence of CSS Selection - An ABC Sequences Case $tud

Not only is it intuitively understandable, but also a known fact that theaging sequence length
M,.q is the predominant factor dictating the sequence family 8izg,,,. For example, for the GCL
sequences [9] considered in this study (ABC, DSB CE-LI-RU filtered.@fd ZC CSSs), the family
size can be determined usiig. (D.9). From this equation it is apparent that the largest sequence
families are obtained using prime sequence lengths. This notwithstandiregatjen of GCL CSSs

[9] require the selection of sequence numbers that are relatively prichg4p As such, in order to
obtain a valid lengtté3 ABC sequence, the sequence numberust be selected such that SN,
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Figure 6.23: BER Performances of Uncoded Wideband Complex QPSK Coitation Systems
Employing QPH CSSs in Multi-User Multipath Fading Channel Conditidds,, = 63

with SN, the valid sequence number set, given by:

SN;:{SNLS%%WWSNyﬁm}
—{1,2,4,5,8,10,11,13, 16, 17, 19, 20, 22, 23, 25, 26, 29, 31, 32, (6.2)

34,37,38,40,41, 43, 44, 46, 47,50, 52, 53, 55, 58, 59, 61, 62}

Although all of these sequence numbers represent unique CSSsritia aasigned td/,, .- unique
CDMA users, care must be taken during this assignment process inomeaximising the BER per-
formance of the DS/SSMA system with regards to MUI, especially whgp,,, > M,,.-. Optimal
sequence selection forM,,,..-user CDMA system involves finding th¥e,,;.,, CSSs which exhibit
the best periodic auto-correlation and cross-correlation propergeséstionD.2) for all possible
pair-wise comparisons of sequences in the family. This exhaustivehssalection process can be ex-
tremely tedious to perform manually, as well as fairly complex to automate, iafipéar long CSSs
that exhibit intricate periodic correlation functions [48]. Hence, spgrepdequence designers are
always interested in finding simple rule-of-thumb sequence selection algsrithr popular spread-
ing sequence families. One such a rule-of-thumb selection method for GSk &S been proposed
by StaphorstandLindein [162]. The proposed optimal GCL CSS selection method generates the

subset of optimal valid sequence numbgrg, C SN,, with SN, = {SN(}, . SN%"””"L”}. This
is accomplished by firstly settinN! = 1, followed by exhaustively extracting afi N} € SB,,
WM1i:QPHJW@thﬁwwhthNgmo«ﬁA@)#(LWM1j:2PWAQm1MMj#i.ﬂw&
according to the proposed selection algorithm, the optimal values of therseguember must not

only be limited to integer values relatively primelé,.,, but also all possible pair-wise combinations
of the elements i5' N,,, except for pairings witt N! = 1, must be relatively prime. Executing this
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selection procedure for the valid sequence number set giv&ybif.2) for lengthi/,., = 63 ABC
sequences, the following optimal valid sequence number subset is obtained

SN, = {1,2,5,11,13,17,19, 23,29, 31} (6.3)

Fig. 6.24 presents the simulated multi-user multipath fading BER performance abtained for
uncoded complex DS/SSMA QPSK systems, employing leGgtABC sequences arbitrarily se-
lected fromEq. (6.2)'s valid sequence number set and sequentially selectedHEtpii6.3)’s optimal
sequence number set. Both non-RAKE and RAKE complex receivetstascare considered.
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Figure 6.24: BER Performances of Uncoded Wideband Complex QPSK Coitation Systems
Employing Arbitrarily and Optimally Selected ABC Sequences in Multi-User Multipatidling
Channel Conditions)/,., = 63

Similar experiments were performed with complex DS/SSMA systems employing ESBI-RU
fitered GCL and ZC CSSs, but no major BER performance improvementsol&amed. Thus, the
success of the proposed sequence selection technique is limited to ABénsegu As such, the
multi-user multipath fading results presented in the remainder of this chapterobtined with op-
timally selected ABC sequences and arbitrarily selected DSB CE-LI-RU fili@@L, ZC and QPH
CSSs.

6.5.1.3.3 The Influence of CSS Length - An ABC Sequences Case Study

According to the discussion iection6.4.4 on the comparison of the spectral characteristics of the
different CSS families considered in this study, it is possible to increasenpthlef filtered CSSs

by a factor of SSLD in order to produce a BEF equivalent to that obtaivtesh direct spreading

is performed with unfiltered CSSs or binary sequences. Longer seglemgths provide larger se-
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guence family sizes, which in turn allows for increased user capacity inS8EMA system without
increasing transmission bandwidth or relinquishing PG. Moreover, aed figser load, longer CSSs
produce better BER performances than shorter CSSs, due to their irdgresredic correlation char-
acteristics [48]Fig. 6.25 depicts the multi-user multipath fading channel BER performances otbtaine
using lengtht1, 64, 63, and127 ABC sequences in a complex RAKE receiver-based DS/SSMA sys-
tem. Lengthi27 ABC sequences are of particular interest, since these sequences@@BEF
nearly identical to that of length3 DSB CE-LI-RU filtered GCL CSSs, which is used extensively
during the remainder of this chapter's multi-user multipath fading channel dionga Simulated
curves are included oRig. 6.25 for length61 and length64 ABC sequences in order to investigate
the validity of widespread beliefs that prime length and even length ABC segag@roduce superior
and inferior MUI BER performances, respectively. Note that, for althef sequence lengths con-
sidered, the ABC sequences assigned to CDMA users were optimally selemte the respective
sequence families, as describediection6.5.1.3.2.
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Figure 6.25: BER Performances of Uncoded Wideband Complex QPSK Coitation Systems
Employing ABC Sequences of Different Lengths in Multi-User Multipath Fgdihannel Conditions

6.5.1.4 DISCUSSION OF THE SIMULATION RESULTS

The following important observations can be made from the uncodedwtzairml and wideband
communication systems’ AWGN, flat fading and multipath fading channel BERRmeance results,
presented in the preceding three subsections:

1. Conclusions and observations from the AWGN channel results:

e The simulated and theoretical BER performance curves for narrondmanglex QPSK com-
munication systems, operating in AWGN channel conditions, showiging.17, are almost
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identical, as was to be expected. The slight deviation between these twas @an be at-
tributed to the AWGN-limiting operation of the elliptic receive filters (Sz=tions.4.1).

2. Conclusions and observations from the flat fading channel results:

e The BER performance curve shown kiig. 6.18 for flat fading channel conditions with a
Rician factor of K; = —100 dB (i.e. Rayleigh fading amplitude PDF) and a maximum
Doppler spread of3p; = 33 Hz, closely resembles the theoretical curve, definedqy
(5.24). However, the same can not be said forfhe; = 100 Hz maximum Doppler spread
scenario (shown iffig. 6.19), especially at high', /Ny values. The difference in the degree
of similarity between the theoretical and simulated curves for different maximappler
spread scenarios can easily be explained: Recall Beation5.2.4.2 that a slow flat fading
channel, where the fading amplitude stays essentially constant duringygabiol interval,
was assumed in the derivation B§. (5.24). As such, for the symbol rate 8900 Hz (see
Table5.1), a maximum Doppler spread Bfp ; = 33 Hz results in a slow flat fading channel
scenario, which is similar to the theoretical channel conditions assun&etiions.2.4.2.

3. Conclusions and observations from the multi-user multipath fading chieasudts:

(&) Comparison of complex DS/SSMA systems employing legticSSs from the different
families considered in this study:

e From the multipath fading channel results showrFig. 6.20 toFig. 6.23, it is clear
that, for a single user scenario, thd¢ap RAKE receivers perform better than the non-
RAKE receivers for all families of CSSs considered in this study. This i @ige for
the 5-user andl0-user CDMA systems employing DSB CE-LI-RU filtered GCL, ZC
and QPH CSSs. In the case of ABC sequences, the RAKE receivetusgyproduces
results that are inferior to regular single branch DSSS/MA QPSK reweivEhis can
be attributed to the weak periodic auto-correlation and cross-correlatqemies [48]
(seeSectionD.2.3) of ABC sequences, which result in the generation of excessifre s
noise and MUI on each of the respective taps of the complex DS/SSMA @GS«
receiver (se€ig. 5.4). DSB CE-LI-RU filtered GCL CSSs also suffer from poor periodic
correlation characteristics [48], which are arguably the major contribédictgrs for the
RAKE receiver’s less than impressive BER performance results (ifveei@ggainst the
BER performances of the non-RAKE receiver), when compared toothidte ZC and
QPH CSS-based systems.

e The DSB CE-LI-RU filtered GCL and ABC sequences tend to exhibit infgréviodic
cross-correlation properties [48]. As a result, these CSSs generegédvild than the ZC
and QPH CSSs, which yields poor BER performances at high user |Ibadgxample,
from Fig. 6.21, al0-user complex RAKE receiver-based DS/SSMA QPSK system, em-
ploying DSB CE-LI-RU filtered GCL CSSs, operatingla/ Ny = 13 dB, has a BER of
Py(e) ~ 1/430, whereas system employing ABC sequences performs even worse with
an error floor ofP,(e) ~ 1/140. In contrast, of all the CSS families considered,0a
user CDMA system employing ZC CSSs delivers the best performangg/afy = 13
dB, with a BER ofP,(e) ~ 1/650.

¢ In general, the use of RAKE receivers did not results in large BERopmence im-
provements over that of the non-RAKE receivers. This can be attributesttact that
the first propagation path in each CDMA user’s exponential decay pdelay profile
(seeSection2.6.3.3) carries the majority of the transmitted output power. Fiam
ble 5.5 it follows that, if usert transmits att W output power,0.9684 W, 0.0306 W
and 0.00096841 W of the transmitted power will be carried by paths2 and 3, re-
spectively. As such, a non-RAKE receiver effectively proce$sesi4 W of the total
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received power. Thus, by using RAKE receiver structures, a tgatatiprovement of at
least10.logy (g5657) = 0-1394 dB in averager, /Ny was to be expected. The fact that
gains higher than this are achieved, especially at low user loads, is theséttof the
diversity obtained through the RAKE receiver's MRC operation.

e FromFig. 6.20,Fig. 6.21,Fig. 6.22 andrig. 6.23 it is abundantly clear that, irrespective
of the CSS family employed, th&-tap RAKE receiver system, presented Bgvey
et al. in [158], outperforms th&-tap RAKE receiver system presented in this study,
even though the multipath fading channel environment they consideredawasore
severe [ = 32 independent paths with no LOS signal component present on any of
the paths). However, their RAKE receiver linearly processes 32 distomes of the
transmitted signal, thereby achieving extremely high diversity gains. Aouptd the
CLT [47], by combining such a high number of statistically independent Rayleaths,
more ideal, Gaussian-like channel conditions are produced. Furtherriar length
M,.q = 1024 PN sequence considered in their study has near-perfect periodic auto
correlation properties (segectionD.2.2). Hence, no detrimental self-noise is generated
inside the RAKE receiver structure. However, the same can not befdaAKE receiver
structures employing the CSSs presenteféippendix D

e The BER performance results obtainedRnyey et al[158], presented ifrig. 6.20,Fig.
6.21,Fig. 6.22 andFig. 6.23, indicate that MRC is a more powerful RAKE combining
technique than EGC or DPC [158]. As such, it justifies this study’s use RCNh
the RAKE receiver structures of the wideband complex DS/SSMA QPSi€msgsused
throughout the multi-user multipath fading channel simulations.

(b) Investigation into the influence of the sequence selection approattie BER performance
of a ABC sequence-based DS/SSMA system:

e Fig. 6.24 is evidence that a complex DS/SSMA system employing le6gj#BC se-
guences, chosen according $taphorstand Lindes proposed optimal GCL sequence
selection method [162] (detailed Bection6.5.1.3.2), has a BER performance superior
to that of a system employing arbitrarily selected sequences. This is dsptaia for
high user loads. For example, when employed ifl-aiser RAKE receiver-based com-
plex DS/SSMA system at a BER &%,(e) = 3/100, optimally selected ABC sequences
show a gain ofi dB over arbitrarily selected ABC sequences. These remarkable gains,
however, are only obtainable for ABC sequences, since using theggdmptimal se-
guence selection method in conjunction with DSB CE-LI-RU filtered GCL an€3Ss,
deliver mediocre BER performance improvements.

e By allowing only the CSSs with the best periodic cross-correlation chaistats (see
SectionD.2.3) to be assigned to CDMA users, the proposed optimal sequenciaelec
method of [162] (se&ection6.5.1.3.2) not only improves the overall BER performance
of a complex DS/SSMA system employing ABC sequences, but also improy&HR
performances of RAKE receivers relatively to non-RAKE receifersnon-unity user
loads. FromFig. 6.20 andFig. 6.24 it is apparent that MRC RAKE reception is out-
performed by non-RAKE reception féruser andl0-user complex DS/SSMA systems
employing arbitrarily selected ABC sequences. Optimally selecting CSSsyhnwra-
proves thes-user RAKE receiver-based system to a comparable level as the AKE-R
receiver-based system. Unfortunately, at high user loads, sucle &8-tiser scenario,
the optimal sequence selection methodettion6.5.1.3.2 is incapable of avoiding the
poor periodic cross-correlation characteristics of ABC sequen@s Hence, for this
user load the self-noise generated by the RAKE receiver structure illeighs the
diversity gains it achieves through MRC.
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(c) Investigation into the influence of sequence length on the BER penfmenaf ABC
sequence-based DS/SSMA systems:

e As was to be expected, the complex RAKE receiver-based DS/SSMAsgsiploying
length4127 ABC sequences outperforms all of the other complex DS/SSMA systems em-
ploying shorter ABC sequences. This can be attributed to the improvemtrg 6SSs’
periodic correlation characteristics as the sequence length incre8sediortunately,
for a 10-user CDMA environment, the BER performance of the RAKE receiesed
complex DS/SSMA system employing length7 ABC sequences is only marginally
better than that of a system using lengthbSB CE-LI-RU filtered GCL CSSs (sddg.
6.21). Note that both these systems have similar BEFs. However, by dhp#rdecting
CSSs, the length27 ABC sequence-based system supports a maximur@CDMA
users, whereas the lengiB-DSB CE-LI-RU filtered GCL CSS-based system supports
only 36 users (se&q. (6.2)). Hence, it can be concluded that, using ABC sequences
instead of binary or unfiltered CSSs, increases the PG and user capaeityly related
to the SSLD, introduced isectionD.2.6) of DS/ISSMA systems, without unduly in-
creasing their BEFs. The increased user capacity does, howenes,atdhe expense of
inferior BER performances, making this CSS family a poor choice for CDM#opses.

e ComparingFig. 6.21's BER performance results for the RAKE receiver-based complex
DS/SSMA systems employing lengéi-and lengthé3 ABC sequences (these systems
have comparable PGs and BEFs), it is apparent that the popular béjehpt GCL
CSSs with prime numbered sequence lengths exhibit superior periodicaroglation
properties (se&ectionD.2.3), resulting in lower MUI levels, is fallacious. However,
using prime numbered sequence lengths do increase the user capacigy system
dramatically, as shown bigg. (D.9) in SectionD.3.1.1.

e FromFig. 6.21 it is clear that the RAKE receiver-based complex DS/SSMA system
employing length64 ABC sequences exhibits the weakest BER performance results,
due to the high levels of MUI present in the CDMA system. Hence, even nuatbe
sequence lengths must be avoided for GCL CSSs, not only becausdiofiited family
sizes that can be generated (& (D.9)), but also because of these sequences’ poor
periodic cross-correlation characteristics (SeetionD.2.3).

6.5.2 BINARY CONVOLUTIONAL CODED COMMUNICATION SYSTEMS

The following subsections present simulated BER performance resuttagsic binaryl-state, rate
R. = 1/2 NSC (seeSection3.2.1.3.1) an&-state, rate?. = 2/3 RSC (se€Section3.2.1.3.2) coded
narrowband complex QPSK systems (Seetiorb.2) in AWGN and flat fading channel conditions, as
well as wideband complex DS/SSMA QPSK communication systems3geton5.3) in multi-user
multipath fading channel conditions. Note that lengfk., = 63 CSSs were employed in the RAKE
receiver-based complex DS/SSMA communication systems during the multirugpath fading
channel simulations. The ABC sequences used were selected for optienianip cross-correlation
(seeSection6.5.1.3.2), whereas the CSSs used from the other families were arbitrdeityesk The
BER performance results discussed here serve as baseline refethming the examination of the
simulation results for the VA decoded linear block codes, presented latés ichtipter.

6.5.2.1 4-STATE, RATE- = 1/2 NSC CODED COMMUNICATION SYSTEMS

In the following subsections the BER performance results ofitetate, rate?. = 1/2 NSC code,
defined by the following generator matrix (sBection3.2.1.1):

Gee(D)=[1+D* 1+ D+ D? | (6.4)
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are presented and examined. From [47] the minimum free distanc8éster3.2.1.2) of this binary
NSC code isis... = 5. Furthermore, according t8ection3.2.1.2, this NSC code has a minimal
encoder structure with a constraint lengthvof= 2. As such, a simple sliding window VA decoder
(seeSection3.3.1) with a window size [47] o = 5.0 = 10 trellis sections (se8ection3.3.1.1)

was employed as ML decoder. Both hard and soft decisionSseton.4.2.2) decoding approaches
were considered. In the case of soft decision decoding, the effeetsiny perfect fading amplitude
CSI (seeSection3.3.5) in the VA metric calculations on the BER performance results, were also
investigated.

6.5.2.1.1 AWGN Channel Results

Fig. 6.26 shows several simulated BER performance curves-ftate, ratek. = 1/2 NSC coded
(seeSection3.2.1.3.1) narrowband complex QPSK communication systemsS@eton5.2), oper-
ating in AWGN channel conditions (s&ection2.2). Hard and soft decision (without using fading
amplitude CSI in the VA branch metric calculations) decoding BER performegesuéts are present
onFig. 6.26. Also depicted on this figure is the BER performance curve of andgucoarrowband
QPSK system in AWGN, theoretically defined Byg. (5.20).

0
10 ¢ T 1 1 T T T

7
E

10"}

N
o\
*

A o

Simulated Bit Error Probability
= =
o, S}

t[ =< Uncoded, Simulated BER

|| &~ Rate Rc=1/2 NSC Coded, Hard Input

—5- Rate Rc=1/2 NSC Coded, Soft Input
I I I I

10° I ! ! I I
-10 -8 -6 -4 -2 0 2 4 6 8 10
E/N, [dB]

Figure 6.26: BER Performances®fState, Ratd?. = 1/2 NSC Coded Narrowband Complex QPSK
Communication Systems in AWGN Channel Conditions

6.5.2.1.2 Flat Fading Channel Results

Simulated flat fading channel (s8ectior2.5.1.1) BER performance resultsftate, rater, = 1/2
NSC (seeSection3.2.1.3.1) coded narrowband complex QPSK communication systemSésten
5.2) for maximum Doppler spreads (sBection2.4.3.3) of Bp ; = 33 Hz andBp; = 100 Hz, are
shown inFig. 6.27 andFig. 6.28, respectively. These figures depict simulated BER performance
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results for Rician factors (se®ection2.5.2.2) of K; = —100 dB, K; = 0 dB andK; = 9 dB.
Furthermore, two soft decision decoding approaches were investigareely soft decision decoding
without any fading amplitude CSI and soft decision decoding with peréetihfy amplitude CSI (see
Section3.3.5 andSection5.2.3). Also depicted on these figures are simulated BER performance
curves for uncoded QPSK systems in AWGN, as welEgs (5.24)’s theoretical BER performance
curve for uncoded narrowband QPSK systems in slow Rayleigh flatgadiannel conditions.
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Figure 6.27: BER Performances®fState, Ratd?. = 1/2 NSC Coded Narrowband Complex QPSK
Communication Systems in Flat Fading Channel Conditidhs; = 33 Hz

6.5.2.1.3 Multipath Fading Channel Results

Fig. 6.29,Fig. 6.30,Fig. 6.31 and~ig. 6.32 present the simulated multi-user multipath fading channel
BER performance results obtained fostate, rate?. = 1/2 NSC coded RAKE receiver-based wide-
band complex DS/SSMA QPSK systems (Sa&tion5.3), employing lengthl/,., = 63 ABC (see
SectionD.3.2.2), DSB CE-LI-RU filtered GCL (se®ectionD.3.2.1), ZC (se&ectionD.3.1.1) and
QPH (seeSectionD.3.1.2) CSSs, respectively. Results are shown for sliding window VAdiag
using hard decisions, soft decisions without any fading amplitude CS$@hdecisions with perfect
fading amplitude CSI (se8ection3.3.5 andSection5.3.3). For comparative purposes, the simu-
lated BER performances for the uncoded RAKE receiver-based aibtomplex DS/ISSMA QPSK
systems, presented Bection6.5.1.3.1, are also present on these figures. Also shown is the BER
performance of an uncoded DS/SSMA QPSK communication system (withB&MKE receiver),
operating in a non-fading AWGN environment.
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Figure 6.28: BER Performances®fState, Raté?. = 1/2 NSC Coded Narrowband Complex QPSK
Communication Systems in Flat Fading Channel Conditidhs; = 100 Hz
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Figure 6.29: BER Performances #{State, Rate?. = 1/2 NSC Coded Wideband Complex QPSK
Communication Systems Employing ABC Sequences in Multi-User Multipath Fadiagrieh Con-
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Figure 6.30: BER Performances ©fState, Rate?. = 1/2 NSC Coded Wideband Complex QPSK
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Fading Channel Conditiong/,., = 63
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Figure 6.31: BER Performances #{State, Ratd?. = 1/2 NSC Coded Wideband Complex QPSK
Communication Systems Employing ZC CSSs in Multi-User Multipath Fading Charoralitions,
Meq = 63
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Figure 6.32: BER Performances ©fState, Rate?. = 1/2 NSC Coded Wideband Complex QPSK
Communication Systems Employing QPH CSSs in Multi-User Multipath Fading Ch&amnelitions,
Meq = 63

6.5.2.1.4 Discussion of the Simulation Results

From the simulated AWGN, flat fading and multi-user multipath fading chann& B&formance
results for the 4-state, rafé. = 1/2 NSC coded narrowband and wideband communication systems,
presented in the preceding subsections, the following conclusions ciawe:

1. Conclusions and observations from the AWGN channel results:

e From the simulated AWGN channel BER performancedfstate, raté?. = 1/2 NSC coded
narrowband complex QPSK communication systems, shov#igin6.26, it is clear that the
system employing soft decision VA decoding of the convolutional codé#ésta measured
asymptotic gain of approximatel}.6 dB over the uncoded system. This measured coding
gain corresponds witkg. (3.8)'s calculated maximum asymptotic gain(dGscogt = 3.98
dB.

e ComparingFig. 6.26's soft decision VA decoding BER performance results with that of the
hard decision decoding approach? dB asymptotic gain is evident, as was to be expected
[47] (seeSection3.2.1.2).

e Atlow E;/Ny values, hard and soft decision VA decoding of the fate= 1/2 NSC code in
AWGN channel conditions result in poorer BER performances than tbeded system. To
be precise, soft decision VA decoding starts to show gain&fgiN, > 1 dB, whereas hard
decision VA decoding is only useful fdt, /Ny > 4.2 dB. TheE} /N, points at which coded
systems start to show gains over the uncoded system are commonlyddéteas theBER
cross-over point§47].

DEPARTMENT OFELECTRICAL, ELECTRONIC AND COMPUTER ENGINEERING 131



University of Pretoria etd — Staphorst, L (2005)

CHAPTER SIX SIMULATION RESULTS

2. Conclusions and observations from the flat fading channel results:

e On closer investigation of the flat fading channel simulation results (ples$errig. 6.27 and
Fig. 6.28), it is evident that the BER performances of hard and soft dediéiatecoded rate
R. = 1/2 NSC codes improve as the Rician facfoy (seeSection2.5.2.2) increases. Since
binary NSC codes were initially intended for FEC purposes in AWGN cHaroralitions,
this BER performance improvement can be attributed to the increase in theethdrOS
component, resulting in the fading amplitude PDF changing from a Rayleighhkebution
to a Gaussian-like distribution (s&ectiorn2.5.2.2).

e A comparison ofFig. 6.27 andrFig. 6.28 shows that the hard and soft decision VA decoded
rate R. = 1/2 NSC codes’ BER performances deteriorate as the maximum Doppler spread
frequency decreases. At fixed symbol raté @0 symbols/s (se8ectiorb.4.2), a maximum
Doppler spread oBp ; = 33 Hz will result in more information bits being corrupted during
a slow deep fade, than during a fasfeép; = 100 Hz deep fade. Thus, for a maximum
Doppler spread oBp ; = 100 Hz, bit error occurrences incurred by the channel will appear
less bursty in nature. Since binary NSC codes are not intended to coorbgt érrors, they
are better suited for fast flat fading channels than for slow flat fadiaguels.

e FromFig. 6.27 andFig. 6.28 it is apparent that hard decision VA decoding lags soft de-
cision decoding (without any fading amplitude CSI) by approxima®etB. Soft decision
VA decoding, with fading amplitude CSlI, in turn performs better that sofisitat decoding
without fading amplitude CSI. However, this performance improvement is roineis For
the Bp; = 33 Hz scenario, an improvement of approximatélys dB was obtained for all
Rician factors, whereas an average improvement2if dB can be observed fdsp ; = 100
Hz.

e The simple binary rat&?. = 1/2 NSC code shows impressive coding gains over uncoded
systems. For example, fd8p; = 100 Hz and K; = 9 dB, soft decision VA decoding
(without fading amplitude CSI) shows a gainsadB at a BER ofP,(¢) = 10~3. Furthermore,
comparing the results dfig. 6.27 andFig. 6.28 for a fixedK;, it is clear that the rate
R. =1/2 NSC code exhibits larger coding gains #p ; = 100 Hz than forBp ; = 33 Hz.

3. Conclusions and observations from the multi-user multipath fading chessuts:

e From the multi-user multipath fading channel results showfkigqn 6.29, Fig. 6.30, Fig.
6.31 andFig. 6.32, it is apparent that the increased MUI, created by additional CD&&#su
sharing the mobile communication environment, has a definite negative impact &t
performance of the rat®. = 1/2 NSC code. However, even for ABC sequences, no error
floors are apparent at high,/Ny. Thus, for the unfiltered and filtered CSS families con-
sidered, this binary NSC code effectively combats MUI through codersity. In fact, for
the 1-user and>-user scenarios, better BER performances were obtained througtesof
sion VA decoding than that achievable by a single user uncoded systenatiog purely in
AWGN.

e From a comparison of the results givenHFiy. 6.29,Fig. 6.30,Fig. 6.31 andFig. 6.32 it is
evident that raté?. = 1/2 NSC coded complex DS/SSMA systems employing the unfiltered
CSS families perform superior to those using the pre-filtered CSS familiescifgplly,
pre-filtered ABC sequences exhibited the weakest BER performawbeseas QPH CSSs
showed the best performances, marginally outperforming ZC CSSs.x&pée, for alo-
user CDMA environment, ZC CSSs performed no worse thah dB below QPH CSSs for
hard decision VA decoding.

e For 1-user ands-user CDMA environments, it is barely possible to distinguish between the
BER performance results of the raf&. = 1/2 NSC coded complex DS/SSMA systems
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employing the unfiltered ZC and QPH CSS families, both for the hard and sci&idn VA
decoding scenarios. These exceptional BER performances, etgghatser loads, can be
attributed to the unfiltered CSS families’ superior periodic cross-correlptmperties, as was
also observed for the uncoded system$éttion6.5.1.3.1. For d0-user system, however,
there is a marked decrease in BER performance, even for the unfilt&®dathilies.

e A comparison of hard decision and soft decision VA decoding of theRate 1/2 NSC code
in multi-user multipath fading channel conditions, indicates that, at low uses |badd deci-
sion decoding asymptotically lags soft decision decoding (without fadinditauag CSI) by
the characteristie dB margin, irrespective of the CSS family used by the wideband complex
DS/SSMA communication systems. This observation also remains true at higloads,
except for ABC sequences, where the asymptotic gain of soft decisitimo(it fading am-
plitude CSI) over hard decision VA decoding expands to approximatglgiB. Furthermore,
inclusion of perfect fading amplitude CSI during soft decision decodasglts in a further
0.25 dB improvement, regardless of the user load or the CSS family employed in theACD
system.

6.5.2.2 8-STATE, RATE: = 2/3 RSC CODED COMMUNICATION SYSTEMS

The binary IIR RSC code (se®ection3.2.1.3.2) considered here is depictedrig. A.2 of Appendix

A and is defined by the generator matrix givertig. (3.11). According tdlableA.5, the minimum

free distance (seBection3.2.1.2) of this code idy,.. = 4. Furthermore, the RSC code considered
here has a constraint length (s&ectior3.2.1.2) ofv = 3. As such, a simple sliding window VA, with

a window size ofv = 5.v = 15 trellis sections, was employed as ML decoder. Both hard and soft
decision decoding (with and without perfect fading amplitude CSI &aetion3.3.5)) approaches
are considered. Due to time constraints, this code’s BER performancesdermined, through
extensive simulations, for only AWGN and flat fading channel conditions.

6.5.2.2.1 AWGN Channel Results

Several simulated BER performance curves for 8-state, Rate= 2/3 RSC coded (se&ection
3.2.1.3.2) narrowband complex QPSK communication systems§segon5.2), functioning in
AWGN channel conditions (seBection2.2), are shown irFig. 6.33. Note from this figure that
VA decoding using both hard and soft decision metric calculations wersidened. Obviously, in
the case of soft decision decoding no fading amplitude CSI was usedBHReerformance curve
of an uncoded narrowband QPSK system in AWGN channel conditioastetically defined b¥qg.
(5.20), is also depicted in this figure.

6.5.2.2.2 Flat Fading Channel Results

Fig. 6.34 andFig. 6.35 show simulated flat fading channel (Ssction2.5.1.1) BER performance
results of8-state, rateR, = 2/3 RSC (seeSection3.2.1.3.2) coded narrowband complex QPSK
communication systems (s&ction5.2) for maximum Doppler spreads (s8ection2.4.3.3) of
Bp,; =33 Hz andBp; = 100 Hz, respectively. Simulated BER performance results for Rician fac-
tors (seeSection2.5.2.2) of K; = —100 dB, K; = 0 dB andK; = 9 dB are present on these figures.
Hard and soft decision VA decoding of the 8-state, fate= 2/3 RSC codes were considered. Note
that two soft decision decoding approaches were investigated, nanftedesision decoding without
any fading amplitude CSI and soft decision decoding with perfect fadimglijude CSI (se&ection
3.3.5 andSection5.2.3). These figures also include simulated BER performance curvaadoded
QPSK systems in AWGN, as well as theoretical BER performance curvestoded QPSK systems
in slow Rayleigh flat fading channel conditions, definedBuy (5.24).
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Figure 6.33: BER Performances®fState, Ratd?. = 2/3 RSC Coded Narrowband Complex QPSK
Communication Systems in AWGN Channel Conditions
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Figure 6.34: BER Performances®ftate, Rat&?. = 2/3 RSC Coded Narrowband Complex QPSK
Communication Systems in Flat Fading Channel Conditidhs; = 33 Hz
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Figure 6.35: BER Performances®fState, Ratd?. = 2/3 RSC Coded Narrowband Complex QPSK
Communication Systems in Flat Fading Channel Conditidhs; = 100 Hz

6.5.2.2.3 Discussion of the Simulation Results

Listed below are several conclusions, drawn from the simulated AWGNlainfdding channel BER
performance results for thestate, rate?. = 2/3 RSC coded narrowband complex QPSK commu-
nication systems, presented in the preceding subsections:

1. Conclusions and observations from the AWGN channel results:

e With a measured AWGN channel asymptotic coding gair3.8fdB over an uncoded nar-
rowband complex QPSK communication systefig,. 6.33 corroboratekqg. (3.8)’s theoret-
ical maximum coding gain of'G¢7.' = 4.23 dB for the soft decision VA decodesistate,
rate R, = 2/3 RSC code. Note that this code’s coding gain is not only superior to that of
the 4-state, rateR. = 1/2 NSC code, considered iBection6.5.2.1, but it also requires a
lower bandwidth sacrifice. However, decoding complexity for the RS@ exdeeds that of
the NSC code, since the RSC code’s VA functions @gisate trellis (se&ection3.3.1.1),
whereas the NSC code’s VA employd-state trellis.

e A comparison ofig. 6.33’s hard and soft decision VA decoding results in AWGN, reveals an
expected asymptotic coding gainafl dB for soft decision decoding over the hard decision
decoding.

e The cross-over points for hard and soft decision VA decoding in AWdBahnel conditions
arel.7 dB and4.3 dB, respectively. Although the RSC code considered here is more fubwer
thanSection6.5.2.1’'s NSC code in terms of coding gain, its error correcting capabilitigs on
become useable at high&y, /N, values. This undesirable characteristic, inherent in all RSC
codes, is the major reason why NSC codes have attracted more attentiothsiivoeeption
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of convolutional coding in th@960's. However, the introduction of TCs has sparked a new
and vigourous interest in RSC codes, due to their inherent recutsises [88].

2. Conclusions and observations from the flat fading channel results:

e Fig. 6.34 andFig. 6.35 confirm that an increase in the flat fading channel’s Rician fdctor
(seeSection2.5.2.2), results in improved BER performances for both hard and sciftide
VA decoded rate?, = 2/3 RSC codes.

e From the flat fading channel simulation results (presentdéign 6.34 andFig. 6.35), it is
clear that the binary RSC code investigated here is better suited for msty-bype errors,
since its BER performances fétp ; = 100 Hz exceed that oBp ; = 33 Hz.

e As was the case with the AWGN channel conditions, hard decision VA degad the rate
R. = 2/3 RSC code in a flat fading environment produced BER performancésésierior
to that obtained through soft decision decoding. Specifically, soft idacA decoding
(without fading amplitude CSI), shows a familiardB asymptotic gain over hard decision
decoding for allK; and Bp; = 100 Hz. However, forBp; = 33 Hz, this soft decision
over hard decision gain is less, measuring approximat&lgB for both K; = —100 dB and
K; =9dB.

e The inclusion of perfect fading amplitude CSI during soft decision VAoditg produced
gains 0f0.2 dB and0.1 dB over standard soft decision decoding (i.e. without fading amplitude
CSl) in flat fading channel conditions withp ; = 100 Hz andBp ; = 33 Hz, respectively.

e The coding gains observed for the réte= 2/3 RSC in flat fading conditions are far less im-
pressive than those obtained for the rBte= 1/2 NSC code, considered Bection6.5.2.1.
This can be largely attributed to the fact that the.. of the RSC code is smaller than that
of the NSC code. It is also interesting to note that, just as was the case witim#ng NSC
code ofSection6.5.2.1, better BER performances are obtained at higher maximum Doppler
spreads.

6.5.3 COMMUNICATION SYSTEMS EMPLOYING VITERBI DECODED LINEAR
BLOCK CODES

The following subsections present simulated BER performances of Vitedaided binary Hamming
(7,4,3) and non-binary R$7,5,3) coded communication systems under varying channel condi-
tions. These codes were tested in AWGN and flat fading channel corglitismg narrowband com-
plex QPSK communication systems (presentefantions.2), as well as multi-user multipath fading
channel conditions, using wideband complex DS/SSMA communication syspeasefited irSec-

tion 5.3). The RAKE receiver-based complex DS/SSMA communication systemieweddength
M., = 63 CSSs. For all of the CSS families considered, except ABC sequen8&s, Were arbitrar-

ily selected from their respective sequence families. With the ABC seqse@&Ss were optimally
selected, as discussedSection6.5.1.3.2.

6.5.3.1 BINARY HAMMING?7, 4,3) CODED COMMUNICATION SYSTEMS

Simulated AWGN, flat fading and multi-user multipath fading BER performarsagtsefor the classic
binary Hamming(7, 4, 3) code (seeSection3.2.2.3.1), described by the generator matrix defined
in Eq. (4.4), are presented and examined in this subsection. Note that the biaamnidg code
considered here is systematic and, like all other Hamming codes, has a minimmmiktadistance
(seeSection3.2.2.2) ofd,,;, = 3 bits. Furthermore, its BCJR trellis (s&ection4.2), which is not
shown here due to its fairly complex structure, has a depflafers of nodes, each layer consisting
of 8 nodes with 2 branches emanating from each active node. Both classiorite force code book
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searches) and VA (se®ection4.4) decoding approaches were considered using hard and soft (with
and without perfect fading amplitude CSI) decision (Seetiord.4.2) strategies.

6.5.3.1.1 AWGN Channel Results

In Fig. 6.36 simulated AWGN channel (s&ection2.2) BER performances are shown for binary
Hamming(7, 4, 3) coded (se&ectior3.2.2.3.1) narrowband complex QPSK communication systems
(seeSection5.2). Both hard decision and soft decision (without using any fading ardpli@SI)
classic ML [47] and VA decoding (se®ection4.4) results are present on this figure. Furthermore,
the BER performance curve of an uncoded narrowband QPSK syst&w &N channel conditions,
theoretically defined bigq. (5.20), is also given in this figure as baseline reference.

0
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Figure 6.36: BER Performances of Binary Hammifig4, 3) Coded Narrowband Complex QPSK
Communication Systems in AWGN Channel Conditions

6.5.3.1.2 Flat Fading Channel Results

Simulated BER performance results are showhign 6.37 andrig. 6.38 for classic ML decoded bi-
nary Hamming7, 4, 3) coded narrowband complex QPSK communication systemsS@etons.2)

in flat fading channel conditions (s&ection2.5.1.1) with maximum Doppler spreads (s&ection
2.4.3.3) ofBp; = 33 Hz andBp ; = 100 Hz, respectively. Similar results are shown respectively in
Fig. 6.39 andFig. 6.40 for VA decoding. Hard and soft (with and without perfect fadingphtude
CSI) decision decoding were considered for both the classic ML andAhde¢oding approaches.
Furthermore, for botlBp ; = 33 Hz andBp ; = 100 Hz, results include simulated BER curves for
Rician factors (se&ection2.5.2.2) of K; = —100 dB, K; = 0 dB andK; = 9 dB. The theoretical
BER performance curves for uncoded QPSK systems in slow Rayleidgadiag channel conditions,
defined byEqg. (5.24), as well as simulated BER performance curves for uncoded @RS&ms in
AWGN channel conditions are present on all four figures.
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Figure 6.39: BER Performances of Binary HammiiTg4, 3) Block Coded Narrowband Complex
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QPSK Communication Systems in Flat Fading Channel ConditiBps, = 100 Hz, VA Decoding
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6.5.3.1.3 Multipath Fading Channel Results

Simulated multi-user multipath fading channel BER performance results faytditzanming(7, 4, 3)
coded RAKE receiver-based wideband complex DS/SSMA QPSK syssm@Séctiorns.3) with VA
decoding, employing length/,., = 63 ABC (seeSectiorD.3.2.2), DSB CE-LI-RU filtered GCL (see
SectionD.3.2.1), ZC (se&ectionD.3.1.1) and QPH (seBectionD.3.1.2) CSSs, are shown Fig.
6.41,Fig. 6.42,Fig. 6.43 andrig. 6.44, respectively. Hard and soft decision (with and without fading
amplitude CSI (se&ection3.3.5 andSection5.3.3)) VA decoding (se8ectiord.4) were considered
during these simulations. Also depicted on these figures are the simulated &8tRyances for
uncoded RAKE receiver-based wideband complex DS/ISSMA QPSKregdqteresented isection
6.5.1.3.1), as well as the BER performance of an uncoded system, witR&u& receiver, operating

in a purely AWGN environment.
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Figure 6.41: BER Performances of Binary Hammiffg4,3) Coded Wideband Complex QPSK
Communication Systems Employing ABC Sequences in Multi-User Multipath FadiagrighCon-
ditions, My = 63

6.5.3.1.4 Discussion of the Simulation Results

The preceding subsections’ simulated AWGN, flat fading and multi-user militipding channel
BER performance results for VA decoded binary Hammifgt, 3) codes, running on narrowband
complex QPSK communication systems and RAKE receiver-based widelpamplex DS/SSMA
QPSK systems, were thoroughly examined. The list below summarises thesions drawn from
these results:
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Figure 6.42: BER Performances of Binary Hammi{ig4, 3) Coded Wideband Complex QPSK
Communication Systems Employing DSB CE-LI-RU Filtered GCL CSSs in Multi-Useltijvath
Fading Channel Conditiond/,., = 63
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Figure 6.43: BER Performances of Binary Hammifig4, 3) Coded Wideband Complex QPSK
Communication Systems Employing ZC CSSs in Multi-User Multipath Fading Charoraitions,
Meq = 63
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Figure 6.44: BER Performances of Binary Hammifig4, 3) Coded Wideband Complex QPSK
Communication Systems Employing QPH CSSs in Multi-User Multipath Fading Ch&amnelitions,
Meq = 63

1. Conclusions and observations from the AWGN channel results:

e According toEqg. (3.25), a soft decision ML decoded binary Hammifig4, 3) code, imple-
mented on narrowband complex QPSK communication system in an AWGN emérdn
delivers a theoretical maximum asymptotic coding gaie'6fyy..’ = 2.11 dB atE, /Ny = 15
dB. Fig. 6.36 shows this theoretical coding gain to be adequately accurate for lae#ficc
ML and VA decoding with soft decisions, since a measured asymptotic cgdingf1.9 dB
can be observed for both decoding strategies.

e FromFig. 6.36 it is apparent that hard and soft decision VA decoding of binamrHiag
(7,4, 3) codes, employed on narrowband complex QPSK systems in AWGN chammel ¢
ditions, deliver BER performances virtually identical to classic hard afftddezision ML
decoding (brute force code book searches [47]).

e Soft decision ML decoding’s distinctive dB gain over hard decision ML decoding in
AWGN [47] is unmistakeably noticeable frokig. 6.36. Furthermore, note that the sys-
tem complexity associated with a hard decision ML decoded binary Ham(fjAag3) code
barely justifies the resultant improvement in BER performance. Howewesdfit decision
ML decoding a cross-over point (s&ection6.5.2.1.4) of approximatel§.5 dB can be ob-
served. As such, it can be argued that the use of simple binary Hamming3) codes
(with soft decision VA decoding) in high SNR applications warrants the as@d system
complexity.

2. Conclusions and observations from the flat fading channel results:
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e Comparisons oFig. 6.37 withFig. 6.39, andFig. 6.38 withFig. 6.40 verify that, for both
hard and soft decision metric calculations, classic ML decoding and VA tdeltisding of the
binary Hamming(7, 4, 3) code achieve equivalent BER performances in varying flat fading
channel conditions.

e From the myriad of flat fading simulation results presente&action6.5.3.1.2, it is abun-
dantly clear that the BER performance of VA and classic ML decoded yiHamming
(7,4, 3) codes, employed in narrowband QPSK systems, improve as the char@8l'signal
component increases with respect to the NLOS signal component. Cagayé&owever, the
increased BER performance obtained by increagingis most evident aBp ; = 100 Hz.
This was to be expected, since the binary Hamnjing, 3) code is not designed to mitigate
the detrimental effects of error bursts, which manifested itself with incdedigeations as the
fading rate becomes slower.

e A comparison of hard decision decoding with soft decision decoding (witfaaling ampli-
tude CSI) in a flat fading environment reveals soft decision decodirgswned dB gain
over hard decision decoding. Inclusion of perfect fading amplitudedd8hg soft decision
decoding resulted in a marginal improvement in the measured performdrntssmprove-
ment, which is most noticeable At = —100 dB, was approximately.25 dB for Bp ; = 100
Hz, whereas as an average gaidafdB is discernible folBp ; = 33 Hz.

3. Conclusions and observations from the multi-user multipath fading chisasudts:

e Substantiating the AWGN and flat fading channel observations, the rgsatiented irFig.
6.41,Fig. 6.42,Fig. 6.43 andFig. 6.44 for VA decoded binary Hammin@, 4, 3) block
codes in multi-user multipath fading channel conditions indicate that this lineek blmde
is not particularly effective for FEC purposes. For the single userastg hard decision VA
decoded Hamming7, 4, 3) codes, implemented on RAKE receiver-based wideband complex
DS/SSMA QPSK communication systems, only starts to show gain&fpN, > 6 dB,
irrespective of the CSS family employed. Strangely enough, as the usenkoraases, hard
decision VA decoding makes headway over uncoded systems at lowagea¥ /N, values.
The conclusion that can be formulated from this is that the binary Hamfing 3) code
does have some potency against the effects of MUI, even though itataesigned for that
purpose. When soft decision VA decoding (without fading amplitude @S¢mployed in
a single user CDMA system, asymptotic gains of ug o dB and2.2 dB are achieved by
the filtered and unfiltered CSS families, respectively. This correlates vitblithhe expected
AWGN coding gain OfC’Gs;ét = 2.11 dB, predicted byEq. (3.25).

e As was to be expected, the pre-filtered CSSs were once again outpedfby the unfiltered
CSS families. According t&ig. 6.41,Fig. 6.42,Fig. 6.43 andrig. 6.44, VA decoded binary
Hamming(7, 4, 3) linear block codes, running on RAKE receiver-based complex DS/SSMA
QPSK systems employing ABC sequences deliver the poorest BER mearfoe results,
whereas QPH CSSs has the best BER performance results at high ager dosely fol-
lowed by ZC CSSs. In fact, the performance difference between ZQ@&d CSSs never
exceedd).25 dB. In third place is DSB CE-LI-RU filtered GCL CSSs, which outperform
ABC sequences for all decoder approaches and user load scenalso worth mentioning
is that this filtered CSS family performs comparable with the unfiltered familiesdenesl,
even for al0-user load.

¢ Once again the unfiltered CSS families’ superior periodic cross-cornelataperties are ev-
ident. For both hard and soft decision VA decoding, theser ands-user BER performance
results for binary Hamming7, 4, 3) coded complex DS/SSMA systems employing the unfil-
tered ZC and QPH CSS families are nearly the same. However lfeuaer CDMA system,
there is a marked decrease in BER performance, even for the unfilt&@datilies.
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e At low user loads soft decision (without fading amplitude CSI) VA decodifithe binary
Hamming(7, 4, 3) linear block code in multi-user multipath fading channel conditions per-
forms approximatel\2 dB better than hard decision VA decoding, regardless of the CSS
family used. At higher user loads, this asymptotic gain decreases. Fopexaat a BER
of Py(e) = 2/100 for a 10-user QPH CSS-based CDMA system, soft decision decoding
(without fading amplitude CSI) exhibits a gain of orlly8 dB over hard decision decoding.
This performance decrease at high user loads is most severe for tredfil&€S families.
Furthermore, an additional average improvemen.pfdB is attained by including perfect
fading amplitude CSI during soft decision VA decoding, irrespective efuser load or the
CSS family employed in the CDMA system.

6.5.3.2 NON-BINARY REED-SOLOMQON 5,3) CODED COMMUNICATION SYSTEMS

Gauging the BER performances of Viterbi decoded non-binary RS loload&s (se&ectiorns.2.2.3.3)

in AWGN, flat fading and multi-user multipath fading channel conditions is tbasmf the following
subsections. Due to the complexity of the BCJR trellis structuresSsetiord.3) of non-binary linear
block codes, the applicability of the block-wise VA as efficient ML trellis démowas evaluated
only on the simple R%7, 5, 3) code, operating idsF' (23), defined by the generator polynomial of
Eq. (3.35). Since this RS code is cyclic (s8ection3.2.2.2), its non-systematic generator matrix
can be constructed using the procedure outline8ention3.2.2.2. This non-systematic generator
matrix can be reworked into a systematic form (Seetion3.2.2.2) by performing a number of row
and column permutations (using, for example, Gaussian eIiminatio@)Fir(23), resulting in the
following systematic generator matrix:

1 00 0 0 ¢* o
01 000 ¢ ¢
Gec=10 01 0 0 ¢° ¢ (6.5)
00010 1 1
000 0 1 ot ¢

wherey is a primitive element of?F" (2*). This code has a minimum Hamming distance,of,, = 3
GF (2%) symbols and its BCJR trellis (s&ctiord.2), which is not shown here due to its extremely
complex structure, has a depth&fyers of nodes, each layer consistinggoihodes with8 branches
emanating from each active node.

Also included in the simulation results presented in the following subsectiomsh@aBER perfor-
mance curves obtained using Berlekamp-Massey syndrome decodi#gp(@endix B. These results
act as baseline references for the hard decision VA decodingsesei®n4.4) results. Soft decision
VA decoding (se€Section4.4.2.2) with no fading amplitude CSI is compared to soft decision VA
decoding with perfect fading amplitude CSI (s®ection3.3.5).

6.5.3.2.1 AWGN Channel Results

Fig. 6.45 depicts simulated AWGN channel BER performances for narromxamglex QPSK com-
munication systems (s&ectiorb.2) employing non-binary R&, 5, 3) codes (se&ectior3.2.2.3.3),
with message and code word symbols fréhi’ (2%). Not only are hard decision and soft decision
(without using any fading amplitude CSI) VA decoding (S=etiord.4) results present on this figure,
but also hard decision results obtained through classic Berlekamp-y/sysdrome decoding (see
Appendix B. As baseline reference, the theoretical BER performance curve oheoded narrow-
band QPSK system in AWGN channel conditions, defineBdpy(5.20), is also present on this figure.
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Figure 6.45: BER Performances of Non-Binary RS5,3) Coded Narrowband Complex QPSK
Communication Systems in AWGN Channel Conditions

6.5.3.2.2 Flat Fading Channel Results

Fig. 6.46 and-ig. 6.47 depict BER performance results (obtained through simulations) fiebimary
RS (7,5, 3) (seeSection3.2.2.3.3) coded narrowband complex QPSK communication systems (see
Sectionb.2) operating in flat fading channel (sBection2.5.1.1) conditions with maximum Doppler
spreads (se8ection2.4.3.3) of Bp; = 33 Hz andBp,; = 100 Hz, respectively. As shown on
these figures, Rician factors (s8ection2.5.2.2) of K; = —100dB, K; = 0 dB andK; = 9 dB
were considered. Furthermore, note that both hard and soft decidialeabding (se&ection4.4)
of the RS(7,5,3) codes were evaluated, with fading amplitude CSI Seetion3.3.5 andSection
5.2.3) of varying degrees of accuracy being employed during the sof$idn decoding simulation
experiments. Also included on both figures are the simulated BER perfoentamees of uncoded
QPSK systems in AWGN channel conditions, as welEgs (5.24)'s theoretical BER performance
curve for uncoded QPSK systems in slow Rayleigh flat fading chanmelitbons.

6.5.3.2.3 Multipath Fading Channel Results

Fig. 6.48,Fig. 6.49,Fig. 6.50 andFig. 6.51 depict simulated multi-user multipath fading channel
BER performance results for non-binary RS 5, 3) coded (se&ection3.2.2.3.3) RAKE receiver-
based wideband complex DS/SSMA QPSK systems §etion5.3), which make use of length
M,.q, = 63 ABC (seeSectionD.3.2.2), DSB CE-LI-RU filtered GCL (se8ectionD.3.2.1), ZC
(seeSectionD.3.1.1) and QPH (seBectionD.3.1.2) CSSs, respectively. VA decoding (&etion
4.4) was employed, with both hard and soft decision (with and without faainglitude CSI (see
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Figure 6.46: BER Performances of Non-binary RS5,3) Coded Narrowband Complex QPSK
Communication Systems in Flat Fading Channel Conditidhs; = 33 Hz

Section3.3.5 andSection5.3.3)) BER performance results shown on these figures for each of the
CSS families. Furthermore&ection6.5.1.3.1's uncoded RAKE receiver-based wideband complex
DS/SSMA QPSK systems’ simulated BER performances, as well as the BE&mance of an
uncoded system (without a RAKE receiver), operating in a purely AWgBNironment, are also
shown for baseline reference purposes.

6.5.3.2.4 Discussion of the Simulation Results

Numerous simulated AWGN, flat fading and multi-user multipath fading chanB& Berformance
results are presented in the preceding subsections for non-bingf§; RS) coded narrowband com-
plex QPSK communication systems and RAKE receiver-based widebandeobp/SSMA QPSK
systems. Classic Berlekamp-Massey and block-wise VA decoding agigeavere considered. From
these results the following interesting observations and valuable condusiarbe made:

1. Conclusions and observations from the AWGN channel results:

e Fig. 6.45's simulated AWGN channel BER performance results undeniablynaftine ap-
plicability of the hard decision VA as a viable ML decoder replacement forcthssic
Berlekamp-Massey syndrome decoding algorithm £ssgendix B.

e The simulated AWGN channel soft decision VA decoding results for alnioary RS(7, 5, 3)
coded narrowband complex QPSK system, present&ibin6.45, not only exhibit the ex-
pected dB improvement over hard decision decoding, but also an asymptotic cgdingf
2.8 dB over an uncoded system. This measurement correlates welEyiif3.25)’s theoret-
ical maximum coding gain o@G‘;’g =3.1dBatE,/Ny = 15 dB.
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Figure 6.47: BER Performances of Non-binary RS5,3) Coded Narrowband Complex QPSK
Communication Systems in Flat Fading Channel Conditidhys; = 100 Hz
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Figure 6.48: BER Performances of Non-Binary RS5, 3) Coded Wideband Complex QPSK Com-
munication Systems Employing ABC Sequences in Multi-User Multipath Fading riéha&ondi-
tions, My.q = 63
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Figure 6.49: BER Performances of Non-Binary RS5, 3) Coded Wideband Complex QPSK Com-
munication Systems Employing DSB CE-LI-RU Filtered GCL CSSs in Multi-User Malkig-ading
Channel Conditions)/,., = 63
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Figure 6.50: BER Performances of Non-Binary RS5,3) Coded Wideband Complex QPSK
Communication Systems Employing ZC CSSs in Multi-User Multipath Fading Charoralitions,
Mgeq = 63
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Figure 6.51: BER Performances of Non-Binary RS5, 3) Coded Wideband Complex QPSK Com-
munication Systems Employing QPH CSSs in Multi-User Multipath Fading Channedlittans,
Meq = 63

e The respective cross-over points (Sstiors.5.2.1.4) for hard and soft decision VA decoded
non-binary RY(7,5,3) codes on narrowband complex QPSK systemsai& and1 dB.
Strangely enough, these cross-over points are akin to those of thg biaamming(7, 4, 3)
code (considered iS8ection6.5.3.1), which is a substantially less powerful linear block code.

2. Conclusions and observations from the flat fading channel results:

¢ As indicated byFig. 6.46 andFig. 6.47, VA decoded non-binary R, 5, 3) linear block
codes show marked BER performance improvements in flat fading chemmditions as the
channels’ Rician factor&’; (seeSection2.5.2.2) increase. This was to be expected, since an
increase in a flat fading channel’s Rician factor tends to make it appea& Geurssian-like
in nature, which is necessary requirement by all linear block codesdingiRS codes, for
optimal BER performances.

e Inspection ofFig. 6.46 andFig. 6.47 not only shows that VA decoded non-binary RS codes,
implemented on a narrowband complex QPSK communication system, perform ddette
higher maximum Doppler spreads, but also that the gain of soft decisiodihg, with
perfect fading amplitude CSI, over that of soft decision decoding, witfaxling amplitude
CSI, increases as the maximum Doppler spread increases. For a Rdiandbk; = 9
dB, this gain is approximatel§.26 dB and0.4 dB for Bp; = 33 Hz andBp; = 100 Hz,
respectively.

e As stated previously, the RS code performs bettdsaf = 100 Hz than atBp ; = 33 Hz.
However, the performance improvement is less dramatic than that obsentkd foregoing
binary convolutional and linear block codes. This can be attributed to théhat RS codes
are burst error correcting codes, capable of correcting groupsrofs. Recall that the RS
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(7,5,3) code considered here hagg;, = 3 GF (2%) symbols. Hence, each code word is
capable of correcting a single error burst, consisting ofell-organised (i.e. adjacent) bit
errors.

¢ In flat fading channel conditions, hard decision VA decoding lagsdexision VA decoding

by almost3 dB. For Bp,; = 100 Hz andK; = 9 dB, this gain is not asymptotic, since it
increases non-linearly as the averdgg NV, increases.

3. Conclusions and observations from the multi-user multipath fading chieasudts:

¢ Investigation of the multi-user multipath fading channel results givefign6.48,Fig. 6.49,

6.5.4

Fig. 6.50 andrig. 6.51 confirms that the VA decoding of non-binary RS5, 3) linear block

codes, implemented on RAKE receiver-based wideband complex DS/SIREKQystems,
delivers marked BER performance improvements for all CSS families carsidalthough
the non-binary RS code effectively combats the bursty errors inducttebmultipath fading
channel, itis not as efficient at mitigating the effects of MUI as the binagyRa= 1/2 NSC

code, considered i§ection6.5.2.1. This is most noticeable for ABC sequences, where hard
decision VA decoding in d0-user system exhibits a cross-over point onlyf &B. For the
other CSS families, this crossover-point is substantially lower, especialthéounfiltered
families.

When soft decision (without fading amplitude CSI) VA decoding is employedsimgle user
environment, the R%7,5,3) code performs better at high, /N, values than an uncoded
DS/SSMA system operating in purely AWGN channel conditions. Furthespror the sin-
gle user scenario, soft decision (without fading amplitude CSI) VA diecpdf RS code
exhibits increasing coding gains over the uncoded system as the averaye increases.
For example, aP,(e) = 1073 a coding gain ofS’GsBoét = 3.4 dB is observed, irrespective of
the CSS family used.

In terms of overall performance, the unfiltered CSSs exhibited the bd&strmances, with
QPH CSSs outperforming ZC CSSs by no more thandB at high user loads. As was to
be expected, ABC sequences demonstrated the poorest BER perfesnahich is evident
from a comparison of the results shownRigy. 6.48,Fig. 6.49,Fig. 6.50 andFig. 6.51.
DSB CE-LI-RU filtered GCL CSSs again delivered BER performancesuperior to ABC
sequences, coming close to that of the unfiltered CSS families.

Soft decision (without fading amplitude CSI) VA decoding of the non-lird6 (7,5, 3)
linear block code at low user loads performs approxima2ehydB better than hard decision
VA decoding, regardless of the CSS family used. This asymptotic gainakEseas the user
load increases. For example, for ZC CSSs soft decision decoding (widmding amplitude
CSI) exhibits a gain of onlg.5 dB over hard decision decoding at a BERRyfe) = 2/1000

in a 10-user system. Furthermore, by including perfect fading amplitude CShglsoft
decision VA decoding, an additional average improvementDéB is attained, regardless of
the user load or the CSS family employed in the CDMA system.

REDUCING THE COMPLEXITY OF A BCJR TRELLIS - THE BINARY CYCLIC
(5,3,2) LINEAR BLOCK CODE

The VA decoding of linear block codes employing reduced trellis structatgained using the ap-
proach outlined irSection4.3.2, falls under the spotlight in the following subsections. Recall from
Sectiom.3.2 that finding a minimal trellis structure fofa, &, d,,.;,,) block code is a tedious process.
As such, only the simple binary cycl{&, 3, 2) block code (se&ection3.2.2.2), used as an example
to illustrate the trellis reduction technique ®éctiord.3.2, is used here. This code’s original system-
atic generator matrix is given yq. (4.22), with its corresponding unreduced BCJR trellis structure
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shown inFig. 4.3. After executing the trellis reduction procedure, an equivalentyuyatic (5, 3, 2)

block code with the minimal trellis structure showrFig. 4.4 was obtained. Note that this equivalent
code, defined b¥qg. (4.22), is non-systematic. Thus, obtaining the simulation results presented in
the following subsections required not only VA decoding, but also a mgpgfidecoded code words

to decoded message words. In contrast, obtaining decoded messalgefovdhe systematic block
codes, presented in the preceding subsections, simply involved stripgipguity symbols from the
decoded code words.

Due to time constraints, only AWGN and flat fading channel BER performaimulation tests were
performed, using narrowband complex QPSK systems $&ation5.2), on VA decoded (seBec-
tion 4.4) binary cyclic(5, 3,2) block codes with reduced complexity trellises. Both hard and soft
decision VA decoding approaches were considered. The influencgrgf perfect fading amplitude
CSI (seeSection3.3.5 andSectiorb.2.3) during soft decision decoding (s®ectiord.4.2.2) was also
investigated.

6.5.4.1 AWGN CHANNEL RESULTS

Simulated AWGN channel BER performance results for VA decoded biogelc (5, 3, 2) linear
block codes, running on narrowband complex QPSK communication syssemSection5.2), are
given inFig. 6.52. Present on this figure are results obtained by performing hardadindecision
VA decoding (se&ectiord.4) on the original and reduced complexity trellises, showfign4.3 and
Fig. 4.4, respectively. Note that the soft decision decoding results wersmebtaithout the use of
fading amplitude CSI in the VA metric calculations. For comparative purptisesheoretical BER
performance curve of an uncoded narrowband QPSK system in AWHaNne!l conditions, defined
by Eq. (5.20), is also present on this figure.

6.5.4.2 FLAT FADING CHANNEL RESULTS

This subsection is concerned with the simulated BER performance resuliseabtar binary cyclic
(5,3,2) codes with VA decoding using original and reduced complexity trellises,destenarrow-
band complex QPSK communication systems, operating in flat fading chaomditions. The first

set of figuresFig. 6.53 andrig. 6.54) show the simulated BER performance results obtained through
hard and soft decision (with and without perfect fading amplitude CSiiI®oding (se&ectiord.4)
using the original unreduced trellis structurerg. 4.3 for maximum Doppler spreads (sBection
2.4.3.3) ofBp; = 33 Hz andBp; = 100 Hz, respectively. Comparable results are respectively con-
tained inFig. 6.55 andFig. 6.56 for VA decoding using the reduced trellis structuréiof 4.4. For
both sets of figures, Rician factors (seection2.5.2.2) of K; = —100dB, K; = 0dB andK; = 9

dB were considered. Also provided on all four figures presented istiisection, are the theoretical
BER performance curve for uncoded QPSK systems in slow Rayleiglaflatg channel conditions
(defined byEq. (5.24)), as well as simulated BER performance curves for uncodetK@Fdems in
AWGN channel conditions.

6.5.4.3 DISCUSSION OF THE SIMULATION RESULTS

The effects of using reduced trellis structures during the VA decodimgnaiy cyclic(5, 3, 2) block
coded narrowband complex QPSK communication systems, operating in AWiaafading chan-
nel conditions, was the focus of the preceding subsections. From théatthBBER performance
results obtained, the following conclusions can be drawn:

1. Conclusions and observations for the AWGN channel results:
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Figure 6.52: AWGN Channel BER Performance Results for Narrowl@omdplex QPSK Commu-
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Figure 6.53: BER Performances of Binary Cydlic 3, 2) Block Coded Narrowband Complex QPSK
Communication Systems in Flat Fading Channel Conditid®s { = 33 Hz), VA Decoding Using
the Original Trellis Structure dfig. 4.3
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Figure 6.54: BER Performances of Binary Cydlic 3, 2) Block Coded Narrowband Complex QPSK
Communication Systems in Flat Fading Channel Conditid#s { = 100 Hz), VA Decoding Using
the Original Trellis Structure dfig. 4.3
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Figure 6.55: BER Performances of Binary Cydlic 3, 2) Block Coded Narrowband Complex QPSK
Communication Systems in Flat Fading Channel Conditid®s { = 33 Hz), VA Decoding Using
the Reduced Trellis Structure Big. 4.4
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Figure 6.56: BER Performances of Binary Cydlic 3, 2) Block Coded Narrowband Complex QPSK
Communication Systems in Flat Fading Channel Conditid#s { = 100 Hz), VA Decoding Using
the Reduced Trellis Structure Big. 4.4

e FromFig. 6.52 itis clear that, in AWGN channel conditions, VA decoding of a simple ginar
cyclic (5, 3, 2) linear block code using original (s&ectiord.2) and reduced complexity (see
Sectiond.3.2) BCJR trellis structures deliver almost identical BER performancheis. Was
to be expected, since the reduced complexity trellis was obtainedEgir{g.22)'s generator
matrix, which is a non-systematic equivalent of the original generator maixign by Eq.
(4.18).

¢ In terms of coding gain, soft decision VA decoded binary cy¢lic3, 2) linear block codes
deliver mediocre BER performances in AWGN channel conditions. Sarfistbn VA de-
coding shows a simulated asymptotic coding gaird.gfdB over an uncoded narrowband
complex QPSK system (comparable wilg. (3.25)’s theoretical gain o@GfB‘,’g = 0.79
dB), as well as a cross-over point (s8ection6.5.2.1.4) ofl dB. Since hard decision VA
decoding asymptotically lags soft decision decoding3lmB (unexpectedly higher than the
classic2 dB) in terms of BER performance, the uncoded system will outperforehdiegision
VA decoding at any SNR.

2. Conclusions and observations from the flat fading channel results:

e A comparison ofig. 6.53 withFig. 6.54, andrig. 6.55 withFig. 6.56, confirms the follow-
ing expected observations: For both g, = 33 Hz andBp, = 100 Hz flat fading channel
scenarios, VA decoding of the binary cyc(i&, 3, 2) linear block code (using the original and
reduced complexity trellis structures) delivers increasingly improved B&®pnances as
the channels’ Rician factors increase. Furthermore, soft decisionedading, with perfect
fading amplitude CSI, shows gains@®5 dB atBp, = 100 Hz and0.1 dB atBp, = 33 Hz
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over soft decision VA decoding without any fading amplitude CSI. Lastiyawerage the VA
decoded binary cycli¢5, 3,2) block code performs better at a faster fading rate, since it is
not intended to correct large error bursts.

e Inexplicably, in flat fading channel conditions, the VA decoding of thebjrcyclic (5, 3, 2)
code, using the reduced complexity trellis structure, performs weakenthan the origi-
nal trellis is used. For example, withp ; = 100 Hz andK; = 9 dB, VA decoding using
the reduced trellis structure lags byr5 dB in performance. This difference in BER perfor-
mance for the different trellis structures is less severe for the sl@&wgr= 33 Hz channel
configuration, measuring onty3 dB for K; = 9 dB. Although the author of this dissertation
is unable to deliver a bona fide explanation for this phenomenon, it canrjectured that
these inferior performances, obtained using the reduced complexity tteliisise, might be
attributed to error propagation: Recall that the equivalent binary c{&lR; 2) code obtained
after executing the trellis reduction procedure describe8eatiord.3.2, is non-systematic.
As such, VA decoding alone will not produce an estimate of the originalidptd vectord, ,.

A secongl stage ML mapping from decoded code word estimate decoded message word

estimated,,, is required. Thus, any errors presentinafter VA decoding will not only prop-
agate, but possibly increase in quantity by performing the second stagaadphing. The
end result is reduced BER performances. In [1l&3jsorier et al.made similar observations
when linear block codes with identical dimensions ahyg,,, but with different generator
matrices g were comparedrossorier et alwent on to show that the systematic encoding
of linear block codes not only simplifies decoding, but also minimises the pildpaf a bit
error.

6.5.5 COMMUNICATION SYSTEMS EMPLOYING INTERLEAVED VITERBI
DECODED LINEAR BLOCK CODES

The nett result of flat and frequency selective fading on wirelesahgprarted data streams is the phe-
nomenon of error bursts [60]. Certain types of codes, such asinanyiRS block codes (sekection
3.2.2.3.3), are inherently designed to mitigate the detrimental effects of suchersts [164]. How-
ever, using interleaving and de-interleaving (Ssxtion3.2.3) in conjunction with channel coding
yields remarkable BER performance improvements for communication systesretiog in fading
channel conditions, even when burst error correcting codes a@dglemployed [60]. The following
subsections investigate the BER performance improvements gained by usihggved VA decoded
(seeSection4.4) binary Hamming 7,4, 3) and non-binary R7,5,3) linear block codes in nar-
rowband complex QPSK (se®ection5.2) and wideband complex DS/SSMA QPSK (s&etion
5.3) communication systems, operating in flat and multi-user multipath fading eheonditions,
respectively. Similar t&ection6.5.3, the RAKE receiver-based complex DS/SSMA communication
systems employed lengtW,., = 63 CSSs. Again, for all of the CSS families considered, except
ABC sequences, sequences were arbitrarily selected from theictespsequence families. For the
ABC sequences case, sequences were optimally selecte8gsten6.5.1.3.2).

A simple random number generator interleaver (SeetionC.3.2) of lengthN = 105 bits was
employed for both the binary Hamming (7,4,3) (s®ection3.2.2.3.1) and non-binary R, 5, 3)
(seeSection3.2.2.3.3) linear block coded systems. The choice for the length of the inerlisgus-
tified as follows: From the chosen flat fading channel parameters (simovable5.1) and multipath
fading channel parameters (shownTiable 5.5 andTable 5.6), the minimum Doppler spread (see
Section2.4.3.3) considered in this studyiisin { Bp ;} = 33 Hz. Furthermore, both the narrowband
complex QPSK and wideband complex DS/SSMA QPSK transmitters are cadifom balanced
modulation with coded, unspreaded symbol rates of 1000 b/sTédde5.1 andTable5.4). As such,
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a quick rule-of-thumb calculation shows that a slow deep fade can ¢amm@ximum of approxi-
mately1000/33 ~ 30 coded bits. Thus, an interleaver length)éf= 105 is more than adequate to
spread the effects of such a worst case scenario error burstnoNiple code words.

6.5.5.1 INTERLEAVED BINARY HAMMING, 4,3) CODED COMMUNICATION SYSTEMS

The binary Hammind?7, 4, 3) code (se&ection3.2.2.3.1) considered iBection6.5.3.1 is revisited
here again. Since each code word consistg bits, interleaving using the lengtNn = 105 ran-
dom number generator interleaver results in the shufflingbafomplete code words’ code bits. VA
decoded interleaved Hammir{@, 4, 3) coded narrowband complex QPSK and wideband complex
DS/SSMA systems’ simulated BER performances are presented and discuske following sub-
sections for flat fading and multi-user multipath fading channel conditi@spectively. Again, hard
and soft decision VA decoding (s&ection4.4.2) are considered, with varying degrees of fading
amplitude CSI (se8ection3.3.5) employed during soft decision decoding.

6.5.5.1.1 Flat Fading Channel Results

Fig. 6.57 andFig. 6.58 present the simulation results, obtained during the BER performatspees
formed for interleaved binary Hammin(@, 4, 3) coded (se&ection3.2.2.3.1) narrowband complex
QPSK communication systems (sBection5.2) in flat fading (se&ection2.5.1.1) channel condi-
tions, with maximum Doppler spreads (s&ection2.4.3.3) of Bp; = 33 Hz andBp; = 100 Hz,
respectively. Hard and soft decision VA decoding (S=etion4.4), following the de-interleaving
process, were considered for Rician factors (Seetion2.5.2.2) of K; = —100 dB, K; = 0 dB
andK; = 9 dB. Results are shown for soft decision decoding without any fadinditute CSI and
soft decision decoding with perfect fading amplitude CSI Seetion3.3.5 andSections.2.3). Also
depicted on these figures dtg. (5.24)'s theoretical BER performance curve for an uncoded QPSK
system in slow Rayleigh flat fading channel conditions, as well as simul&&djd@rformance curves
for uncoded QPSK systems in the presence of only AWGN.

6.5.5.1.2 Multipath Fading Channel Results

Simulated multi-user multipath fading channel BER performance results fok-lse VA decoded
(seeSection4.4) interleaved binary Hammingr, 4, 3) codes (se€ection3.2.2.3.1), running on
RAKE receiver-based wideband complex DS/SSMA QPSK systems3geton5.3), are shown
in Fig. 6.59,Fig. 6.60,Fig. 6.61 andFig. 6.62 for lengthM,., = 63 ABC (seeSectionD.3.2.2),
DSB CE-LI-RU filtered GCL (se&ectionD.3.2.1), ZC (se&ectionD.3.1.1) and QPH (seBection
D.3.1.2) CSSs, respectively. Both hard and soft decision (with and withding amplitude CSI (see
Sectior.3.5 andSectiorb.3.3)) block-wise VA decoding of the interleaved binary Hamniingt, 3)
codes were considered. The simulated uncoded RAKE received-badeband complex DS/SSMA
QPSK systems’ multi-user multipath fading channel BER performance repratsented irSection
6.5.1.3.1, are also present on these figures for comparative purpeseshe BER performance of an
uncoded non-RAKE DS/SSMA system, operating solely in AWGN.

6.5.5.1.3 Discussion of the Simulation Results

The preceding two subsections presented flat and multipath fading BE&mance results for
interleaved binary Hamming7,4,3) coded narrowband complex QPSK and wideband complex
DSSS/MA QPSK systems (with de-interleaving and VA decoding employed in AkEReceiver),
respectively. Listed below are several noteworthy observations arattamp conclusions drawn from
these results:
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Figure 6.57: BER Performances of Interleaved Binary Hamniimd, 3) Coded Narrowband Com-

plex QPSK Communication Systems in Flat Fading Channel Conditi®ps,= 33 Hz
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1. Conclusions and observations from the flat fading channel results:

e Contrasting-ig. 6.57 withFig. 6.39, and~ig. 6.58 withFig. 6.40 reveal that the interleaving
process substantially improved the BER performance of hard and si$iate VA decoded
binary Hamming(7, 4, 3) codes in flat fading channel conditions (especially for the; =
33 Hz case). For example, withp ; = 100 Hz andK; = 9 dB atP,(e) = 10—, interleaving
improved soft decision VA decoding (without any fading amplitude CSI) figgraximately
1.75 dB. However, as the Rician factdf; decreases, the gains obtained using interleaving
reduce. Thus, it can be argued that the fading channel’s tendencywifroon a Gaussian-
like to a Rician-like statistical demeanour, starts to overtake the temporalctérdstcs as
the dominating channel effect.

e A comparison ofFig. 6.57 withFig. 6.58 shows that, even after interleaving, VA decoded
binary Hamming(7, 4, 3) block codes in flat fading channel conditions wiy ; = 33 Hz
show inferior BER performances to that obtained £ ; = 100 Hz. However, the perfor-
mance difference is far less extreme than was the case with the non-interd&\decoded
binary Hamming7, 4, 3) block codes (se8ection6.5.3.1.2). Thus, it can be concluded that
a lengthN = 105 interleaver was not sufficiently capable of decomposing error bursts to
obtain 11D fading distributions on the received code bits.

e By incorporating interleaving into the binary Hammi(ig 4, 3) coded narrowband complex
QPSK system (operating in flat fading channel conditions), the resuttgorbvement ob-
tained by employing perfect fading amplitude CSI during soft decision Véodmg, in-
creased. This is particularly evident&p ; = 33 Hz. For example, ab,(e) = 10~* with
K, = 9 dB, fading amplitude CSI improved soft decision VA decoding by approxilypate
0.25 dB when using interleaving, whereas the non-interleaved scenariceshaw almost
negligible gain 00.05 dB.

2. Conclusions and observations from the multi-user multipath fading cheasuts:

e Comparing the multi-user multipath fading results presenteékirtion6.5.3.1.3 andection
6.5.5.1.2 for VA decoded non-interleaved and interleaved binary Ham(fing 3) linear
block codes, respectively, indicates that the use of interleaving imprine8ER perfor-
mance positively. The largest performance improvements were obsatrVed user loads
with hard decision VA decoding. For example, by using interleaving togettiehard deci-
sion VA decoding, d-user system with a BER d#,(e) = 2/1000 obtained a gain of almogt
dB, irrespective of the CSS family. By employing soft decision decodinthéut fading am-
plitude CSI), this gain diminished @8 dB. However, it was still adequate enough to boost
the single user's multipath fading performance results over that of thededddS/SSMA
system (without RAKE reception) in AWGN channel conditions f&y/ Ny > 4 dB.

e FromSectior6.5.5.1.2’s BER performance results for the different filtered and urddt€&SS
families considered in this study, it is apparent that, after interleaving, AB@Dences still
exhibit the poorest MUI performance, distantly followed by DSB CE-IU-Rtered GCL
CSSs. However, by incorporating interleaving into VA decoded binamnideng (7,4, 3)
codes, these two pre-filtered CSS families showed the largest BER parfoe improve-
ments for thel0-user scenario. Thus, it can be speculated that interleaving actualliatdiev
the detrimental correlative and temporal effects of the MUI caused by 8&sCoor peri-
odic cross-correlation properties, thereby creating less burstyseifbe unfiltered QPH and
ZC CSS families, which performed almost identically, surpassed ABC and CSBI-RU
filtered GCL CSSs for all VA decoder approaches and user load options

¢ Differing from the observations made fro8ection6.5.5.1.1's flat fading channel results, it
was discovered that, in multi-user multipath fading channel conditions, intergehas no
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influence on the performance improvement obtained by incorporatingdfaaiivplitude CSI
into soft decision VA decoding. The same can also be said of the asymptatiofgsoft
decision (without fading amplitude CSI) over hard decision VA decodiimgesit remains
constant a2 dB, regardless of the user load or CSS family used.

6.5.5.2 INTERLEAVED NON-BINARY REED-SOLOM@N;, 3) CODED COMMUNICATION
SYSTEMS

Simulated BER performance curves are introduced in the following subsedbo interleaved RS
(7,5, 3) block coded (se&ection3.2.2.3.3) narrowband complex QPSK (&etion5.2) and wide-
band complex DS/ISSMA QPSK (s&ection5.3) communication systems, operating in flat fading
and multi-user multipath fading channels, respectively. The non-binafy 8S) code used through-
out these simulations, functionsd®F" (2°) and is defined b¥q. (6.5) inSection6.5.3.2. Since each
RS code word consists of sevéfF (2%) code word symbols, with eacRiF' (2*) symbol in turn con-
sisting of three bits, it follows that the lengffi = 105 random number generator interleaver shuffles
the information of consecutive code words prior to transmission. The following subsegii@sgnt
simulated BER performance results obtained through hard and soft ae@isib and without perfect
fading amplitude CSI) VA decoding.

6.5.5.2.1 Flat Fading Channel Results

Simulated flat fading channel (s&ection2.5.1.1) BER performance results are showiign 6.63
(maximum Doppler spread @fp ; = 33 Hz) andFig. 6.64 (maximum Doppler spread 8f ; = 100
Hz) for VA decoded (se8ectiord.4) interleaved non-binary RS, 5, 3) coded (se&ectior.2.2.3.3)
narrowband complex QPSK communication systems $&mtiorb.2). These figures contain simula-
tion results obtained using flat fading channels configured for Ricidonra¢seeSection2.5.2.2) of
K; = —100dB, K; = 0 dB andK; = 9 dB. Hard and soft decision (with and without perfect fad-
ing amplitude CSI (se8ection3.3.5 andSection5.2.3)) branch metric calculation approaches were
considered for the VA decoding following the de-interleaving processdrréheiver. Furthermore,
simulated BER performance curves for uncoded QPSK systems in AWGditicors, as well a&qg.
(5.24)'s theoretical BER performance curve for an uncoded QPStesyin slow Rayleigh flat fading
channel conditions, are also includedFkig. 6.63 andrig. 6.64.

6.5.5.2.2 Multipath Fading Channel Results

Simulated multi-user multipath fading channel BER performance results fahlédg,, = 63 ABC
(seeSectionD.3.2.2), DSB CE-LI-RU filtered GCL (se®ectionD.3.2.1), ZC (se&ectionD.3.1.1)
and QPH (se&ectionD.3.1.2) CSS-based interleaved non-binary RS, 3) coded (seeSection
3.2.2.3.3) wideband complex DS/SSMA QPSK systems &etion5.3), with VA decoding (see
Section4.4) using BCJR trellises, are shownhig. 6.65,Fig. 6.66,Fig. 6.67 andFig. 6.68, re-
spectively. Block-wise VA decoding approaches considered inclad# dnd soft decision (with and
without fading amplitude CSI (se®ection3.3.5 andSections.3.3)) decoding. Also present on these
figures are the simulated uncoded RAKE receiver-based widebandeodD/SSMA QPSK sys-
tems’ multi-user multipath fading channel BER performance results, prdyiptessented irBection
6.5.1.3.1.

6.5.5.2.3 Discussion of the Simulation Results

ContinuingSection6.5.5’s investigation into the effects of interleaving on block coded namodb
complex QPSK and wideband complex DSSS/MA QPSK systems (with VA decodifigt fading
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Figure 6.63: BER Performances of Interleaved Non-Binary{RS, 3) Coded Narrowband Complex
QPSK Communication Systems in Flat Fading Channel ConditiBpg, = 33 Hz

and multi-user multipath fading channel conditions, respectig&dgtion6.5.5.2 brought interleaved
non-binary RS 7, 5, 3) codes under the spotlight. Important conclusions and observationsHesa
results are listed below:

1. Conclusions and observations from the flat fading channel results:

e Coinciding with the findings ofection6.5.5.1, the incorporation of interleaving into non-
binary RS(7,5,3) coded complex QPSK systems, employing VA decoding, improved the
overall BER performances in flat fading channel conditions. Howeties improvement is
less dramatic for the non-binary R 5, 3) code than for the binary Hammiri@, 4, 3) code.

For example, a comparison betweg. 6.46 andFig. 6.63 indicates that interleaving de-
livers an additional gain of onlg.2 dB for soft decision decoding (without fading amplitude
CSl) atP,(e) = 10~* with Bp,; = 100 Hz and K; = 9 dB. This modest gain can be at-
tributed to the fact that RS codes have the inherent capacity to cornesty laurors. It is
interesting to note, however, that the gains obtained for Bath = 33 Hz andBp; = 100
Hz by including interleaving, increase as the Rician fagfpidecreases.

e Contrasting the flat fading channel results presenteSeiction6.5.3.2.2 with that given in
Section6.5.5.2.1 confirms the observations mad&ection6.5.5.1: In general, applying in-
terleaving results in more impressive BER performances at lower maximumpl&gpreads.
For the VA decoded non-binary RS, 5, 3) code considered here, the resultantimprovements
obtained through interleaving yield more comparable BER performancesé&eRBy, ; = 33
Hz andBp ; = 100 Hz than was the case for the interleaved binary Hamrtiing, 3) codes.
This can once again be attributed to the RS code’s inherent ability to camgamall error
bursts still present at the output of the random interleaver.
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Figure 6.64: BER Performances of Interleaved Non-BinaryRS, 3) Coded Narrowband Complex
QPSK Communication Systems in Flat Fading Channel ConditiBps, = 100 Hz

0
10: T T T

=

ou
-

il

HH — 1-User, no RAKE, AWGN
—#— 1-User, Uncoded
I'| ©- 1-User, Interl. RS (7,5,3), Hard Input
—¥— 1-User, Interl. RS (7,5,3), Soft Input, No Fading Amp. CSI
|| = 1-User, Interl. RS (7,5,3), Soft Input, Perfect CSI
F| == 5-Users, Uncoded
[| =< 5-Users, Interl. RS (7,5,3), Hard Input
F| 8- 5-Users, Interl. RS (7,5,3), Soft Input, No Fading Amp. CSI
| 4= 5-Users, Interl. RS (7,5,3), Soft Input, Perfect CSI
| & 10-Users,Uncoded
| | = 10-Users, Interl. RS (7,5,3), Hard Input
-~ 10-Users, Interl. RS (7,5,3), Soft Input, No Fading Amp. CSl
- 10-Users, Interl. RS (7,5,3), Soft Input, Perfect CSI

I I

Simulated Bit Error Probability
S
T

i
O\
)

1 |
-10 5 0 5 10 15
Average Eb/ N 0 [dB]

Figure 6.65: BER Performances of Interleaved Non-binary(RS, 3) Coded Wideband Complex
QPSK Communication Systems Employing ABC Sequences in Multi-User Multipatind-&dhan-
nel ConditionSMseq =63
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Figure 6.66: BER Performances of Interleaved Non-binary(RS, 3) Coded Wideband Complex
QPSK Communication Systems Employing DSB CE-LI-RU Filtered GCL CSSs in Mk tul-
tipath Fading Channel Conditiond/,., = 63
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Figure 6.67: BER Performances of Interleaved Non-binary(RS, 3) Coded Wideband Complex
QPSK Communication Systems Employing ZC CSSs in Multi-User Multipath Fadingréh&mwon-
ditions, Mcq = 63
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Figure 6.68: BER Performances of Interleaved Non-binary(RS, 3) Coded Wideband Complex
QPSK Communication Systems Employing QPH CSSs in Multi-User Multipath Fadingréha
Conditions, M., = 63

e ComparingFig. 6.63 andFig. 6.64 with the results given iS8ection6.5.3.2.2, it is apparent
that, in terms of the BER performance improvement obtained by includinggbéafiing am-
plitude CSI into the soft decision VA metric calculations, interleaving provecatodneficial
only for low maximum Doppler spreads. By incorporating interleaving this gaireased
from 0.2 dB to 0.4 dB for Bp ; = 33 Hz, whereas no change was observedBey; = 100
Hz.

2. Conclusions and observations from the multi-user multipath fading cheasuts:

e Comparing the results given Bection6.5.3.2.3 andection6.5.5.2.2, it is apparent that in-
terleaving has little influence on the BER performance of VA decoded nmambRS(7, 5, 3)
block codes in multi-user multipath fading channel conditions. Only thé RS 3) coded
complex DS/SSMA QPSK systems employing the ABC and DSB CE-LI-RU filter€il G
CSSs showed notable improvements. For examplePfor) = 3/1000, the 10-user ABC
sequence-based system showed an improvemén? oB after interleaving. Thus, it can be
concluded that the RS code was sufficiently capable of handling the irstg created by
the multipath fading and MUI, without having to resort to interleaving.

e For all of the CSS families considered, soft decision VA decoding of theléseed RS
(7,5,3) block code in a single user CDMA system delivered better performaneesath
uncoded non-RAKE DS/SSMA QPSK system in AWGN conditions vii{y Ny > 4 dB.

e As was to be expected, ABC sequences exhibited the poorest BERmanfces, especially
at high user loads. QPH and ZC CSSs delivered nearly identical BERrpemce results,
with DSB CE-LI-RU filtered GCL CSSs trailing by no more thaB for the 10-user worst
case scenario.
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e Coinciding with the observations made from the soft decision VA decodeddated bi-
nary Hamming(7, 4, 3) block code’s multi-user multipath fading BER performance results,
it seems that interleaving has no significant influence on the performanceviempents ob-
tained by incorporating fading amplitude CSlI into the metric calculations.

6.5.6 COMMUNICATION SYSTEMS EMPLOYING VITERBI DECODED PUNCTURE D
CONVOLUTIONAL AND LINEAR BLOCK CODES

Rate adaptation through code puncturing (Seetion3.2.4) has become a standard feature in the
channel coding schemes employed by most commercial mobile communicatiomsystg. GSM,
GPRS and EDGE). The advantages of using puncturing are twofoldiyFwancturing allows for
flexible data rates using a single coding scheme, a crucial feature in emywaication system that

is intended to supplpandwidth-on-demandSecondly, puncturing enables the telecommunications
engineer to harness the error correction capabilities of powerful ltevaades, without having to
concede considerable transmission bandwidth [102—-104].

The following subsections investigate the influence of puncturing on theggEiermances of VA de-
coded RSC codes (s&=ction3.2.1.3.2) and binary BCH linear block codes (S&etion3.2.2.3.2).
BER performance results were obtained for these punctured codegrawband complex QPSK
communication systems (s&ection5.2), operating in AWGN and flat fading channel conditions.
Multi-user multipath fading simulation results are also presented for the bir@H/(B5, 7, 5) code.
The RAKE receiver-based complex DS/SSMA communication systemsS@eten5.3) employed
during these simulations, were configured for length., = 63 CSSs. The ABC sequences used
were optimally selected, as describedSaction6.5.1.3.2. CSSs were arbitrarily selected for the
other CSS families considered.

6.5.6.1 PUNCTURED BINARY 4-STATE, RARE = 1/2 RSC CODED COMMUNICATION
SYSTEMS

In the following subsections a punctured [102—-104] bin&state, rate?. = 1/2 RSC code’s BER
performances are investigated in AWGN and flat fading channel conslifioaltipath fading channel
conditions were omitted due to time constraints). FitableA.3 the originald-state, rate?,. = 1/2
RSC code is defined by the following generator matrix Seetion3.2.1.3.2):

Goe(D)= [ 1 1525 | (6.6)

As indicated inTableA.3, this code has a minimum free distancelgf.. = 5. Code words generated
by the encoder structure, defined By. (6.6), is punctured according to the following puncturing
profile (seeSection3.2.4):

T:“ (1]] 6.7)

UsingEQq. (3.46), it readily follows that the resultant punctured code has a rdtg ef 2/3, making it
comparable with the RSC code investigate®action6.5.2.2. Furthermore, note that the systematic
information (se€Section3.2.1.2) remains intact after puncturing. Hence, this punctured code can
still be classified as a binary IR RSC code (s®ection3.2.1.3.2). Furthermore, a equiprobable
symbol-generating information source was employed in the transmitter straictseel during this
subsection’s simulations. As such, the receiver-end de-punctueetard erasure values (SEg.
(3.60)) ofI",,, ; o = 0 in the punctured bit positions, prior to sliding window VA decoding.
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6.5.6.1.1 AWGN Channel Results

Fig. 6.69 shows the simulated AWGN channel BER performance results, obtainedrrowband
complex QPSK communication systems, employing the puncttxsdte, rate?. = 1/2 RSC code,
described irbection6.5.6.1. For comparative purposes the results presenteekitiont.5.2.2 for the
8-state, ratek, = 2/3 RSC code are repeatedhiy. 6.69. VA decoding using hard and soft decision
(without fading amplitude CSI) metric calculations were considered for bathutipunctured rate
R. = 2/3 and punctured rat&. = 1/2 RSC codesEqg. (5.20), which defines the theoretical BER
performance curve of an uncoded narrowband QPSK system in AN@Nnel conditions, is also
included inFig. 6.69.
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Figure 6.69: BER Performances of Puncturk8tate, Rate?. = 1/2 RSC Coded Narrowband
Complex QPSK Communication Systems in AWGN Channel Conditions

6.5.6.1.2 Flat Fading Channel Results

Fig. 6.70 andFig. 6.71 show simulated BER performance results for punctured 4-stateRsate

1/2 RSC (seeSection3.2.1.3.2) coded narrowband complex QPSK communication systems (see
Sectionb.2) in flat fading channel conditions (s8ection2.5.1.1) with maximum Doppler spreads
of Bp; = 33 Hz andBp; = 100 Hz, respectively. During these simulations the flat fading channel
configurations considered included Rician factors Seetion2.5.2.2) of K; = —100dB, K; = 0

dB andK; = 9 dB. After de-puncturing in the receiver, sliding window VA decoding & 4hstate,
rate R. = 1/2 RSC codes were performed. Both hard and soft decision decodiregowasidered,
with either perfect or no fading amplitude CSI (s&ection3.3.5 andSection5.2.3) used during soft
decision decoding. Simulated BER performance curves for uncode® @&3ems in AWGN, as
well as theoretical BER performance curves for uncoded QPSK sysatestav Rayleigh flat fading
channel conditions (defined Bg. (5.24)) are present drig. 6.70 andrig. 6.71.
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Figure 6.70: BER Performances of Puncture8tate, Rate?. = 1/2 RSC Coded Narrowband
Complex QPSK Communication Systems in Flat Fading Channel Condititms = 33 Hz
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Figure 6.71: BER Performances of Puncture8tate, RateR. = 1/2 RSC Coded Narrowband
Complex QPSK Communication Systems in Flat Fading Channel Conditiths = 100 Hz
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6.5.6.1.3 Discussion of the Simulation Results

Punctured binary-state, rate?. = 1/2 RSC coded narrowband complex QPSK systems were eval-
uated inSection6.5.6.1.1 andection6.5.6.1.2. The narrowband systems were tested in AWGN and
flat fading channel conditions. From the simulated BER performancdisgmesented in the two
preceding subsections, the following is evident:

1. Conclusions and observations from the AWGN channel results:

e The simulated AWGN channel results Big. 6.69 show that the puncturedstate, rate
R. = 1/2 RSC code does not perform as well as the unpunctgrette, rateR, = 2/3
RSC code ofSection6.5.2.2, even though both codes have the same minimum free distance.
This can be attributed to the fact puncturing decreased the effective minireardistance of
the rateR. = 1/2 RSC code. Exact calculation of the punctured code’s overall minimum free
distance is a cumbersome process. However, reverse enginEgri(®y8), using a measured
asymptotic coding gain aIngOgt = 2.2 dB for soft decision VA decoding over an uncoded
system, the effective minimum free distance for the punctured RSC codeastimated as
dfree = 3.

e Itis interesting to note frorkig. 6.69's AWGN channel results that, although the cross-over
point (seeSection6.5.2.1.4) for hard decision VA decoding of the punctured rate= 1/2
RSC code is higher than that of the unpunctured fate= 2/3 RSC code, these two codes
have similar cross-over points for soft decision VA decoding.

¢ In AWGN channel conditions (sef€ig. 6.69), soft decision VA decoding of the punctured
rate R. = 1/2 RSC code shows an improvementldf dB, which is less than the expect2d
dB.

2. Conclusions and observations from the flat fading channel results:

e Fig. 6.70 andFig. 6.71 not only show that the punctured rdte = 1/2 RSC code’s perfor-
mance in flat fading channel conditions improve as the Rician fagtdncreases, but also
that the punctured RSC code is presented with more adverse tempordiatisttay overcome
whenBp ; = 33 Hz. In general, the BER performances of hard and soft decision ¢Adkl
punctured ratd?. = 1/2 RSC codes deteriorate as the maximum Doppler spread decreases,
regardless of the Rician facté;.

e From theBp,; = 33 Hz andBp; = 100 Hz flat fading channel results, shown kig.
6.70 andFig. 6.71, respectively, it is clear that the use of perfect fading amplitude CSI
during soft decision VA decoding resulted in minor BER performance ingrents. For the
Bp,; = 100 Hz the improvement was most noticeable, measuring approximaiydB for
K; = 9 dB. Furthermore, it is interesting to note that the asymptotic gain of soft dacisio
decoding (without any fading amplitude CSI) over hard decision decddiag impressive
2.5 dB for the Bp ; = 100 Hz scenario, but onlg dB for Bp ; = 33 Hz.

e The flat fading channel BER performance results, give@ention6.5.2.2.2, for the unpunc-
tured 8-state, rateR. = 2/3 RSC code, are superior to the results obtained here for the
punctured rate?. = 1/2 RSC code. Although practical implementation of both codes result
in identical bandwidth enlargements, the punctured RSC code has a smaileemof states
in its trellis (seeSection3.3.1.1), resulting in an inferior minimum free Hamming property
(seeSection3.2.1.2). This, in turn, produces weaker BER performances.
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6.5.6.2 PUNCTURED BINARY BCH5, 7,5) CODED COMMUNICATION SYSTEMS

The effects of puncturing on the BER performances of a VA decodehpBICH (15, 7, 5) code (see
Section3.2.2.3.2), operating in varying channel conditions, are considered iioltbesing subsec-
tions. The code under investigation is defined by the following generatpngmial [47]:

gpc(p) =p*+p" +p° +p* +1 (6.8)

which can be used to construct the following equivalent systematic genenatrix (seeSection
3.2.2.2):

100000011 101000
010000001171 0100
0010000001110 T10

Gpe=|000100000071T1T101 (6.9)
0000100111001T10
0000010011100 11
0000001110100 0 1|

From [47] this BCH code has a minimum Hamming distance @eetion3.2.2.2) ofd,,;, = 5
bits. Furthermore, since it has a code rateRpf = 7/15, incorporating it into a communication
system will come at the expense of &4.29% inflation in transmission bandwidth. This bandwidth
expansion can be alleviated by incorporating the following puncturingler@ieSection3.2.4) into
the communication system’s channel coding subsystem:

[an}

(6.10)

— R O R R R RO R
R O R FEFFE PR OO
ORr HF P P RO FRFRFRFRRFROHFH
== = O R e = O R e

From Eq. (3.46) it follows that, when using this puncturing profile in conjunction with threaty
BCH (15, 7,5) block code, a punctured code rate/®f = 4/7 is obtained. Thus, the resultant punc-
tured binary BCH code is comparable with the binary Hamniihg., 3) code, examined igection
6.5.3.1 andectiors.5.5.1. Although this puncturing profile was arbitrarily chosen to deliveavan-

all code rate of?. = 4/7, the author did attempt to uniformly distribute the deletion of code bits from
consecutive BCH code words. However, at no point can it be claimédhteauncturing profile of
Eq. (6.10) is in any sense optimal.

The following subsections present AWGN and flat fading channel BERopmance results, ob-
tained using narrowband complex QPSK communication systemsS@et@on5.2) employing the
punctured binary BCH15,7,5) block code. Also given here are multi-user multipath fading chan-
nel BER performance results for punctured binary BQH, 7, 5) block codes, running on wideband
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complex DS/SSMA QPSK communication systems Seetiorns.3). Hard decision VA decoding, as
well soft decision VA decoding, with varying degrees of fading amplitug¢ SeeSectiorn3.3.5), are
considered. The punctured binary BGH, 7,5) code BER performance results are compared with
that obtained for the binary Hammiri@, 4, 3) code.

6.5.6.2.1 AWGN Channel Results

Simulated AWGN channel BER performance results are depictédyin.72 for narrowband com-
plex QPSK communication systems, employing the punctured binary BGH, 5) block code de-
tailed inSectior6.5.6.2. As is clear from this figure, hard and soft decision (without fadimplitude
CSI) VA decoding results were obtained. Since the punctured binary BGH, 5) code is com-
parable with the binary Hamming, 4, 3) block code ofSection6.5.3.1, the hard and soft decision
VA decoding AWGN channel results providedhig. 6.36 are included ifrig. 6.72. Also depicted
on this figure is the BER performance curve of an uncoded narrowQ&®K system in AWGN,
theoretically defined big. (5.20).
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Figure 6.72: BER Performances of Punctured Binary BQH 7,5) Coded Narrowband Complex
QPSK Communication Systems in AWGN Channel Conditions

6.5.6.2.2 Flat Fading Channel Results

Flat fading channel (seSection2.5.1.1) simulated BER performance results are depicteeign
6.63 (maximum Doppler spread &p; = 33 Hz) andFig. 6.64 (maximum Doppler spread of
Bp; = 100 Hz) for VA decoded (se8ectior4.4) punctured binary BCKlL5, 7, 5) coded (se&ection
3.2.2.3.2) narrowband complex QPSK communication systemsS@ei@on5.2). Simulation results
are included for flat fading channels configured with Rician factore Sztion2.5.2.2) of K; =
—100 dB, K; = 0 dB andK; = 9 dB. After de-puncturing in the narrowband complex QPSK
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Figure 6.73: BER Performances of Punctured Binary B@H 7,5) Coded Narrowband Complex
QPSK Communication Systems in Flat Fading Channel ConditiBpg, = 33 Hz

receiver, VA decoding using either hard or soft decisions (with andowitherfect fading amplitude
CSI (seeSection3.3.5 andSection5.2.3)) were performed. For comparative purposes, simulated
BER performance curves for uncoded QPSK systems in AWGN, as wdheatheoretical BER
performance curve for uncoded QPSK systems in slow Rayleigh flatgati@nnel conditions (given

in Eq. (5.24)), are also included dfig. 6.73 andFig. 6.74.

6.5.6.2.3 Multipath Fading Channel Results

Fig. 6.75,Fig. 6.76,Fig. 6.77 andFig. 6.78 respectively show simulated multi-user multipath
fading channel BER performance results for lengthABC (seeSectionD.3.2.2), DSB CE-LI-RU
filtered GCL (se€&SectionD.3.2.1), ZC (see&sectionD.3.1.1) and QPH (se8ectionD.3.1.2) CSS-
based punctured binary BCH5,7,5) coded (se&ection3.2.2.3.2) wideband complex DS/SSMA
QPSK systems (seBection5.3). Following the de-puncturing process (s&ection3.3.4) at the
RAKE receiver, block-wise VA decoding, using the binary BCH, 7, 5) code’s BCJR trellis, which
consists ofl6 layers with64 nodes each, was employed. Simulation results are given for hard and
soft decision (with and without fading amplitude CSI (&=tior3.3.5 andsectiorb.3.3)) VA decod-
ing approaches. The multi-user multipath fading and AWGN channel BERrpgnce results for
uncoded RAKE receiver-based and non-RAKE receiver-baséeband complex DS/SSMA QPSK
systems, respectively, are also included on these four figures.

6.5.6.2.4 Discussion of the Simulation Results

The focus of the preceding three subsections were the effects ofpusieguring in conjunction with
VA decoded binary BCH15,7,5) codes. Simulated BER performance results were presented for
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Figure 6.74: BER Performances of Punctured Binary B@H 7,5) Coded Narrowband Complex
QPSK Communication Systems in Flat Fading Channel ConditiBpg, = 100 Hz

punctured binary BCH15,7,5) coded narrowband complex QPSK communication systems (oper-
ating in AWGN and flat fading channel conditions) and multi-user widebamdptex DSSS/MA
QPSK systems (operating in multipath fading channel conditions). The folipaliservations were
made from these results:

1. Conclusions and observations from the AWGN channel results:

¢ Investigation of the AWGN channel BER performance results for the \@oded punctured
binary BCH(15, 7, 5) codes, implemented on narrowband complex QPSK systemgigee
6.72), indicates that the puncturing process not only decreased timecstrne transmission
bandwidth, but also decreased the binary BAH, 7,5) code’s error correcting capabili-
ties. For soft decision VA decoding of the punctured binary BAH 7,5) code a mundane
asymptotic coding gain of.8 dB is achieved, whereas hard decision decoding shows a cod-
ing loss of1.9 dB. Thus, reverse engineeritify]. (3.25) shows that puncturing (using the
profile given byEq. (6.10)) has effectively decreased the BCH code’s minimum Hamming
distance (se&ection3.2.2.2) fromd,,.;, = 5 to approximately,,;, = 3.

e Comparing the AWGN channel BER performance results for VA decodeahypHamming
(7,4, 3) and punctured binary BCKL5, 7, 5) codes on narrowband complex QPSK systems
(shown inFig. 6.36 andFig. 6.72, respectively), establishes that the soft decision decoding
(with or without fading amplitude CSI) of both codes deliver comparableltesHowever,
hard decision VA decoding of the binary BCGHI5, 7, 5) code failed to perform at the same
level as hard decision VA decoded binary Hamm{iig4, 3) codes. Specifically, for high av-
erageE;, /Ny values, hard decision VA decoded BQlb, 7, 5) codes showed an asymptotic
performance loss df dB when compared to the hard decision VA decoded binary Hamming
(7,4,3) code.
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Figure 6.75: BER Performances of Punctured Binary BQH, 7,5) Coded Wideband Complex
QPSK Communication Systems Employing ABC Sequences in Multi-User Multipatind-&dhan-
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Figure 6.76: BER Performances of Punctured Binary BGH, 7,5) Coded Wideband Complex
QPSK Communication Systems Employing DSB CE-LI-RU Filtered GCL CSSs in MskirMul-
tipath Fading Channel Conditiond/,., = 63
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Figure 6.77: BER Performances of Punctured Binary BQH, 7,5) Coded Wideband Complex
QPSK Communication Systems Employing ZC CSSs in Multi-User Multipath Fadingréh@on-
ditions, M, = 63
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e Fig. 6.72 demonstrates that soft decision VA decoding of the punctured @y 15, 7, 5)
code outperforms hard decision decoding with approximatedf8. This result far exceeds
the characteristi dB gain for hard over soft decision ML decoding, characteristic with
non-punctured linear block codes [47].

2. Conclusions and observations from the flat fading channel results:

e The punctured binary BCHKi15,7,5) code exhibits an increase in flat fading channel BER
performance as the Rician factél; increases (refer tbig. 6.73 andrig. 6.74). This is true
for both Bp ; = 33 Hz andBp; = 100 Hz. On average, the punctured code performs best
at the maximum Doppler spread, i.8p; = 100 Hz. Since the flat fading channel creates
shorter error bursts at higher maximum Doppler spreads, the VA dexoflithe punctured
binary BCH(15,7,5) code (which is not intended for burst error correction) producéebe
BER performance results, irrespective of the channel’s Rician factor

e Referring toFig. 6.73 andFig. 6.74 it is clear that the use of perfect fading amplitude
CSI during the soft decision VA decoding of the punctured BQH, 7,5) codes resulted
in relatively small gains over soft decision decoding (without any fadimglaude CSI).
For bothBp; = 33 Hz andBp; = 100 Hz this gain was approximately.15 dB when
K; = 9dB. Moreover, hard decision VA decoding asymptotically lags soft detidéxoding
(without any fading amplitude CSI) by.75 dB for Bp ; = 33 Hz, and2.25 dB for Bp ; =
100 Hz.

¢ Recall fromSection6.5.6.2 that the puncturing profile defined By. (6.10) was designed
with the singular intention to reduce the binary BCH, 7, 5) code’s rate to that of the binary
Hamming(7, 4, 3) code, but still preserve its superior error correction capabilities. As wa
observed from the AWGN channel results, puncturing unfortunatelyaed the code’s effec-
tively minimum Hamming distance, resulting in poorer BER performances. Smyreling to
the observations made for AWGN channel conditions, a comparison ointluéased results
presented irBection6.5.3.1.2 andection6.5.6.2.2 shows that, in flat fading channel condi-
tions, soft decision VA decoding of the two codes performed similarly. Witld lo@cision
VA decoding, however, the binary BCH5, 7,5) codes proved to be inferior to the binary
Hamming(7, 4, 3) codes.

3. Conclusions and observations from the multi-user multipath fading cheesusts:

e MatchingSection6.5.6.2.3’s multi-user multipath fading BER results with that presented in
Sectior6.5.3.1.3 for VA decoded binary Hammiig, 4, 3) codes, it is clear that soft decision
decoding of the binary Hamming@, 4, 3) code and the punctured binary BGb, 7, 5) code
deliver nearly the same performances, irrespective of the quality ohtliegf amplitude CSI
employed in the metric calculations. Unfortunately, the BER performancesettasing
hard decision VA decoding of the punctured binary BCH, 7, 5) code follows the pattern
observed for the AWGN and flat fading channels. At a BERgE) = 2/1000, for example,
hard decision decoding of the punctured binary BAFL 7, 5) code exhibits a loss df.5 dB
in a single user CDMA system, employing DSB CE-LI-RU filtered GCL CSSss pbor
BER performance trend, observed for the hard decision VA decodithge gunctured binary
BCH (15,7,5) code, increases in severity as the user load increases, regardtbesG8S
family employed.

e On the whole, VA decoded punctured binary BCH, 7, 5) codes, implemented on RAKE
receiver-based DS/SSMA QPSK systems using ABC sequences,rddlivee poorest BER
performances at high user loads. QPH CSSs produced the best, #hltsC CSSs a close
second. Furthermore, for the single user scenario at RighV, values, only the unfiltered
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CSS families were capable of performing better or equivalent to the singteinsoded non-
RAKE receiver-based DS/SSMA QPSK system, operating purely in AM@dvever, the
unfiltered CSS families did come close to this AWGN curve, lagging by no moreitBaiB
behind the unfiltered CSS families.

e Contrasting the hard and soft decision VA decoding resul&@f6.75,Fig. 6.76,Fig. 6.77
andFig. 6.78, soft decision decoding (without fading amplitude CSI) gains, rarggtween
approximately2.4 dB and2.8 dB, can be observed for user loads ranging from low to high,
irrespective of the CSS family. Furthermore, the inclusion of perfeéhfpdmplitude CSI
during soft decision VA decoding produces an average gaih2odiB for all user loads and
CSS families.

6.6 CONCLUDING REMARKS

Chapter6 presented a culmination of simulation results that investigated, evaluatee@inedvthe
theories, algorithms, communication system building blocks, simulation platforch$/Aarecoded
coding schemes covered in the previous chapters. Firstly, it examineddénation of the novel
complex flat fading and multipath fading channel simulators, present®eédtior2.6.2.3 andsection
2.6.3.2, respectively. Next, attention shifted to the verification of the naaoa complex QPSK
(seeSectiorb.2) and wideband complex DSSS/MA QPSK communication system$ésgimrb. 3).
Lastly, numerous simulated AWGN, flat fading and multi-user multipath fadingrelsBER per-
formance results, obtained usi®gction5.4’s comprehensive simulation platforms, were presented
and assessed for uncoded, as well as VA decoded convolutionéihaadblock coded narrowband
and wideband communication systems. This chapter not only documentalsetenesting and im-
portant findings from the simulation results presented here, but it alsosn@akember of unique
contributions. Important results presented and novel contributions mattesbchapter, are listed
below:

1. Measured phase and fading amplitude PDFs, as well as measurelDsgmzetra, are presented
in Section6.2.1 for the novel complex fading channel simulator, featuregeiction2.6.2.3. These
simulation results not only certifies the accuracy of the proposed compliéxdiag channel simu-
lator’s operation, but also serves as proof of its flexibility in terms of stippdading distributions
and fading rates.

2. The functioning and configurability of the unique complex multipath fadirgnokl simulator,
proposed inSection2.6.3.2, are authenticated 8ection6.2.2 via simulated power delay profile
and Doppler spread PSD measurements.

3. Simulated time signals, PSDs and eye diagrams are givBedtion6.3 for the unique complex
QPSK transmitter and receiver models, presentekictions.2. The PSD and eye diagram results
were obtained in perfect, noiseless channel conditions, whereas thiatsidhtime signals were
measured in noiseless, flat fading channel conditions. These restlsiggrove the optimal
operation of the proposed complex QPSK system, but also validates tlageading amplitude
calculation method, detailed Bection5.2.3.

4. The functioning of the proposed RAKE receiver-based widebantptex DS/SSMA QPSK sys-
tem, described irsection5.3, is scrutinised irbection6.4. Simulated PSDs for the ABC, DSB
CE-LI-RU filtered GCL, ZC and QPH CSS families considered in this studg Agmendix D,
were obtained in perfect noiseless channel conditions. These PSDmatkbuthe perfect single
sideband and Nyquist bandwidth-like spectral characteristics of the &RIDSB CE-LI-RU fil-
tered GCL CSSs, respectively. Eye diagram results (also obtained fecpapiseless channel
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conditions) for the complex DS/SSMA QPSK system, employing QPH CSSsy whefaccept-
able operation of the square-root Nyquist chip-level pulse shapingsfiltesed at the wideband
transmitter and RAKE receiver for the unfiltered CSS families. Time signal uneaents, pro-
cured in noiseless multipath fading channel conditions, certify the usskibfeéhe average fading
amplitude calculation method, proposedSactions.3.3.

5. Chapter6 presented numerous simulated AWGN, flat fading and multi-user multipathgfadin
channel BER performance results for binary NSC (Seetion3.2.1.3.1) and RSC (se®ection
3.2.1.3.2) codes. These results acted mostly as baseline references\férdbcoded binary and
non-binary linear block codes considered in this study. However, a euaflunique contributions
were made to the discipline of convolutional coding, including an investigattortie effects of
perfect fading amplitude CSI on the soft decision VA decoding of conimial codes, as well
as the influence of puncturing on binary RSC codes’ BER performarithe most significant
contribution, however, is the BER performance results obtained for \éddied binary convolu-
tional codes, implemented on RAKE receiver-based wideband complexd&Systems. These
results substantiate convolutional codes’ effectiveness in combattinéf¢lsesenf MUI and multi-
path fading.

6. Simulated AWGN and flat fading channel BER performance resultsjr@ctfor narrowband com-
plex QPSK systems employing VA decoded binary Hamniing, 3) and non-binary R%7, 5, 3)
linear block codes (se8ection6.5.3.1 andSection6.5.3.2, respectively), are some of the ma-
jor contributions of this chapter. Even more pivotal are the simulated BERrp@ance results
obtained for these VA decoded linear block codes, running on RAKEivecbased wideband
complex DS/SSMA QPSK systems (employing the unfiltered and filtered CSS fapréissnted
in Appendix D) in multi-user multipath fading channel conditions. From the results obtaimékddo
various mobile communication channel environments considered, it is evigdrnhe application
of the VA to the BCJR trellis structures of linear block codes deliver optimalddtoding BER
performances.

7. Novel simulated AWGN and flat fading channel BER performancdtreate presented iSection
6.5.4 for binary cyclic(5, 3,2) linear block codes, VA decoded using original and reduced com-
plexity trellis structures. These results show that BCJR trellis complexity haslnence on the
BER performance results obtained in AWGN conditions. However, fofdiding channel condi-
tions, usage of the reduced complexity BCJR trellis delivered slightly wegi&Br performances.

8. Section6.5.5’s investigation into the BER performance improvements obtained by intieidethe
VA decoded binary Hamming7, 4, 3) and non-binary R$7, 5, 3) linear block codes in flat fad-
ing and multi-user multipath fading channel conditions, produced uniqueaundble simulation
results. From these results it can be surmised that interleaving improveEBed&formances of
both the binary Hamming7, 4, 3) and non-binary R$7, 5, 3) linear block codes. However, the
improvements observed for the non-binary RS5, 3) linear block codes were less impressive,
due their inherent ability to mitigate the bursty errors typically created by fasfiegts in mobile
communication channels.

9. Sectiont.5.6.2 focused on the VA decoding of punctured binary BCH 7, 5) linear block codes
in AWGN, flat fading and multi-user multipath fading channel conditions. 8ettision VA de-
coding of this punctured code delivered novel BER performancdtsesamparable to the binary
Hamming(7, 4, 3) code (which also has a code rate/f = 4/7), irrespective of the quality of
the fading amplitude CSI used during the metric calculations. Hard decisiore@ddihg of the
punctured binary BCH15, 7,5) code, however, did not only performed inferior to soft decision
decoding, but also to hard decision VA decoding of the binary Hami¥ingy 3) code.
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10.

11.

This chapter’s simulated BER performance results for binary cotiwoll codes, as well as binary
and non-binary linear block codes, tested on narrowband and widetmmmunication systems
in flat fading and multi-user multipath fading channel conditions, respégtigee instrumental
in the determination of the influence of fading amplitude CSI during VA decodBigparticular
interest in this study, were the underlying effects of code complexity, gagites, Rician factors,
interleaving, puncturing, CDMA user loads and CSS families on the perfurengains achieved
through soft decision VA decoding with fading amplitude CSI.

Although this chapter’s major contribution is undoubtable the simulated BERrmances of VA
decoded binary and non-binary linear block codes, operating in a veidety of mobile channel
conditions, the respective investigationsS#ction6.5.1.3.2 andSection6.5.1.3.3 into the influ-
ence of CSS selection and length on the multi-user multipath fading channepBE&mances
of uncoded complex DS/SSMA QPSK systems, are also pivotal. Not onlytlveasoncept of
SSLD introduced (mathematically definedSectionD.2.6), but also a simple GCL CSS selection
scheme, proposed I8taphorstand.indein [162]. From the simulation results it is apparent that,
when used in RAKE receiver-based DS/SSMA systems, ABC sequelatigsr mediocre BER
performances. However, for a fixed BEF (&=xtiornD.2.5), ABC sequences support much higher
user loads than the other CSS families considered in this study. Furtheimas shown that care
must be taken in the selection of sequences from a ABC sequence farmigy/thaassignment of
CSSs to CDMA users has a definite impact of the overall BER performdrtbe system due to
MUI.
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CONCLUSIONS ANDFUTURE RESEARCH

7.1 CHAPTER OVERVIEW

HE most significant conclusions forthcoming from the body of work preegkin this study are
detailed in the first section of this final chapter. This is then followed by a eumbpossible
related research areas, identified during the run of the study.

7.2 CONCLUSIONS

This study thoroughly examined the viability of the VA as an efficient ML trellisatker for linear
block codes in future wireless communication systems. Several VA dednded and non-binary
linear block codes were extensively evaluated on narrowband QP&Wideband DS/SSMA QPSK
communication systems, operating in realistic mobile communication channel coaditamging
from pure AWGN to multi-user multipath fading. Not only was the influence died#int mobile
channel effects on the BER performances of VA decoded binary anébimary linear block codes
considered, but also that of interleaving, puncturing, MUl and imprdf&dnetric calculations that
make use of fading amplitude CSI. From the body of work presented in thig, stdarge number of
conclusions can be drawn. The most significant findings are listed below:

1. Conclusions pertaining to the operation and statistical behaviour of tlet camplex flat fading
and multipath fading channel simulator structures, present8ddtiorn2.6.2.3 andection2.6.3.2,
respectively:

(a) FromSectior6.2.1's measured Doppler spectra, as well as fading amplitude and gbese P
it is apparent that the novéllarke-based complex flat fading channel simulator, presented in
Section2.6.2.3, is capable of recreating flat fading channel conditions with redlisgppler
spreading and fading distribution characteristics. Most importantly, theoged flat fading
channel simulator structure is capable of doing so completely in basedanitha¢ing the
need for undesirable carrier frequencies during simulation studies.

(b) Using Section2.6.3.3's proposed exponential decay power delay profile creation thetho
the novel complex multipath fading channel simulator, presenté&kation2.6.3.2, can be
configured to recreate realistic outdoor frequency selective chaonditions, ideal for the
testing of wideband communication systems. The results shottig.i6.2.2.1 not only prove
that the proposed complex multipath fading channel simulator is capableapingreifferent
fading distributions on each of the propagation paths, but also distingilBrogpreads.
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(©)

Eg. (2.56) andEq. (2.57) enables the communication engineer to extract perfect fading
amplitude and phase CSI, respectively, for each flat fading propageadith in the complex
multipath fading channel simulator ¢ig. 2.8. The extracted CSI can then be processed
in the receiver of the communication system under investigation for the pespaf carrier
tracking, code locking, improved decoder metric calculations, etc.

2. Conclusions relating to the theoretical analysis and functioning of thel navrowband complex
QPSK and wideband RAKE receiver-based complex DS/SSMA QPSK coinatiom system
models, introduced i®ections.2 andSections.3, respectively:

(&) The narrowband complex QPSK transmitter and receiver simulation mqgutekented in

(b)

Section5.2, can be used to create baseband AWGN and flat fading chanietnpence
evaluation platforms for narrowband communication systems that supadidtice carrier
tracking, transmit and receive filtering, pulse shaping and matched filtdnrthe complex
QPSK receivertg. (5.2.3) can be used to obtain accurate average fading amplitude estimates,
which is required by most CSl-enabled channel decoder structures.

Section5.3 introduced novel wideband complex DS/SSMA QPSK transmitter and RAKE
receiver simulation models, capable of supporting the unfiltered and filE&g&si families
presented irAppendix D These simulation models can be used to construct baseband per-
formance evaluation platforms that represent realistic CDMA systems indrey selective
fading environments. Furthermore, not only can the communications engise¢he base-
band equivalent models to investigate the performance of channel cectiegnes, but also
carrier tracking loops, power control schemes, code locked loofs® phaping filters, RAKE
combining techniques, the MUI characteristics of different CSS families,Feithermore,
average fading amplitude calculation througd. (5.3.3) can be used to determine CSI for
SISO-type channel decoder structures.

3. Conclusions regarding the configurability, general operation dadarce of the flexible AWGN
(seeSection5.4.1), flat fading (se&ection5.4.2) and multi-user multipath fading channel (see
Sectionb.4.3) performance evaluation platforms constructed for this study:

(a) The performance evaluation platform showrFig. 5.5 can be used to investigate the per-

(b)

(©)

formance of different channel coding schemes when implemented in altypicawband
digital communication system, operating in realistic AWGN channel conditionsis,Tim-
coded and coded narrowband QPSK communication systems, operatirggimetbonditions
without any fading effects (i.e. when there is no relative movement bettheemansmitter
and receiver structures), can be recreated using this simulation platform.

Coded and uncoded narrowband QPSK communication systemstiogénaa wide variety

of flat fading channel conditions, can be investigated using the perfa@nevaluation plat-
form of Fig. 5.8 in Section5.4.2. This flat fading channel performance evaluation platform
can not only be configured to recreate Rayleigh or Rician fading distriluiiat also realistic
Doppler spreads. Hence, the performance of different chand@éigschemes, implemented
in narrowband QPSK communication systems, can be experimentally determirsolf or
fast flat fading channel conditions with varying degrees of LOS sigimahgth.

The influence of realistic multipath fading channel effects on unceaeldcoded wideband
DS/SSMA systems can be experimentally investigated by means of the multi-ugmr pe
mance platform, shown ifkig. 5.9. Each CDMA user active in the simulation platform,
can be assigned its own unique power delay profile in order to recredisti;emovement
of mobile users in a cellular environment. Furthermore, the influence of kidinear-far
effect and the accuracy of the RAKE receiver's MRC efforts on ther wapacity and BER
performance of the DS/SSMA system, can also be explored using this piatfor
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(d)

The AWGN, flat fading and multi-user multipath performance evaluatiotigotas, detailed

in Chapters, were successfully implemented in C++ on th@versity of Pretoriés I-percube
HPC cluster, donated bintel. Using this HPC cluster, numerous simulated BER perfor-
mance results were efficiently and swiftly obtained for a wide variety of ded@nd coded
narrowband and wideband communication systems in varying mobile chamuitions (see
Chapter6).

4. Conclusions from the extensive investigation into the construction, caitypkalculation and
complexity reduction of linear block code BCJR trellises, as well as the afiphcaf the block-
wise VA to these trellis structures for optimal ML decoding (Sd&pter4):

(a) Unlike convolutional codes, linear block codes are not state machidesce, the ortho-

(b)

(©)

(d)

(e)

(f)

dox approach whereby a convolutional code’s trellis diagram is canistitby creating a
time-indexed version of its state diagram, is not applicable to linear block cétimgever,
following the BCJR syndrome-based trellis construction procedurerideddn Sectiord.2,
an irregular trellis-like structure, containing paths representing only vatié evords, can be
created for any binary or non-binary linear block code.

BCJR trellis structures of linear block codes always start and endti#0s Hence, in contrast
to convolutional codes, no termination or tail biting overhead bits are radjbiyea linear

block coder in order to supply the associated trellis decoder with knowtmstand ending
states. Thus, the trellis decoding of a linear block code is by default a-ll@skoperation,
eliminating the need for sliding window decoders, or intricate interleaver dgeswen such
codes are used as CCs in iteratively decoded PCCs.

The complexity (i.e. number of active nodes and branches) of a Isleek code’s BCIR
trellis can be obtained from its state space profile, as descritsetitnorn4.3.1. In general, for
the (n, k, dinin ) linear block code, having code and message word symbols @ (2¢),

the number of active node$N (C') is upper bounded by the dimensions of its BCJR trellis.
Since a BCJR trellis consist af + 1 sets of nodes, each set of nodes consistin@f@f*’“)
unique states, it follows that N (C) < 2¢(»=F)(n 4 1). Furthermore, withAN (C') known,
the number of branches in an expurgated trellis is upper boundatihy™) < 25(AN(C) —

1) (seeSectiord.3.1).

Unfortunately, the BCJR trellis structures required for the effedtiiis decoding of pow-
erful linear block codes (i.e. low rate codes with high— k)), are exceeding large. This
is especially true for non-binary codes, such as RS block codesatofgein G F (25) with

¢ > 1. By comparing the complexity of the BCJR trellis of a binary &, d,.;,) linear block
code with that of a non-binargn, &, d,,.;, ) linear block code, operating i F’ (25), it is ap-
parent that the number of branches emanating from an active node i€2R Bellis does
not only increase exponentially with but so also does the number of unique states.

The trellis reduction method presentedSection4.3.2 was shown to be successful in ob-
taining equivalent linear block code generator matrices that exhibit loarapexity BCJR
trellis structures. Unfortunately, the proposed trellis complexity reductiberse requires an
exhaustive search through all equivalent generator matrices intorfled those demonstrat-
ing the lowest state space complexities. This becomes an arduous taskdoblimek codes
with large dimensions. Luckily, the search process only has to be condante during
code design, prior to the hardware and/or software implementation of aopajate trellis
decoder.

In contrast to classic sub-optimal soft input linear block code degpalgorithms, such as the
algorithms proposed b@has€56] andMoorthy et al.[57], the block-wise VA algorithm can
efficiently accomplish optimal soft input ML decoding for any type of binaryhron-binary
linear block code.
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(9) It is safe to assume that most future mobile communication systems will $uggegptive
channel coding schemes, capable of dynamically adjusting the levelasfprotection pro-
vided as a function of the channel characteristics and the end-usgtsied QoS profiles.
The concept ofncremental redundangyintroduced in EDGE, is an excellent example of
current commercial systems that already incorporate adaptive chaodiel. Furthermore,
with the processing power of DSPs and ASICs rapidly increasing, thedacation of iter-
atively decoded concatenated codes (such as TCs) in the suite ofsuqufested by future
commercial communication systems’ adaptive channel coding schemespisihga real-
ity. Since most SISO-based iterative decoding algorithms require acci&tparameters,
CSI estimators (seSection3.3.5) will become indispensable peripheral hardware/software
in future adaptive channel coding subsystems. This study showed $irag, the fading am-
plitude CSI obtained by such estimators, fading channel BER perforrmafictassic linear
block codes, possibly incorporated in the suites of supported chamhes of future adaptive
channel coding schemes, can be improved by as mucl aB.

5. General conclusions from the simulated BER performance resultaéoded and coded narrow-
band complex QPSK communication systems, operating in AWGN channel corsdigieesection
6.5):

(&) The AWGN channel BER performance results, present&hapter6, is evidence that the
performance evaluation platform presentedSiection5.4.1 is capable of precisely repro-
ducing the operations of uncoded and coded narrowband QPSK conationisystems in
fade-free, pure AWGN channel conditions.

(b) Inspection of the simulated AWGN BER performances obtained for tlaypand non-binary
linear block codes investigated in this study, establishes that the VA decagjpmgach pro-
duces BER performance results equivalent to that obtained througicctatimal ML ex-
haustive code book searches. This is not only true for hard andecition trellis decoding
using the original BCJR trellis structures, but also when reduced compBZgR trellis
structures are used.

(c) Typical asymptotic gains, ranging froh® dB (VA decoded binary Hamming, 4, 3) code)
to 3 dB (VA decoded punctured binary BCH5, 7,5) code), were observed for hard deci-
sion over soft decision VA decoding. Thus, the soft input VA decodifiinear block codes
produces better AWGN BER performances than those obtained througgicckard deci-
sion decoding algorithms, such as the Berlekamp-Massey algorithm fdvinary RS block
codes.

6. General conclusions from the simulated BER performance resultsntmded and coded nar-
rowband complex QPSK communication systems, operating in flat fading ehemmditions (see
Sectionb.5):

(a) The ability of the flat fading channel performance evaluation platfpresented irSection
5.4.2, to accurately reproduce the operation of uncoded and codedvband QPSK com-
munication systems in flat fading channel conditions with varying Rician faetod Doppler
spreads, is reflected by the myriad of flat fading channel BER perfurengesults presented
in Chapter6.

(b) The PDF of the fading amplitude created by a flat fading channeksafngm pure Rayleigh
to pure Gaussian as the ratio of LOS to NLOS signal components vary-framdB to oo
dB. Furthermore, the convolutional and linear block codes investigatedsisttity are best
suited for mobile communication channels generating Gaussian-like signal atedfiis.
Hence, the general tendency of coded narrowband complex QPSK atoation systems
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to exhibit increased BER performances in flat fading channel condiéisttise Rician factor
increases, can be observed from the simulated BER performance odstittapter6.

(c) As the ratio of maximum Doppler spread to transmitted symbol rate of awlsaral digi-
tal communication system, which utilises a flat fading channel as transmissianmmed-
creases, one intuitively expects the number of symbols lost due to dezptéadecrease. For
example, for theBp = 100 Hz fast flat fading channel scenario considered in this study, this
ratio calculates ta0% for the selected transmitted symbol ratel660 symbols/s. Thus, us-
ing a simple rule-of-thumb calculation, it is safe to assume that on avéfageded symbols
will be lost per deep fade in such flat fading channel conditions. Similantythe B, = 33
Hz slow flat fading scenario investigated in this study, the ratio of maximum [2oppread
to transmitted symbol rate calculates38%, which in turn translates to an average loss of
30 bits per deep fade. Hence, assuming a fixed transmitted symbol rate, thgegeze of
an error burst, induced by flat fading channel conditions, increes#dse maximum Doppler
spread decreases. Moreover, all channel coding schemes have ligtetrror correction
capabilities, depending on the complexity of the Galois field used for messdg®de word
symbol representation. Hence, the decrease in BER performance msutirmum Doppler
spread decreases relatively to the fixed transmitted symbol rat@®ofsymbols/s, observed
for all of Chapter6’s coded narrowband complex QPSK systems in flat fading channel con
ditions, was to be expected.

(d) Closer inspection of the simulated BER performance resulSeation6.5.1.2 shows that
an uncoded narrowband complex QPSK communication system, operatingaiyleadR flat
fading channel with a maximum Doppler spread®#) = 33 Hz, performs close to the
theoretical bound oEq. (5.24), whereas the results obtained 8 = 100 Hz deviates
significantly from the theoretical curve at hidh,/ Ny levels. This is easily explained: The
theoretical curve oEq. (5.24) was derived under the assumptions of slow 1ID Rayleigh
flat fading. Although these assumptions are idealistic, it does resemble dnactdristics
of realistic flat fading channels with low maximum Doppler spreads, i.e. slavwfdting
channels where the fading amplitude does not vary significantly duringgéedimnsmitter
symbol period.

(e) Chapter6’s simulated BER performance results for VA decoded binary convolaitiand
linear block codes, implemented on narrowband QPSK communication systeatsaalihg
channel conditions, demonstrate that maximum asymptotic gains in the regi@Bafan be
obtained using hard decision over soft decision (without fading amplit&lEML decoding.
In the case of the non-binary R, 5, 3), however, this gain was close 3alB for fast fading
and high LOS channel conditions. Thus, the standard assumption thiatiéeision ML
decoding usually lags soft decision ML decoding bylB does not hold for all types of
channel codes and for all flat fading channel conditions.

(f) The inclusion of perfect fading amplitude CSI in the metric calculations@h during soft
decision decoding proved to fortify the BER performances of both biaag/ non-binary
linear block codes and convolutional codes in flat fading channelitonsl. This was most
notable for the non-binary R, 5, 3) linear block code, where a gain @# dB was obtained
by soft decision VA decoding with perfect fading amplitude CSI for a maxinidmppler
spread ofBp = 100 Hz and Rician factor of<; = 9 dB. In general, one can conclude that
the improvements delivered by incorporating fading amplitude CSI duringati@lscision
VA decoding of convolutional and linear block codes decrease as thémmax Doppler
spread (i.e. fading rate) and Rician factor (i.e. LOS signal strengthedfahfading channel
decrease.

7. General conclusions from the simulated BER performance resultswémded and coded wide-
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band complex DS/SSMA QPSK communication systems, operating in multi-user mufapath
channel conditions (se®ection6.5):

(a) FromChapter6’s host of multi-user multipath fading channel BER performance results, it

(b)

(©)

(d)

can be concluded that the performance evaluation platform preser$edtiorb.4.3 enables
the communications engineer to investigate not only different coding scHemegleband
DS/SSMA systems in frequency selective fading channel conditionsalbatthe MUI re-
silience of different spreading sequence families and the effectisefd2AKE combining
techniques. As such, it is an essential simulation tool for research intefBRG and 4G
PHY layer architectures.

For 1-user ands-user scenarios, CSS-based DS/SSMA communication systems employing
RAKE reception and any of the four CSS families describefippendix D perform superior

to non-RAKE receiver-based systems. In fact, for the single usey, ths MRC diversity
action of the RAKE receiver in multipath fading proved to be so succetsitiit even out-
performs a narrowband complex QPSK system operating in a flat fadarxmehwith; = 9

dB andBp = 100 Hz. Thus, RAKE reception can be used successfully to obtain diversity
gains in DS/SSMA communication systems employing filtered or unfiltered CSSs.

The use of RAKE reception in B)-user ABC sequence-based DS/SSMA system delivered
weaker BER performances than a non-RAKE receiver-based systenthe DSB CE-LI-

RU filtered GCL, QPH and ZC CSS families, however, RAKE reception deovasuperior
performances at even such high user loads. Therefore, onermelnde that the poor periodic
auto-correlation and cross-correlation properties of ABC sequdABggenerate excessive
self-noise in a standard RAKE receiver structure, which has been digtiommfigured to
combine the different paths in the power delay profile of the multipath fadiagreti.

As was to be expected, the MUI generated at high user loads infltee®ER performance
of the CSS-based wideband complex DS/SSMA communication systems nggediselting

in persistent error floors at highi,/Ny. Itis interesting to note, however, that the degradation
in performance due to MUI is more severe for the DS/ISSMA systems employtieged
CSSs. Thus, one can conclude that eot-of-Unity(RU) interpolation filtering techniques
[7, 8] used to construct ABC and DSB CE-LI-RU filtered GCL CSSs,rdédg the periodic
cross-correlation characteristics of the parent ZC CSSs, resultinghermigul levels.

8. Conclusions from the simulated BER performance results for binary®rate 1/2 NSC and rate
R. = 2/3 RSC codes, operating in varying mobile communication channel conditiomSéstion
6.5.2):

(@) In AWGN channel conditions the binary rafie = 1/2 NSC and rate?. = 2/3 RSC codes

(b)

()

considered in this study performs comparably. However, due to its ldyygr, the NSC code

lags slightly at lowE}, / Ny. Thus, the classic belief that, in non-concatenated coding schemes
the use of NSC codes is preferable over RSC codes due to their sypenfimmance at low
Ey/Ny in AWGN conditions, did not hold in this study.

From the flat and multipath fading simulation results it is apparent that tikedg8e is better
suited at combatting bursty errors. The RSC code’s poor performamcieecattributed to its
recursive nature, a characteristic which makes RSC codes pronet@svpagation when
presented with correlated error bursts.

As demonstrated by the multi-user multipath fading simulated BER performagsaks, the
binary rateR. = 1/2 NSC and rateR?. = 2/3 RSC codes proved to be the most effective
in suppressing MUI for all of the codes considered in this study. Thas this observation
one can conclude that even simple convolutional codes are more effatBuppressing the
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(d)

errors caused by the MUI, present in DS/SSMA systems at high uses, |teh powerful
linear block codes.

CSl-enhanced soft decision sliding window VA decoding of the N8@=dn fading channel
conditions showed BER performance improvements, ranging betvégnB and0.25 dB,
over standard soft decision sliding window VA decoding. In the caseeRBC code, the
observed improvements ranged betw8dndB and0.2 dB. One can therefore conclude that
the inclusion of fading amplitude CSl in the soft decision VA decoding of otutional codes
is not as effective as with the soft decision VA decoding of linear blocleso

9. Conclusions from the simulated BER performance results for VA decddleary Hamming
(7,4, 3) linear block codes, operating in varying mobile communication channel consli(see
Section6.5.3.1):

(@)

(b)

()

From the AWGN, flat fading and multi-user multipath fading channel BERopmance re-
sults presented iBection6.5.3.1, one can conclude that the VA decoding of binary linear
block codes, using BCJR trellis structures, deliver hard and softided®ER performances
matching those of classic ML decoding, based on brute force code baothes.

Flat and multipath fading channel BER performance results demontiedtéhe inclusion

of perfect fading amplitude CSI in the metric calculations, during the VA diegpdf the
binary Hamming(7, 4, 3) linear block code, can improve soft decision ML decoding’s BER
performance by).2 dB to 0.4 dB, depending on the temporal and spectral characteristics of
the fading channel. It is important to note the use of fading amplitude CSl isfiessive for
multipath fading channel conditions.

Overall, the binary Hammingyr, 4, 3) linear block code considered in this study performed
poorly, due to its lowd,,.;,,. This is especially true for fading channel conditions, since it is
not capable of correcting bursty errors.

10. Conclusions from the simulated BER performance results for VA dtodn-binary R$7, 5, 3)
linear block codes, operating in varying mobile communication channel congli{seeSection
6.5.3.2):

(@)

(b)

(©)

(d)

Hard decision VA decoding of the non-binary R85, 3) linear block code, operating in
AWGN, flat fading and multi-user multipath fading channel conditions, dediBER perfor-
mances equivalent to that obtained using the classic Berlekamp Masskpsyndecoding
approach. One can therefore conclude that the VA is capable ofrpenig optimal ML
decoding of non-binary linear block codes.

The simulated BER performance results show that optimal soft decidiatelbding of non-
binary codes, such as RS codes, is possible through the applicationv# thehese codes’
BCJR trellis structures. Asymptotic gains as higl8aB above hard decision decoding was
achieved for the non-binary RS, 5, 3) code, depending on the channel characteristics.

Simulated BER performance results for flat and multipath fading chashelsg that, as with

the binary Hammind?7, 4, 3) linear block code, the use of fading amplitude CSI during soft
decision VA decoding of the non-binary R, 5, 3) code improves on standard soft decision
decoding by as much a@s4 dB. The factors that influence the gains achievable through the
inclusion of fading amplitude CSlI, is discussed in detail later in this subsection.

The non-binary R$7, 5, 3) linear block code proved to be more effective than the binary
Hamming(7, 4, 3) code at combatting the bursty errors produced by fading channei-cond
tions. This was to be expected, since RS codes are burst errortotgreades.
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(e)

Unfortunately, non-binary linear block codes, such as RS cpdesess exceedingly complex
BCJR trellis structures. For example, the simple(RS, 3) code considered in this study has
a BCJR trellis consisting &f layers of nodes, each layer containiignodes with8 branches
emanating from each active node. Thus, one can argue that the ghiegadte over classic
non-binary linear block code decoding algorithms, such as the Berlekaaspayl algorithm,
through soft decision VA decoding and the application of fading amplitudedoShot justify
the increase in decoder complexity and implementation hardware/softwaiieeragnts.

11. Conclusions from the simulated BER performance results obtainedry nesluced complexity
BCJR trellis structures during the VA decoding of binary cy¢lic3, 2) linear block codes, oper-
ating in varying mobile communication channel conditions Seetion6.5.4):

(@)

(b)

(©)

In AWGN channel conditions, the VA decoding of the binary cy@3ic3, 2) linear block code,
using the standard and reduced complexity BCJR trellis structures, deliequivalent BER
performances. Therefore, it is safe to assume that the trellis reductioritlahg presented

in Section4.3.2 is successful in obtaining less complex and easier implementable equivale
BCJR trellis structures for both binary and non-binary linear block codes

From the flat fading channel simulations it was discovered that VAdiag of the binary
cyclic (5, 3,2) code, using the reduced complexity BCJR trellis, exhibited an inferior perfo
mance to that obtained using the original BCJR trellis structure. Howevepgbidiarity can
not be attributed to a deficiency in the reduced BCJR trellis structure, therre the fact
that a non-systematic linear block code (which is a byproduct of the tredliscteon scheme)

is slightly less able to minimise the bit error probability than a systematic equivalég. T
is especially true for flat fading channels that generate bursty erfidrerefore, this phe-
nomenon was negligible during the AWGN channel simulations and only took asureble
proportions during the flat fading channel simulations.

Results obtained during the flat fading channel simulations establisifattiay amplitude
CSI can easily be incorporated into the soft decision VA decoding of linkeak codes that
make use of reduced complexity BCJR trellis structures. For the binary ¢$cBc2) linear
block code, inclusion of fading amplitude CSI resulted in gains, rangingdset2 dB and
0.4 dB, over standard hard decision decoding for both the original anccegtlBCJR trellis
structures.

12. Conclusions from the simulated BER performance results for VA aetioderleaved binary Ham-
ming (7,4, 3) and non-binary R$7, 5, 3) linear block codes, operating in varying fading channel
conditions (se&ectiont.5.5.1 andsection6.5.5.2, respectively):

(@)

(b)

(©)

Performing channel interleaving proved to be beneficial to the BEfRrpeances of the VA
decoded binary Hamming, 4, 3) and non-binary R$7, 5, 3) linear block codes, operating

in fading channel conditions. However, the improvements obtained were dnastic for the
binary Hamming7, 4, 3) linear block code, since interleaving disperses error bursts, against
which this code is ineffective.

In general, the BER performance improvements obtained by the additiotedeaving to
coded narrowband communication systems, operating in flat fading dnaommditions, in-
crease as the maximum Doppler spread (i.e. fading rate) of the chacnehdes. This can be
explained by recalling that, for a fixed symbol rate, a decrease in maximuynpl&ospread
creates longer deep fades, resulting in lengthier error bursts. Froomiisan conclude that
interleaving is best suited for slow fading channels.

Simulations performed with coded wideband complex DS/SSMA systems in nseltiruul-
tipath fading channel conditions revealed that interleaving is not onlybdajed improving
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the performance of the channel codes, but also alleviate the harndatstf MUI, incited
by high user loads in the CDMA system. One can therefore conclude thheener-
ated in the RAKE receiver structure considered in this study is not [I[R2&oh received and
demodulated code bit, resulting in bursty errors that can be diffused userteaving.

13. Conclusions from the simulated BER performance results for VA aégtpdnctured binary rate
R. = 1/2 RSC codes and binary BCH5, 7, 5) linear block codes, operating in varying mobile
communication channel conditions (sgection6.5.6.1 andsection6.5.6.2, respectively):

(a) Although the punctured binadystate, rateR. = 1/2 RSC code ofSection6.5.6.1 has the

(b)

same overall code rate as the bin&rgtate, rate?. = 2/3 RSC code discussed Bection
6.5.2.2, it produces inferior AWGN and flat fading channel BER penforces. Itis important

to note, however, that the rate. = 2/3 RSC consistently outperformed the rdte = 1/2
code by0.8 dB for hard decision VA decoding and2 dB for soft decision VA decoding
under all channel conditions considered. The puncturedRate- 1/2 RSC code’s poor
BER performance, however, is not the consequence of the puncfuongdure. This can be
attributed to the code’s smaill,.... One can therefore conclude that the puncturing of binary
RSC codes enables a code designer to accomplish rate adaptation, wéernat Issses in
code performance.

For all channel conditions considered, soft decision VA decodintpe punctured binary
BCH (15,7, 5) code delivered BER performances comparable to that of the soft de®aio
decoded binary Hamming, 4, 3) code. However, hard decision VA decoding of the punc-
tured BCH code proved to consistently deliver BER performances imferithat obtained
through the hard decision VA decoding of the Hamming code. Recognisihghthd&dCH
(15,7,5) code is far more powerful than the Hammi(ig 4, 3) code, one can conclude that
puncturing significantly degrades the BER performance of VA decodedriblock codes,
especially when hard decision decoding is employed.

14. Conclusions regarding the BER performance improvements obtainethplpying fading am-
plitude CSI during the soft decision VA trellis decoding of convolutional Anear block codes,
operating in varying fading channel conditions (S==tion6.5):

(a) The inclusion of fading amplitude CSI during the soft decision VA dewpadf convolu-

(b)

(©)

tional and linear block codes produced coding gains over standardestiion decoding,
ranging from0.1 dB to 0.4 dB, depending on the code and channel conditions. Thus, if
CSIl estimation hardware/software is available in a linear block coded comrtionisgistem
operating in fading channel conditions, the system’s BER performamceecmarginally im-
proved, without a profound increase in system complexity. HoweveCBlestimator is not
implemented in the system, the increased system complexity might not justify the &R p
formance improvements obtainable through soft decision VA decoding vdihdamplitude
CSl.

In flat fading channel conditions, the gains achievable during tithescision VA decoding of
linear block codes by including fading amplitude CSI during the metric calcukgtinorease
as the Rician factor or the fading rate (i.e. maximum Doppler spread) of dmehincreases.
Thus, using fading amplitude CSI during VA decoding is most effectivddst, Rician flat

fading channels.

Using fading amplitude CSI during soft decision VA decoding yields npressive BER
performance improvements for linear block codes than for binary cotiwnhl codes. From
the simulation results obtained for the linear block codes considered in thig &tisdclear

that code complexity and strength has no influence on the BER perfornmapoavements
obtained by incorporating fading amplitude CSI during VA decoding.
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(d)

(e)

(f)

Interleaving increases the BER performance improvements obtainethphoying fading
amplitude CSI during the soft decision VA decoding of linear block codddamary convo-
lutional codes. Conversely, performing puncturing impacts these gajasivigy.

The multi-user multipath fading channel BER performance results staivhign CSS family
used and CDMA user load has no influence on the gains achievable bpanabng fading
amplitude CSI during the soft decision VA decoding of linear block and pinanvolutional
codes, employed in wideband RAKE receiver-based DS/SSMA commumicatiiems.
Using a reduced complexity BCJR trellis structure (Seetiord.3.2) during the soft decision
VA decoding of a linear block code in fading channel conditions has feztedn the gains
obtained by incorporating fading amplitude CSl in the metric calculations.

15. Conclusions relating to the temporal qualities, correlation propertiestrapcharacteristics and
simulated BER performance results for the different CSS families consgidar¢his study’s
DS/SSMA simulations (se€hapter6 andAppendix D:

(&) The multi-user multipath fading channel simulation results clearly reveauperior BER

(b)

(©)

(d)

performances of the unfiltered QPH and ZC CSS families over the predillB€ and DSB
CE-LI-RU filtered GCL CSS families. For a fixed sequence length/of, = 63 chips, ABC
sequences delivered the poorest BER performances of all of thdaD8l&s considered in
this study. Although the RU interpolation filtering techniques used to gene and
DSB CE-LI-RU filtered GCL CSSs (se®ectionD.3.2) reduce the spectral requirements of
DS/SSMA systems employing these CSSs, the BER performance results ési@mdconclude
that these filtering approaches detrimentally influence the periodic corretdtaracteristics
of CSSs, resulting in excessive MUl when used in CDMA systems. Thisreaon is most
evident for DS/SSMA systems employing ABC sequences, where the BE&pances of
RAKE receiver-based systems lag that of non-RAKE systems at highaads, due to the
self-noise generated in the RAKE receiver structures.

Although RU interpolation filtering has an unfavourable influence orptréndic correla-
tion properties of CSSs, the resultant PSDs of DS/SSMA systems employgriijtpred
CSSs, such as ABC and DSB CE-LI-RU filtered GCL CSSs, exhibit ddsicharacteristics.
This study corroborated the findings of [4], demonstrating that ABC aS& QE-LI-RU
filtered GCL CSSs exhibit PSDs with cutoff rates only obtainable throughuyaoll-off
factor¢ = 0 filtering. Furthermore, ABC sequences generate spectrally economisci§SB
nals. Thus, using pre-filtered CSSs in DS/SSMA communication systems Igctimplifies
the wideband transmitter structures by removing the need for chip shapimg, filte also
minimises the co-channel and adjacent channel interference [42nd@lietered in cellu-
lar mobile networks. One can therefore conclude that the use of predil@ESs in future
wideband B3G and 4G cellular DS/SSMA systems, will greatly simplify cell plagnnin

Notwithstanding the fact that the maximum number of users supporteDBYSEMA system

is limited by MUI, it is mainly a function of the number of unique sequences avail@b

be assigned to users. In turn, the number of unique sequences is ldiggaled by the
sequence length/,., of the spreading sequence family used. Due to their superior SSLDs,
the use of ABC and DSB CE-LI-RU filtered GCL CSSs enable the communicatiogineer

to select sequences that are longer in length than QPH and ZC CSSs;inoy an equivalent
transmission bandwidth. Furthermore, using longer spreading segueoicenly increases
the number of possible users in the CDMA system, but also improves the sy’
levels, since the periodic correlation characteristics of spreading Iseegi@anprove as their
lengths increase.

The investigation into the influence of the CSS selection approach on ttieuser multipath
fading channel performance of an uncoded RAKE receiver-baseplex DS/SSMA system,
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employing lengthV/,., = 63 ABC sequences, shows that CSSs can not be arbitrarily chosen
from the available set of sequences, if an optimal multi-user BER perfa@nandesired.
From the simulation results one can conclude that the proposed CSS selgaioach of
Section6.5.1.3.2 is an efficient method whereby sequences can be selected®GIn@SS

[9] family, such that the mutual periodic correlation characteristics of tlvsem CSSs are
optimal.

This study demonstrated the dexterity of the block-wise VA as an eloqueiBviletection tech-
nique, which can be used to accomplish perfect hard or soft decisiomédis decoding of any type
of binary or non-binary linear block code. Hence, when applied to th@RBttellis structures of
linear block codes, the VA equips the communications engineer with a singéigdinear block
code decoding algorithm, eliminating the quintessential need to implement cediéiesdecoding
algorithms, such as the Berlekamp Massey algorithm. The theoretical anahsesl algorithms,
extensive performance evaluation platforms and simulation results préserites study, expedite
further research and development of generic SISO trellis-basedlidgcalgorithms, capable of ef-
ficiently and optimally decoding convolutional codes, linear block codescandatenated codes,
all of which will conceivably be included in adaptive channel codingesebs for future wireless
narrowband and wideband mobile communication systems.

7.3 FUTURE RESEARCH

This study touched on a broad variety of fields within digital communicationgjimg from channel
modelling and channel coding, to the development of simulation platforms. ¢ks several avenues
for future research were identified. Only those prospective resemeas where meaningful results
and applicability to current and future communication systems seem to bedrithg, are listed
below:

1. FromSection3.3.5, it is clear that channel estimation remains an extremely active residdch
The use of CSI in ML and MAP decoding schemes in order to improve BERpeances, has
become mainstream in most new developments in channel coding. HowleasimgShannois
channel capacity limit [1, 13, 62] will remain a purely academic exercise,onittommercial
applicability, as long as practical and implementable CSI estimation techniquiesleirey.

2. Although the novel complex flat and multipath fading channel simulator mpdedented irsec-
tion 2.6.2.3 andsection2.6.3.2, respectively, are capable of adequately reproducing the s#tistic
nature of real life mobile fading channels, they fall short in two aspedtstly; after initialisation
the flat fading channel simulator is only capable of creating a fixed maximysplBospread. This
can be improved by employing adaptive Doppler spread spectral sHdfargy instead of the fixed
lIR filter structure ofSection2.6.2.4.2. Secondly, the complex multipath fading channel simulator
is currently only capable of producing stationary channel character{sgeSection2.4.1), due to
the use of fixed path delays. This model can be improved to also suppoestationary channels
by simply incorporating time-variant path delays.

3. A SOVA decoder [16,61, 165, 166] that can be used as a SIS@ldef{87,91] module for linear
block codes, is an attractive proposition. Such a decoder will becomeanatle building block
in classic and iteratively decoded concatenated coding schemes emplogargdiock codes. The
original SOVA algorithm, developed byagenauef61], as well as derivatives thereof, are aimed at
the decoding of convolutional codes. The author of this dissertatioritasatempted to develop
a block-wise SOVA that can operate on linear block codes’ BCJR trellisedortunately, only
partial success has been achieved with a viable SOVA for systematic himeay block codes.
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4. The use of trellis decoded linear block codes as CCs (alongsident R8C and NSC CCs) in
future iteratively decoded concatenated coding schemes, might resiggane concatenated en-
coder structures that will not fall victim to the ever present trellis terminatl®@7+169] dilemma.

In a classic TC [89] encoder, using for argument’s sake RSCand(C; as the respective CCs, the
input data bits encoded by encodeér are interleaved before they are processed’byHowever,
the data bits encoded iy, usually contain termination bits that will ensure trellis termination for
its associated SISO trellis decoder [170]. Unfortunately, these terminatsoarb also interleaved,
leaving the trellis of encodet, unterminated. This leads to inefficient iterative decoding and is
partially responsible for the characteristic floors [66, 68, 92] obskirvéhe measured BER perfor-
mance results of TCs. To combat this problem in classic concatenated sotiemes, constructed
using convolutional codes as CCs, two options are available: Firstly, trgdigl [168, 171] the
interleaver such that all CCs terminate in a known state. Secondly, usemekti®eng input mes-
sages, thereby minimising the effect of incorrect decoding at the termirtatipasitions. The first
option limits the concatenated code designer’s selection of possible intertgawetures, usually
resulting in interleaver gains [19,88] inferior to those that could have hekieved using s-random
interleavers (se8ectionC.3.3). The second option, although effective, limits the use of powerful
iteratively decoded concatenated coding schemes to data sources whicbt @elay sensitive,
i.e. data sources other than realtime voice or video. Recalling 8ention4.2 that the BCJR
trellis of a linear block code always terminates in st@te:), implies that trellis termination will
not be a concern for concatenated coding schemes using linear bibek as CCs. It also makes
the use of iteratively decoded concatenated coding schemes for sdrog fransmission viable.
However, linear block codes do not exhibit the recursive naturdane){19, 88] by PCC schemes,
making it safe to assume that linear block codes as CCs will most likely find apipticonly in
SCCs [27,28,30,31] and HCCs [30, 33].

5. The trellis decoding of non-linear block codes is a research field #smtémained largely un-
touched. Contributions that can be made to this field include the design of trfigtraction
algorithms, similar to the BCJR trellis generation algorithm for linear block codesc(ibed in
Sectiord.2), as well as possible trellis reduction techniques.

6. Sectiorb.4.3 presented a realistic multi-user multipath simulation platform, based on theanwitleb
complex DSSS/MA QPSK communication systemSafction5.3. This CDMA platform utilises
the CSS families detailed ilppendix D In this study, only VA decoded classic convolutional and
linear block coding schemes were tested on this platform. This still leavesfay@wperimenta-
tion with concatenated coding schemes (classic and iteratively dec&pedle Time CodgSTC),
Multi-Level Cods (MLC), LDPCs and many others on this B3G [45] platform.

7. Turbo Product Code§l72] consist of two linear block codes, which simultaneously encode the
rows and columns of a two-dimensional block of information symbols. Degadiaccomplished
by processing the row and column encoded symbols with separate iterdtiver MAP SISO
decoder modules, which exchange a-priori information on the decotitethiation symbols during
each iteration. These concatenated block codes, considered to béeepraown from TCs on
the evolutionary ladder of channel coding schemes, have become thegragskent iteratively
decoded concatenated coding scheme in commercial digital communicatiomsydtee to their
simplicity and TC-like potency. However, the iterative ML and MAP decodipgraaches thus
far proposed [172-174], still make use of brute force code booickes. As such, employing
trellis decoding techniques for linear block codes might be an interestipggitmn to investigate.
Furthermore, the construction of multi-dimensional trellis structures that sinealtesty represent
two or more linear block code CCs in a block product code, is also an ititeyastapped field
for future research.
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e =

"For years radios had been operated by means of pressing buttathfaning dials; then as the
technology became more sophisticated the controls were made tousitiveenyou merely had

to brush the panels with your fingers; now all you had to do was wavelyand in the general

direction of the components and hope. It saved a lot of muscular ditpenof course, but meant
that you had to sit infuriatingly still if you wanted to keep listening to the sameranoge” !

Source: "The Hitch Hiker's Guide to the Galaxy,” by Douglas N. Adan®83
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OPTIMAL RECURSIVE SYSTEMATIC
CONVOLUTIONAL CODES

A.1 APPENDIX OVERVIEW

HE most extensive set of the best rdte = k/n RSC coders thus far, has been presented by

BenedettpGarello andMontorsiin [88]. Their search approach for the best codes was based

on a minimal encoder description as a finite-state machine, derived frooup-giieoretic approach
to binary convolutional codes. This appendix summarises the encodengt@rs of the optimal rate
R.=1/4,R.=1/3,R. =1/2,R. =2/4, R. = 2/3, R. = 3/4andR. = 4/5 RSC codes obtained
from their exhaustive searches. The minimum free distahngce of each encoder is also given. For
illustrative purposes, these configuration parameters are used toumbresiroptimals-state, rate
R. = 2/3 RSC code encoder.

A.2 TABLES OF OPTIMAL RSC CODE ENCODER PARAMETERS

Instead of using the classic approach of describing encoder streidiurmeans of their generator
polynomials or matriceBenedettpGarello andMontorsi[88] opted to describe their set of optimal
RSC code encoders using the following parameters:

Vg = Number of delay elements in the shift register associated with'thmessage word bit in

the encoder input vectm_tm,i.
k-1
2V = Number of states in the code’s trellis. The parameter » v, denotes the total number
a=0
of delay elements used in the encoder.

z(a,b) = Output generator polynomial, given in octal form. When converted toaysequence, it
indicates the tap connections associated withutheshift register that contribute to ti&"
non-systematic output bit of the encoder.

h(a,b) = Feedback generator polynomial, given in octal form. When convertatitoary sequence,
it indicates the tap connections associated withdfteshift register that contribute to the
input of theb'" shift register.

These parameters are usedTable A.1, Table A.2, Table A.3, Table A.4, Table A.5, Table A.6
andTableA.7 to define the structures of optimal rale = 1/4, R, = 1/3, R. = 1/2, R, = 2/4,
R.=2/3, R. = 3/4andR. = 4/5 RSC code encoders, respectively.
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Table A.1: Encoder Descriptions of Optimal Radtg = 1/4 RSC Codes

2V || v; || Output Generators || Feedback Generators|| dyyce
2(0,b) h(0,0)
1 1, 33, 28 33 6
2 53, T, O s 10
3 15g,17g, 114 135 12
16 || 4 35s,37s,27g 233 14
32| 5 51g, 453, T1g 673 15
Table A.2: Encoder Descriptions of Optimal Rdte = 1/3 RSC Codes
2V || v; || Output Generators || Feedback Generators|| d .
2(0,b) h(0,b)
2 1 1 33, 28 33
4 1 2 7s, 58 73 8
3 15g, 175 135 10
16 || 4 375,33 233 10
32| 5 51g, 455 67g 11
64 || 6 131g, 1013 163g 11

Table A.3: Encoder Descriptions of Optimal Rdte = 1/2 RSC Codes

2V || v; || Output Generators || Feedback Generators|| dyyce
2(0,b) h(0,b)

1 23 38 3
4 2 98 73 5
8 3 17g 135 6
16 || 4 373 233 6
321 5 17g 673 8
64 || 6 115g 1475 9
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Table A.4: Encoder Descriptions of Optimal Radte = 2/4 RSC Codes

2V || wv; || Output Generators || Feedback Generators|| dy;ce
2(0,b) z(1,b) h(0,b) h(1,b)

1,0 || 1s,25 1g, 15 3g, 0g 1g,1g 4

4 || 1,1 | 3s,3s 3s,0s 0s, 33 3s, 28 5

2,1 | 3s,58 3g, 1g 2g,Dg 33, 23 )

16 || 2,2 || 1g,3s 98, 78 o8, 4s 28,58 6

Table A.5: Encoder Descriptions of Optimal Rdte = 2/3 RSC Codes

2V | w; Output Generators || Feedback Generators|| d ..
2(0,b) z(1,b) h(0,0) h(1,b)

1,0 29 0s 3g, Og 1g, 15 2
4 1 1,1 0s 33 28,33 3s, 03 3
8 || 2,1 s 1g 0s, 5 3s, 28 4
16 || 2,2 5s 33 63, 33 5,43 5
32| 3,2 || 15 s 0s, 135 73, 03 6
64 | 3,3 1g 114 13g, 125 165, 1s 6

Table A.6: Encoder Descriptions of Optimal Radte = 3/4 RSC Codes

2V v; Output Generators Feedback Generators dfree
2(0,b) | 2(1,0) | 2(2,b) h(0,0) h(1,b) h(2,b)
1,0,0 28 0s 0s 3s,08,08 | 1s,08,1g | 1g,1g,0s 2
4 1,1,0 23 1g 1g 25,15,08 | 2g,3s,1s | 1g,0s,0g 3
2,1,0 Ts 38 1g 0s, 58,08 | 38,08,05 | 1g,1g,1g 4
16 || 2,2,0 7s 08 1g Og,7g,0g | 7g,08,08 | 1g,1g,1g 4
32| 2,2,1 1g 63 33 35,08, 58 | 6s,0s,58 | 28,3s,3s 5
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Table A.7: Encoder Descriptions of Optimal Rdte = 4/5 RSC Codes

2V V; Output Generators Feedback Generators dfree
20,0) | 2(1,0) | 22,8) | 23,0) | h0,0) | h(1,0) | h2,0) | 1(3,0)
9 ]-aOa 28 08 08 08 387087 187087 187087 18a187 9
0,0 0g,08 | 0g,1g | 18,08 | 0s,0g
4 1717 28 ]-8 18 08 28718, 287387 087187 187087 )
0,0 0g, Og 0g, 1g 1g, Og 0g, Og
8 1>17 08 38 18 18 287087 087187 287387 187087 3
1,0 38,08 | 28,08 | 1g,1g | 0s,08

A.3 ENCODER CONSTRUCTION EXAMPLE

Fig. A.1 shows the generic structure of &rstate, rateR. = 2/3 RSC code. In this figured,, ; o
andd,, ;1 denote the'® pair of input data bits within the:*" vector of input bits, whereas,y; o
denotes the'™® single output parity bit within then™™ vector of output bits. Applying configuration
parameters such as those specifie@attionA.2, this generic encoder structure can be altered to
obtain several distinctly differe¢state, rate?. = 2/3 RSC code encoders. AccordingTableA.5
(code no.3), the best ratd?. = 2/3 8-state RSC code encoder is constructed by settingl) = 7g,
2(2,1) = 1s, h(1,1) = 0s, h(2,1) = 35, h(1,2) = 5g andh(2,2) = 25 in Fig. A.1. The resultant
optimal RSC code encoder is shownrHig. A.2.

»d

m,i,0
% > m,i,1
dm,i,o heo, | z(O,R
| s | | [ o
i I T, (R
--Shift Register-—-—--
h(1.0) yYy
74’Vm,i,0
h(0.) ) v §
> -Shift Register
. 3%\ Delay
h(12)

P

Z(10)

Figure A.1: General Structure ofaState, Raté?. = 2/3 Minimal Linear Systematic Convolutional
Code Encoder
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>dm,i,O
=CIm,i,l

dm,i,O

N .| Delay | Delay
p :"9/ Tb Tb
————Shift Register-—
bA
U Vm,i,O
A

~Shift Register

,>ﬁ | Dday |
dm,i,li ~ ‘ Tb ‘

Figure A.2: Optimalg-State, RateR. = 2/3 Minimal Linear Systematic Convolutional Code En-
coder
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APPENDIX B

BERLEKAMP-MASSEY DECODING OF
REED-SOLOMON BLoOckK CODES

B.1 APPENDIX OVERVIEW

HIS appendix presents a conceptual description ofBleadekamp-Massegiecoding algorithm

[74, 75], frequently employed in the syndrome decoding of classic BGHR® block codes.
Since it falls beyond the scope of this study, the claBsidekamp-Massegigorithm is not described
in detail. However, several valuable references that focus on vargatifithis decoding algorithm are
cited for the interested reader.

B.2 THE BERLEKAMP-MASSEY ALGORITHM

The classic approach followed in the decoding of RS block codes entadsdeaision syndrome
decoding [94], which is described below (all mathematical operationseafermed inGF (25)):
Assume that,,(p) = cmn—1.0""" + cmmn—2.0""2 + ... + cm o is the code word polynomial gener-
ated by ann, k, dnin) GF (25) RS block code encoder at encoding instangegiven the message
polynomiald,, (p) = dp k1.1 + dmi—2.0"2 + ... + dm,o. This code word is then transmitted
through a non-ideal communication channel. 4{p) = Ym.n—1.0""* + Ymn—20" "2 + «o. + Ymo
represent the corrupted code word after hard decisions have beknandhe received and demod-
ulated code word symbols. The relationship between this polynomial and itfieabrcode word
polynomialc,,(p) is as follows [94]:

Ym(p) = cm(p) + em(p) (B.1)

wheree,, (p) = emm_l.p"*l + em,n_g.p"*2 + ... + em,0, referred to as therror polynomia) de-
scribes the alterations made by the channel to the original code word dairsgnission.

FromSection3.2.2.3.3.1 it follows that the number of parity symbols present in each coak gen-
erated by &..-.c:-Symbol error correcting RS block codejis- k = 2.tcorrect- ThUS,2.Ecorrect SYN-
dromes can be calculated for the received code word.ifr&/ndrome, with = 1,2, ..., 2.tcorrect,
is calculated as follows [74,75,94,175]:

$t =y (¢") = cm (¢") +em (¢) = em (¢) (B.2)
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wherey is the primitive element of/F' (2¢). In Eq. (B.2) c,,, (¢7) = 0, because’ is a root of the
block code’s generator polynomial (sBection3.2.2.3.3.2).

Assume that a number 6l oprect, With Meorrect < teorrect, COrrectable errors are presentin(p),
situated at positiong. , x2,, ..., xMecorreet, where0 < x7, < nfor j = 1,2, ..., Meorrect. FOr €ach
symbol in error, arerror locateris defined [74, 75,94, 175]:

. j )
ﬁgn - (@)Xm fOf] = 17 27 ey Mcorrect (B3)

Noting that only symbols received in error contribute to the syndrome vatuspossible to rewrite
Eqg. (B.2) in terms of the error locators:

Mco'rrect .
$,, = Z em’xin.(nﬁn)z (B.4)
j=1
Theerror locator polynomiapolynomial©,, (p), which describes the error pattern preseniip),
is defined as a polynomial whose inverse roots are the error locatqQi&s B4, 175]:

Mcom"ect

Omp) = [[ (1 -«xlp) (B.5)
j=1

The Berlekamp-Massewglgorithm is an iterative algorithm that computes both 2, et Syn-
dromes and the error locator polynom@l, (p). A detail description of this algorithm, which can be
performed in both the time and frequency domains, falls beyond the scdpis astudy. The inter-
ested reader is referred to [74, 75, 175] and [176] for descriptibtize time and frequency domain
versions of théBerlekamp-Massegigorithm, respectively.

In order to decode binary block codes, knowledge of the error positiothe received code words
are sufficient information. However, with non-binary block codes, tieranagnitudes must also
be determined: Assume that the error locater polynofijglp) for the received code word,,(p)
has been successfully constructed. Using the error locator polynogoaficients and the.t ., cct
syndromes, agrror evaluator polynomiaV,, (p) is determined [175]:

Mcorrect Mcorrect

Vi (p) = Om(p) + E i KD | | (1—kl,.p) (B.6)
j=1 i=1
1753

An estimate of the magnitude of the error at posit;id,n withj = 1,2, ..., Mcorrect, IS then calculated
as follows [175]:
Cmxdn — 46 (p) (B.7)
dp p=1/(Kh)
Completing the hard decision syndrome decoding process involves adimgjran estimate of the
original code word polynomial, denoted by, (p). This is accomplished by subtractllgL from

positionx?, in ym(p), for j = 1,2, ..., Meoprect.
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POPULAR BLOCK INTERLEAVERS

C.1 APPENDIX OVERVIEW

EVERAL prevalent block interleaver structures, frequently encoedtén iteratively and non-

iteratively decoded concatenated coding schemes, are consideredappbisdix. The imple-
mentable interleavers considered are divided into two categories: Detdicamsd random inter-
leavers. The deterministic interleavers presented include classic blodiavins Berrou-Glavieux
interleavers and JPL interleavers. PN generator interleavers, randrner generator interleavers
and s-random interleavers constitute the random interleavers of int€érestappendix is concluded
with a short discussion on the concept of a probabilistic uniform intertefregjuently encountered
in the theoretical performance evaluations of concatenated codes.

C.2 DETERMINISTIC BLOCK INTERLEAVERS

A deterministic block interleaver has a mapping functidé¥) that, for a given interleaver depth
J and interleaver width¥', always produces the same fundamental permutation. Several popular
deterministic block interleaver mapping schemes are discussed in the follawiagdions.

C.2.1 CLASSIC BLOCK INTERLEAVERS

A classic block interleaver [87] consists in essence of a$izeF’ memory matrix. The first step in
the interleaving process performed by this type of interleaver is to write thésiater input symbols
into this matrix in a row-wise fashion. The second and final step wherebijntedeaver output
symbols are obtained, is to write out the data stored in the memory matrix in a colisariashion.

It is easy to see that the interleaver period of this type of interleav€rds J. F.

C.2.2 BERROU-GLAVIEUX INTERLEAVERS

The depth and width of this type of interleaver are restricted to powers of.avd = 2¢ andF = 2°,
with ¢ andb positive integer values. Firstly, a set of eight prime numbers are defiki¢t) = 17,
X(2) =37, X(3) =19, X(4) =29, X(b) =41, X(6) = 23, X(7) = 13and X (8) = 7. The
interleaver mapping function is then defined as follows [87]:

TI(i) = (i) + F.F (i) (C.1)
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where:

Fo=4imodF

@o=(—Fo)/F

J=(Fo+9p) mod 8 (C.2)

FE)=(X@A+1).(Fp+1)—1)mod J
D(i)=(F/2+1).(Fo+ D) mod F
forevery0 <i< J-F = N.

C.2.3 JPL INTERLEAVERS

With JPL interleavers, the interleaver depthmust be even. As witBerrouGlavieuxinterleavers,
eight prime values are defined(1) = 31, X(2) = 37, X(3) = 43, X(4) = 47, X(5) = 53,
X (6) =59, X(7) =61 andX(8) = 67. Forevery0 < i < J.F = N, the JPL interleaver mapping
function is defined as follows [87]:

1(i) = 2.F (i) + J.@(i) — B(i) + 1 (C3)
where:

U(i) =imod F
QOZ(Z— (1)) /2 mod F
Fo=((t—0())/2—-@o)/F

F (i) = (10.Fo+ 1) mod J/2 (C.4)
J=F (i) mod 8

D(i) = (X (I+1).9y +21.0(:)) mod F

C.3 RANDOM BLOCK INTERLEAVERS

A random interleaver can be described as a block interleaver with a mappictipn generated from
a permutation, based on the outputs of a random noise source [87]aSitadiea behind the design
of random block interleavers is to eliminate regular pattern§ D), resulting in extremely long
interleaver periods. Some of the more popular random interleaversigindy used in concatenated
coding schemes, are discussed in the following subsections.

C.3.1 PN GENERATOR INTERLEAVERS

The generation of the mapping function of this type of interleaver makes fuB®\ @enerators.
Assuming a maximal length-PN generator is employed, the interleaver will have a period of
N = 2% — 1, since the period of the sequence generated by the PN generator-ig. It is ob-
vious that the interleaver periadl will always be an odd number. The interleaver mapping function
is determined as follows [87]:

1. Seti = 0.

2. Attime index, I1(¢) is the decimal equivalent of thebit binary word stored in the PN generator’s
shift register.

3. Ifi < 2% — 1, increment and return to step (2).
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C.3.2 RANDOM NUMBER GENERATOR INTERLEAVERS

Although similar to PN generator interleavers, this type of interleaver's ge¥ioneed not be an
odd number. Using any type of uniform number generator, a pe¥iaaindom number generator
interleaver’'s mapping function is determined as follows [87]:

1. GenerateN random numbers. Store these numbers in a lengthector, denoted by/ =
{0, Uy, ...,Un—-1}.

2. Reorder the elements containedirto range from the smallest to the largest value. The result is
stored a lengthV vector, denoted by = {Vy, V4, ..., Vv_1}

3. For everyi, with 0 < ¢ < NNV, determine the index such that/; = V;. The mapping function of
the interleaver is then simplj(:) = j.

C.3.3 s-RANDOM INTERLEAVERS

In [177] a simple method to generate a random pernbaerleaver that includes a constraint on the
spreading factoM,,..q (SeeSectiorB.2.3.2) is presented. The process whereby such an interleaver’s
mapping function is created, is as follows:

1. Store the numbessto N — 1 in a length#V vector, denoted by = {Uy, Uy, ..., Un_1}.

2. Choose an integer value for the spread fadtQy,..s. For a given value ofV, it is important to
chooseM,eqq < \/% in order for the interleaver construction method to be successful.

3. Set countef = 0. Repeat the following steps:

(a) Randomly pick a number from the list of available numbers containéd iif the chosen
number differs by more that M,,,...q when compared to the previods,,,..q values stored
in V, store it as elemenit; in the vectorV = {V;, V4, ..., Vy_1} and mark it as unavailable
for the next random selection from. Otherwise, repeat step (a).

(b) Increment counter.
(c) Repeat (a)to (b) fad <i < N.

4. For everyi, with 0 < ¢ < N, determine the index such thatU; = V;. As with random number
generator interleavers, the mapping function of the interleaver islifién= ;.

C.4 UNIFORM INTERLEAVERS

A concept frequently encountered in the derivation of concatenatidgecheme BER performance
bounds, is that of a uniform interleaver [100, 101]. A si¥euniform interleaver is a probabilistic
device that maps any given input waigl of Hamming weightw into all distinct (") permutations
of the input word, each permutation having a probability of occurrence of

Prob.(wy (") = w) = 1 /(g > (C5)
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APPENDIXD

COMPLEX SPREADING SEQUENCES

D.1 APPENDIX OVERVIEW

HE application of binary sequences in DS/SSMA systems has been exkjusivestigated

since introduction of SS. Due to the availability of potentially large sets of semsethat ex-
hibit comparable auto-correlation and improved cross-correlation giep&/hen compared to binary
sequences, interest has started to shift towards the use of non-BithySSs. There are numerous
advantages in using CSSs in future 4G DS/SSMA systems, including the ifitysgitgenerate CE
and SSB [4, 7, 10] transmitter output signals, etc. This appendix not ontynarises some of the
important performances measures utilised in the analysis of CSSs, buivasagncise overviews
of the filtered and unfiltered CSS families considered in this study.

D.2 IMPORTANT PERFORMANCE MEASURES FOR COMPLEX SPREADING
SEQUENCES

D.2.1 SEQUENCE LENGTH AND FAMILY SIZE

The length of a CSS, denoted BY,.,, is the number of chips in a single CSS. It is a cardinal factor
in the determination of a DS/SSMA system’s processing gain $&tionD.2.4). Furthermore, it
also influences the correlation characteristics of a CSSYsetionD.2.2 andSectionD.2.3), which

in turn is the factor determining a DS/SSMA system’s capacity.

Inseparably intertwined with the sequence length, is the family/sizg,, of a CSS. Usually a longer
sequence length implies that more sequences, i.e. a larger family, candratgdrthat exhibit ac-
ceptable correlation properties.

D.2.2 PERIODIC AUTO-CORRELATION

Two types of auto-correlation functions can be calculated for spreadiggences, namely periodic
and aperiodic. In synchronous DS/SSMA systems, such as the systesidered in this study, the
former is of greater importance. The periodic auto-correlation of a camismilengtha/,., CSS,
S(t), having chips of duratioff’.,;, [s], is defined as follows [43,47,48]:

Tchip

Mseq.
Rs),s() (1) = /0 S(t)S™ ((t + 1) mod(Mseq-Tenip)) dt (D.1)
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The periodic auto-correlation function gives an indication of the signalitudp to be expected at
the output of a coherent, perfectly synchronous correlator recgivg As such, this function can
also be used for synchronisation purposes in code tracking loops [43]

D.2.3 PERIODIC CROSS-CORRELATION

The periodic cross-correlation measures the periodic similarity betweeniffeedt CSSs having a
relative phase shift of seconds. It is defined as follows for the continuous length; CSSsS; (¢)
andSy(t), both consisting of\/,, chips of duratiori,;, [s] [47,48]:

Tchip

Mseq.
Rs,(),5,(1) (T) = /0 S1(8)S5 ((t + 7) mod(Mseq-Tenip)) dt (D.2)

The periodic cross-correlation characteristics of the sequences s dansly dictate the degrada-
tion in performance in a multi-user DS/SSMA system due to MUI. Lower perioaiss-correlation
values (especially at = 0 in synchronous systems) deliver less MUI, resulting in better BER per-
formances. Also, false code-lock is less probable for sequences wigh freriodic cross-correlation
values, especially in the rangid < % centered o = 0.

A very popular lower bound on the periodic cross-correlation for thgtten/,., sequences (t)
andS(t) from a family of sized/;,,,, is theWelshbound, given by [48]:

Mg — 1
max {RSl (),S2(t) (T)} > Mseq\/Mseq'foam 1 (D3)

Note that forM,., — oo, the Welsh-bound simplifies taax {RS1 (1),S2(t) (T)} R/ Mgeq.

D.2.4 SPREADING FACTOR AND PROCESSING GAIN

Assume a spreading sequence with a chip rae;gf is used to directly spread a symbol stream with
a rate off;. TheSpreading FactofSF) for this scenario is defined as follows [43, 44]:

SF = % (D.4)

The PG (measured in [dB]) of a DS/SSMA system, which is directly related td-itssSalculated as
follows [43, 44].

PG = 10log;, (SF) = 101og;, <f jﬁ”’) (D.5)

The SF and PG are important measures that reflect the spreadingitdiverduced by the
DS/SSMA system in order to combat the detrimental effects of narrowbaedarers or jamming
signals [43,44,81].

D.2.5 BANDWIDTH EXPANSION FACTOR

When comparing DS/SSMA systems employing filtered (or chip-level pulsgeshand unfiltered
CSSs, parameters such as PG and SF are insufficient, since theseasidasuot reflect the spectral
characteristics of the spreading sequences and/or chip-level paisegliilters employed. As such,
a new parameter, referred to as the BEF of a DS/SSMA system needs édiexdd The BEF for a

DS/SSMA system with a transmitter output signal bandwidtiBgf" prior to spreading and?ff;t
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after spreading (and chip-level pulse shaping), is calculated as follows

Bppst
BEF = ( > ) (D.6)

B
As with the SF and PG, the immunity a DS/SSMA system obtains against a nanoyiaming
signal by increasing its transmitter output signal’s dimensionality [43, 44tt8bligh spreading, is
reflected by the BEF. However, the BEF also includes the effects oflehgpulse shaping and other
DS/SSMA transmitter filtering on the bandwidth diversity obtained through theading process.
Furthermore, the spectral characteristics of the spreading sequesackin the DS/SSMA system are
also incorporated in the BEF.

D.2.6 SPREADING SEQUENCE LENGTH DIVERSITY

Certain pre-filtered CSS families (or chip-level pulse shaped CSS4),asithe ABC (se&ection
D.3.2.2) and DSB CE-LI-RU filtered GCL CSSs (s®ectionD.3.2.1), are highly bandlimited. Using
these CSSs in DS/SSMA communication systems are more bandwidth efficienisihgrunfiltered
CSSs or binary sequences of an equivalent length. As such, emplagrfitered CSSs, equivalent
SFs, but lower BEFs will be obtained. Generally, commercial communicat&tersg are restricted
in terms of their transmission bandwidth requirements. Thus, DS/SSMA comnionicystems
employing pre-filtered CSSs support the use of higher data rates andg®r|€SSs in order to
deliver permissable BEFs, when compared to systems using unfiltered E83ixed data rates and
BEFs, the SSLD obtained by using bandlimited spreading sequencesnisdiasi follows:
SF

SSLD = BEF (D.7)
Thus, the length of the filtered CSSs, denotedMy.,, can be increased SSLD-times in order for
the DS/SSMA communication system to occupy the same transmission bandwidiDSAS aMA
system using unfiltered CSSs of the same length. Moreover, a largéhg@red CSS family can be
used, possibly supporting more CDMA users.

D.3 IMPORTANT COMPLEX SPREADING SEQUENCE FAMILIES

D.3.1 UNFILTERED SEQUENCES
D.3.1.1 ZADOFF-CHU SEQUENCES

ZC CSSsis asubclass of GCL CSSs [9], which is generated and chiered s follows: Leﬁqzc =
{S%c10, 5% (1], ..., SLo[Mseq — 1]} represent the vector of chips of th length-\/,., unfiltered
continuous-time ZC sequenég . (¢). With j = v/—1, theith chip in this sequence is determined as

follows [4, 5]:
[4,5] exp jﬂ.a.ﬁ) if M., is even
) o m seq
Szclil = {eXp éjﬂm(lﬂ)) if M., is odd oY
Mecy seq

where the sequence numhecan only take on integer values relatively primeMQ.,. As such, the
family size for lengthA/,., ZC CSSs is calculated as follows:

Mseq—1 {1 if Mseq mod(a) # 0 (D.9)

Mam:1+ .
! 2 0 if Myequ modia) = 0

a=2
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Figure D.1: Real and Imaginary Parts of a Length., = 63 Unfiltered ZC CSS for, = 1, fepip =
63000 Hz and16 Samples per Chip
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Figure D.2: Envelope of a Length/,., = 63 Unfiltered ZC CSS for = 1, fcn;p = 63000 Hz and
16 Samples per Chip
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Hence, the largest ZC CSS families are obtained whigp, is an odd prime number. In such a case
the family size isM ., = Mseq — 1 [4]. Fig. D.1 shows the real and imaginary parts of the- 1
length-63 ZC CSS with a chip rate ¢f;,;, = 63000 Hz and16 samples per chip. Also note that the
complex envelope of the sequence, showhig D.2, is not constant.

D.3.1.2 QUADRIPHASE SEQUENCES

QPH sequences are closely related to binary sequences. A I#hgilQPH sequence’s chip vector

Sopu = {S%PH[O] Sopr(1ls -+ SGpp[Mseq 1]} is constructed using two lengthé,., binary
sequences’ chip vectors, denoted Y = {5%[0], S4[1], ..., S4[Mseq — 1]} and S = {SE[0]
SEN, ..., SE[Mseq — 1]}, respectively. Calculation of thzéh chip of the QPH sequence is accom-

plished as foIIows [6]:

Shoulil = 551+ Sl + 5 =(1 = Sl (0.10)

It foIIows that each ch|p in the QPH sequence will have a value from the lexmgpsymbol alphabet

{f + 5, f 75 f + 5, f f}, if the binary sequences’ chip vectaf§, and Sg
have chips from the antipodal alphaletl, +1}. ForAlltop-type QPH sequences [4], the family size
is given asM t4,,, = Mseq — 1, With the sequence lengtii,., limited to prime values. Furthermore,
using Gold binary sequences f6f, andS% is a popular approach [48Fig. D.3 show the real and
imaginary parts of usey’s length-63 QPH CSS with a chip rate ff,;, = 63000 Hz and16 samples
per chip. Since QPH sequences are binary in nature, it follows that threiplex envelopes will not
be constant. This characteristic is showrrig. D.4 for the QPH depicted iRig. D.3.

T T T T

o
)
T

1

o
T
1

oy (O} [V

Re{ S
o
&

100 200 300 400 500 600 700 800 900
Time[us]

o

T i T T T

o
a1
T

]

Im{ SgPH(t)} [Volt]
S

o
&)
T

I

| 1 | |

100 200 300 400 500 600 700 800 900
Time[us]

o

Figure D.3: Real and Imaginary Parts of a Length., = 63 Unfiltered QPH CSS fo.;,;, = 63000
Hz and16 Samples per Chip
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Figure D.4: Envelope of a Length/,., = 63 Unfiltered QPH CSS fof.;, = 63000 Hz and16
Samples per Chip

D.3.2 FILTERED SEQUENCES
D.3.2.1 DSB CE-LI-RU FILTERED GCL SEQUENCES

It has been shown that ZC sequences contain all the frequencies B0, M fq,, /Tenip) [HZ],
with T, the duration of a chip [48]. Thus, the bandwidth of such sequencess farection of the
family size. In order to bandlimis’,(t) and remove its dependency on the sequence ingdex
mod (27) phase constraint can be incorporated, resulting@mnasequence’s chip vector denoted by
St = {5&4,10], 8Ly 1], <oy &y [Miseq — 1]} [4,5). Theit® chip of aChusequence is determined

as follows:
- g2 . i
ST [i] = exp J—Mseq) mod (27) if Meq is even 011)
Chu exp g%) mod (2r) if My, is odd

It has been shown [4] that the bandwidthGiusequences arg/T,;, [Hz]. DSB CE-LI-RU filtered
GCL sequences are obtained by filteris{g, . [i] with alinearly interpolating root-of-unity filtef7, 8]

in order to achieve the minimum Nyquist bandwidth192.7,,,) [Hz]. The family size of such
sequences is also given Ey. (D.9). Fig. D.5 gives the real and imaginary parts of user-q's length-
63 DSB CE-LI-RU filtered GCL CSS with = 1, a chip rate off,;, = 63000 Hz and16 samples
per chip. Fig. D.6 shows the complex envelope of this sequence, depicting its constarg.natu
This characteristic alleviates and even eliminates the linearity constraint oer @owplifiers used

in DS/SSMA systems employing such sequences. Since the instantanearsopole transmitter
output signal will be constant, the communication system engineer no loagds o be concerned
with amplifier back-off. Thus, it will be possible to more efficiently utilise partidihear power
amplifiers.
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Figure D.5: Real and Imaginary Parts of a Length., = 63 DSB CE-LI-RU filtered GCL CSS for

a =1, fenip = 63000 Hz and16 Samples per Chip
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D.3.2.2 ABC SEQUENCES

ABC sequences are generated by appropriately modifying the previdafilyed DSB CE-LI-RU
filtered GCL sequences in order to produce an injective function, agided in [7, 10]. When
used in balanced QPSK structures, ABC sequences [7, 10] exhilytiaabproperties, i.e. a SSB
DS/SSMA signal is obtained after modulation onto in-phase and quadratuiers (sed-ig. 6.16 in
Section6.4.3) [4]. As with ZC and DSB CE-LI-RU filtered GCL sequences, the fasiig of ABC
sequences is determined usiBg. (D.9). Fig. D.7 depicts the real and imaginary parts of user-q's
length-63 ABC sequence with= 1, a chip rate off.;;, = 63000 Hz and16 samples per chigFig.

D.8 shows its constant complex envelope.
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Figure D.7: Real and Imaginary Parts of a Length., = 63 ABC Sequence fot. = 1, feuip =
63000 Hz and16 Samples per Chip
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Figure D.8: Envelope of a Length/,., = 63 ABC Sequence fot = 1, fe4i, = 63000 Hz and16
Samples per Chip
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SIMULATION SOFTWARE INDEX

E.1 APPENDIX OVERVIEW

CQUIRING the results presented @hapter6 required the development of an extensive set of
simulation software tools, ranging from BER performance measurementnpfetf{seeChap-
ter 5), to data analyses and plotting tools. C++ was chosen to implement the simulati@nnps
presented irChapter5, whereas Matlab was employed to create the necessary filter desigatand d
analyses/plotting tools.

This appendix firstly presents the labelling conventions applied extensivéhe filenames of the
Matlab scripts/functions, C++ classes and compiled applications. Next fodédailed indexes, list-
ing the filenames and short descriptions of the simulation software compatexeisped during this
study. All of the listed Matlab and C++ software modules are available on th&OBI accompany-

ing this dissertation. Note that each of the simulation software tools presestieavhre created by
the author without making use of any prior base code.

E.2 NAMING LABEL CONVENTIONS

The naming label conventions applied in the filenames of the Matlab m-files amulled executables
are given inTableE.1.

E.3 MATLAB FUNCTIONS AND SCRIPTS

TableE.2 andTableE.3 list the Matlab functions and scripts developed during the course ofilig s
Note that the Matlab functions and scripts were not employed in the actdalpance evaluation
of the VA decoded linear block codes under investigation, but rathethéocreation of filters and
pulse shapes, the processing and plotting of measured simulation result8jtetrigh the results
presented irChapter6 were obtained running these scripts and functions Micaosoft Windows
platform, they can be used &mix or Linux platforms without any alterations.
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Table E.1: Matlab Script and C++ Executable Filename Labelling Convention

Naming Label Options Available Description
CODENAME half_rate NSC / h NSC 4-state, rateR. = 1/2 NSC code
Hamming7_4_Classic / Ham7_4_cl | Hamming(7,4, 3), classic decoding
Hamming7_4_VA / Ham_7_4_cl_VA Hamming(7, 4, 3), VA decoding
Interl_ Hamming7_4 / iHam.7_4 Interleaved Hamming7, 4, 3) code
Inter.RS.7.5/iRS.7.5 Interleaved R7, 5, 3) code
Original 5.3 / or.5_3 Cyclic (5,3, 2) code, original trellis
PunctBCH_15.7 / pBCH.15.7 Punctured BCH15,7,5) code
Puncthalf_rate RSC / phtRSC Punctured, raté&. = 1/2 RSC code
Reduced5_3 / orred 53 Cyclic (5, 3,2) code, reduced trellis
RS7.5 RS(7,5, 3) block code
two_thirds.rate RSC / ttr RSC 8-state, rate?. = 2/3 RSC code
uncoded / uc Uncoded
SEQNAME ABC ABC sequences
DSB DSB CE-LI-RU GCL CSSs
ZC ZC CSSs
QPH QPH CSSs

Table E.2: Description of the Matlab Functions and Scripts - Part |

Matlab Function/Script

Function/Script Description

calcpdf.1D.m

Calculate thd -dimensional PDF of a set of samples

calcpdf-2D.m

Calculate the-dimensional PDF o2 sets of samples

createelliptic_rx_filter.m

Create the numerator and denominator coefficients
an elliptic IR lowpass filter, plot its amplitude response

of

createnyquistpulseshape.m

Create a Nyquist pulse shape, plot the pulse shape

createsqrtnyquistpulseshape.m

Create a square-root Nyquist pulse shape,
plot the pulse shape
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Table E.3: Description of the Matlab Functions and Scripts - Part II

Matlab Function/Script

Function/Script Description

delay.spread.m

Configure the path delays faf
unique users’ multipath fading channels

dopplerfilter.m

Create the numerator and denominator coefficients of

a Doppler IIR lowpass filter, plot its amplitude response

plot. CODENAMEAWGN_ber.m

Plot the BER curves of @ODENAME
code in AWGN channel conditions

plot. CODENAMESEQNAMEber.m

Plot the BER curves of EODENAME
code in multipath fading channel conditions
for SEQNAMECSSs

plot CODENAME33Hz FF ber.m

Plot the BER curves of @ODENAME
code in flat fading channel conditions
with a 33 Hz Doppler spread

plot CODENAME100Hz FF_ber.m

Plot the BER curves of @ZODENAME
code in flat fading channel conditions
with a 100 Hz Doppler spread

plot_eyediagram.m

Plot the eye diagrams of a pulse shaping
or matched filter’s output

plot SEQNAMEenvelope.m

Plot the complex envelope ofSEQNAMECSS

plot SEQNAMEPSD.m

Plot the PSD of SEQNAMECSS

plot SEQNAMEtime_signals.m

Plot the real and imaginary time signals
of aSEQNAMECSS

powerdelay profile.m

Create an exponential decay power delay profile

processsequencdamily_files.m

Generation of the user CSS configuration files

randominterleaver.m

Create the interleaver mapping of a random interleay

RayleighPDF.m Plot a theoretical Rayleigh PDF
Rician PDF.m Plot theoretical Rician PDFs
SEQNAMEgenerate Generate and store a lengilf;., SEQNAMECSS family

systematiccyclic_matrices.m

Convert ann, k, d.n:, ) linear block code’s generator
matrix to systematic form

classicdopplerspectrum.m

Plot the classic Doppler spread PSD
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E.4 C++ CLASSES

A large number of coding, modulation and channel simulator building bloaksegjuired to con-
struct the AWGN, flat fading and multipath fading channel performandéoptas shown irFig. 5.5,
Fig. 5.8 andFig. 5.9, respectively. The header ammgpfiles of each C++ class that was created to
realise the required performance evaluation platform building blocks ¢ed lisTableE.4 andTable
E.5, with their primary functions. Note that these files ANSI Ccompliant, ensuring portability to
Microsoft WindowsUnix or Linux platforms.

Table E.4: Description of the C++ Classes - Part |
C++ Class

Class Description

B_Trellis_.Advanced.h
B_Trellis Advanced.cpp

BCJR trellis class for an
(n, k, dmin) linear block code

B_Viterbi_Advanced.h
B_Viterbi_Advanced.cpp

Block-wise VA decoder class that
operates on a BCJR trellis

BC_with_Interleaver.h
BC_with_Interleaver.cpp

(n, k, dmin) linear block code encoder and
length4V interleaver combination class

BC_with_Puncturer.h
BC_with_Puncturer.cpp

(n, k, dmin) linear block code encoder
and puncturer combination class

Block_Coder.h
Block_Coder.cpp

(n, k, dmin) linear block code encoder class

C_Trellis.h
C_Trellis.cpp

Raten/k convolutional code trellis class

CC.with_Puncturer.h
CC_with_Puncturer.cpp

Raten/k convolutional code encoder
and puncturer combination class

Convolutional.cpp
Convolutional.h

Raten /k convolutional code encoder
class

De-interleavemwith_B_Viterbi.h
De-interleavemwith_B_Viterbi.cpp

Length<V de-interleaver and block-wise VA
block code decoder combination class

Delayline.h
Delay line.cpp

General delay line class

De-puncturemith _B_Viterbi.h
De-puncturemwith_B_Viterbi.cpp

De-puncturer and block-wise VA
block code decoder combination class

De-puncturetwith_SW._Viterbi.h
De-puncturemwith_SW._Viterbi.cpp

De-puncturer and sliding window VA

convolutional code decoder combination class
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Table E.5: Description of the C++ Classes - Part Il

C++ Class

Class Description

DSSSQPSKRAKE_Rx.h
DSSSQPSKRAKE_Rx.cpp

Wideband classic and complex DS/SSM
QPSK RAKE receiver class

pg

P>

DSSSQPSKTx.h Wideband classic and complex DS/SSM
DSSSQPSKTx.cpp QPSK transmitter class
FIR.h General FIR filter class
FIR.cpp

GF_Calculator.h
GF_Calculator.cpp

Galois field mathematics calculator clas

|2}

IIR.h General lIR filter class
lIR.cpp
Int_dump.h Integrate-and-dump circuit class
Int_dump.cpp

Interleaver.h
Interleaver.cpp

General block interleaver class

Mapper.h
Mapper.cpp

General input-to-output mapper class,
used as a block code ML decoder

Multipath_FadingChannel.h
Multipath_FadingChannel.cpp

Classic and complex multipath fading
channel simulator class

Noise.h AWGN, uniform noise and Poisson noise
Noise.cpp generator class
PN_Gen.h LengthsV PN generator class
PN_Gen.cpp

Puncturer.h
Puncturer.cpp

Block or convolutional code puncturer class

QPSKRx.h Narrowband classic and complex
QPSKRx.cpp QPSK receiver class
QPSKTx.cpp Narrowband classic and complex

QPSKTx.h QPSK transmitter class

Rician.Channel.cpp
Rician.Channel.h

Classic and compleglarke
flat fading channel simulator

SW._Viterbi_Conv.cpp
SW. Viterbi_Conv.h

Sliding window VA convolutional
code decoder class
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E.5 COMPILED EXECUTABLES

Using the C++ classes listed BectionE.4, the compiled executable files, listedTiable E.6 and
Table E.7, were created to obtain the simulation results present€&hapter6. The executables
created to test the channel simulators, verify the operation of the naaruldnd wideband commu-
nication systems, construct block and convolutional code trellises, aatrg the mapping functions
of random interleaver, were developed usBgrland C++ Builder 6, since they contaiMicrosoft
Windowsgraphic components, such as forms, buttons, dialog boxes, etc. Astsash executables
are not portable to OS platforms other thditrosoft Windows

A command line approach was used for the executables performing thé B&Raperformance
evaluations. These executables were created Wganignd C++ Builder 6, but compiled usindn-

tel's ICC and GNU’sG++ compilers forLinux platforms. The BER performance results presented
in Chapter6 were obtained in record breaking time by distributing the applications’ cortiqodh
load over the multiple workstations in tténiversity of Pretorigs I-percube donated byintel. The
I-percubeconsists ofl 6 2.4 GHz Pentium4 stations, each station runnindgvandrake Linuxoperat-

ing system. Thé6 stations are linked vigast Ethernetonnections. Process migration and message
handling between the stations are managed transparently by me@apsmMosiXor Linux.

Table E.6: Description of the Compiled Executables - Part |

Executable Description/Function Portability

BC_Trellis_Creator Creation of an(n, k, d,up) linear | Windows
block code’s BCJR trellis

CC_Trellis_Creator Creation of a rater/k Windows

convolutional code’s trellis

InterleaverCreator Creation of a random or classig Windows
block interleaver

main CODENAMEQPSKAWGN BER performance evaluation of Windows
a CODENAMEcode in AWGN Linux
channel conditions DOS
main CODENAMEQPSKFF BER performance evaluation of Windows
a CODENAMEcode in flat fading Linux
channel conditions DOS

main CODENAMEDSSSMAQPSKMPFC || BER performance evaluation of Windows
a CODENAMEcode in multipath Linux
fading channel conditions DOS
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Table E.7: Description of the Compiled Executables - Part Il

Executable

Description/Function

Portability

Testflat fading channel

Verify the operation of
classic and complex flat
fading channel simulators

Windows

Testfrequencyselectivefading channel

Verify the operation of
classic and complex multipath
fading channel simulators

Windows

TestnarrowbandQPSK

Verify the operation of a
narrowband classic or complex
QPSK communication system

Windows

WidebandCorrelator

Verify the operation of a classic
or complex DS/SSMA QPSK
communication system employin
a correlator RAKE receiver

Windows

WidebandMatchedFilter

Verify the operation of a classic
or complex DS/SSMA QPSK
communication system employin

a matched filter RAKE receiver

Windows
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