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SUMMARY

V ITERBI DECODED L INEAR BLOCK CODES FORNARROWBAND AND WIDEBAND WIRELESS

COMMUNICATION OVER MOBILE FADING CHANNELS

by
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Promoter: Professor L.P. Linde
Department of Electrical, Electronic and Computer Engineering

Master of Engineering (Electronic)

SINCE the frantic race towards the Shannon bound [1] commenced in the early 1950’s, linear
block codes have become integral components of most digital communication systems. Both bi-

nary and non-binary linear block codes have proven themselves as formidable adversaries against the
impediments presented by wireless communication channels. However, prior tothe landmark 1974
paper [2] byBahl et al.on the optimalMaximum a-Posteriori Probability(MAP) trellis decoding of
linear block codes, practical linear block code decoding schemes were not only based on suboptimal
hard decision algorithms, but also code-specific in most instances. In 1978 Wolfexpedited the work of
Bahl et al.by demonstrating the applicability of a block-wiseViterbi Algorithm(VA) to Bahl-Cocke-
Jelinek-Raviv(BCJR) trellis structures as a generic optimal soft decisionMaximum-Likelihood(ML)
trellis decoding solution for linear block codes [3].

This study, largely motivated by code implementers’ ongoing search for generic linear block code
decoding algorithms, builds on the foundations established byBahl, Wolf and other contributing re-
searchers by thoroughly evaluating the VA decoding of popular binary and non-binary linear block
codes on realistic narrowband and wideband digital communication platforms inlifelike mobile envi-
ronments. Ideally, generic linear block code decoding algorithms must not only be modest in terms of
computational complexity, but they must also be channel aware. Such universal algorithms will un-
doubtedly be integrated into most channel coding subsystems that adapt to changing mobile channel
conditions, such as the adaptive channel coding schemes of currentEnhanced Data Rates for GSM
Evolution(EDGE),3rd Generation(3G) andBeyond 3G(B3G) systems, as well as future4th Gener-
ation (4G) systems. In this study classic BCJR linear block code trellis constructionis annotated and
applied to contemporary binary and non-binary linear block codes. SinceBCJR trellis structures are
inherently sizable and intricate, rudimentary trellis complexity calculation and reduction algorithms
are also presented and demonstrated. The block-wise VA for BCJR trellis structures, initially intro-
duced byWolf in [3], is revisited and improved to incorporateChannel State Information(CSI) during
its ML decoding efforts.

In order to accurately appraise theBit-Error-Rate(BER) performances of VA decoded linear block
codes in authentic wireless communication environments,Additive White Gaussian Noise(AWGN),
flat fading and multi-user multipath fading simulation platforms were constructed.Included in this
task was the development of baseband complex flat and multipath fading channel simulator models,
capable of reproducing the physical attributes of realistic mobile fading channels. Furthermore, a
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complexQuadrature Phase Shift Keying(QPSK) system were employed as the narrowband com-
munication link of choice for the AWGN and flat fading channel performance evaluation platforms.
The versatile B3G multi-user multipath fading simulation platform, however, was constructed us-
ing a wideband RAKE receiver-based complexDirect Sequence Spread Spectrum Multiple Access
(DS/SSMA) communication system that supports unfiltered and filteredComplex Spreading Se-
quences (CSS). This wideband platform is not only capable of analysing the influence of frequency
selective fading on the BER performances of VA decoded linear block codes, but also the influence
of the Multi-User Interference(MUI) created by other users active in theCode Division Multiple
Access(CDMA) system. CSS families considered during this study includeZadoff-Chu(ZC) [4, 5],
Quadriphase(QPH) [6], Double Sideband(DSB) Constant Envelope Linearly Interpolated Root-of-
Unity (CE-LI-RU) filteredGeneralised Chirp-like(GCL) [4, 7–9] andAnalytical Bandlimited Com-
plex(ABC) [7, 10] sequences.

Numerous simulated BER performance curves, obtained using the AWGN, flat fading and multi-user
multipath fading channel performance evaluation platforms, are presentedin this study for various
important binary and non-binary linear block code classes, all decodedusing the VA. Binary linear
block codes examined include Hamming andBose-Chaudhuri-Hocquenghem(BCH) codes, whereas
popular burst error correcting non-binaryReed-Solomon(RS) codes receive special attention. Fur-
thermore, a simple cyclic binary linear block code is used to validate the viability ofemploying
the reduced trellis structures produced by the proposed trellis complexity reduction algorithm. The
simulated BER performance results shed light on the error correction capabilities of these VA de-
coded linear block codes when influenced by detrimental channel effects, including AWGN, Doppler
spreading, diminishedLine-of-Sight(LOS) signal strength, multipath propagation and MUI. It also
investigates the impact of other pertinent communication system configuration alternatives, including
channel interleaving, code puncturing, the quality of the CSI available during VA decoding, RAKE
diversity combining approaches and CSS correlation characteristics. From these simulated results it
can not only be gathered that the VA is an effective generic optimal soft input ML decoder for both
binary and non-binary linear block codes, but also that the inclusion of CSI during VA metric calcula-
tions can fortify the BER performances of such codes beyond that attainable by classic ML decoding
algorithms.

Keywords, phrases and acronyms:3G, 4G, adaptive channel coding, AWGN, B3G, BCH code,
BCJR trellis, BER, CDMA, code puncturing, CSI, CSS, DS/SSMA, EDGE, flat fading, Hamming
code, hard decision decoding, channel interleaving, linear block code, MAP decoding, ML decoding,
MUI, multipath fading, QPSK, RAKE, RS code, Shannon bound, soft decision decoding, VA
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SAMEVATTING

V ITERBI GEDEKODEERDEL INEÊRE BLOKKODES VIR NOUEBAND EN WYEBAND

KOMMUNIKASIE OOR MOBIELE DEINENDE KANALE

deur
Leonard Staphorst

Promoter: Professor L.P. Linde
Departement Elektriese, Elektroniese en Rekenaar-Ingenieurswese

Meester in Ingenieurswese (Elektronies)

SEDERT die verwoede resies na die Shannon-grens [1] in die vroeë 1950’s aanvang geneem het,
het linêere blokkodes integrale komponente van meeste digitale kommunikasiestelsels geword.

Beide bin̂ere en nie-bin̂ere linêere blokkodes het hulself bewys as gedugte teenstanders teen die
belemmeringe wat draadlose kommunikasiekanale bied. Voor die mylpaal 1974artikel [2] deurBahl
et al. oor die optimaleMaksimum a-Posteriori Waarskeinlikheid(MAW) trellisdekodering van linêere
blokkodes, was praktiese lineêre blokkode dekoderingskemas egter nie net gebaseer op suboptimale
harde beslissingsalgoritmes nie, maar ook kode-spesifiek in meeste gevalle.In 1978 hetWolf die
werk vanBahl et al. aangehelp deur die toepasbaarheid van ’n bloktipeViterbi Algoritme(VA) op
Bahl-Cocke-Jelinek-Raviv(BCJR) trellisstrukture as ’n generiese optimale sagte beslissingMaksi-
mum Waarskeinlikheid(MW) trellis dekoderingsoplossing vir lineêre blokkodes te demonstreer [3].

Hierdie studie, hoofsaaklik gemotiveer deur kode-implementeerders se voortdurende soeke na ge-
neriese linêere blokkode dekoderingalgoritmes, bou op die fondasies wat deurBahl, Wolf en ander
bydraende navorsers gevestig is, deur die VA dekodering van gewildebinêre en nie-bin̂ere linêere
blokkodes op realistiese noueband en wyeband digitale kommunikasieplatforms in lewenstroue mo-
biele omgewings deeglik te evalueer. Generiese lineêre blokkode dekoderingalgoritmes moet ideaal
nie net beskeie wees in terme van bewerkingkompleksiteit nie, maar moet ook kanaal-bewus wees.
Sulke universele algoritmes sal ongetwyfeld geı̈ntegreer word in meeste kanaalkodering substelsels
wat aanpas tot veranderende mobile kanaaltoestande, soos die aanpasbare kanaalkoderingskemas
van huidigeEnhanced Data Rates for GSM Evolution(EDGE),3de Generasie(3G) enBokant3de

Generasie(B3G) stelsels, asook toekomstige4de Generasie(4G) stelsels. In hierdie studie word
klasieke BCJR trelliskonstruksie verduidelik en toegepas op hedendaagse bin̂ere en nie-bin̂ere linêere
blokkodes. Aangesien BCJR trellisstrukture inherent groot en ingewikkeld is, word elementêre trel-
liskompleksiteit berekening- en verminderingalgoritmes ook voorgestel en gedemonstreer. Die blok-
tipe VA vir BCJR trellisstrukture, oorspronklike voorgestel deurWolf in [3], word heroorweeg en
verbeter omKanaaltoestand Informasie(KTI) te inkorporeer gedurende sy MW dekoderingspogings.

Om dieBisfout Tempo(BFT) werkverrigting van VA gedekodeerde lineêre blokkodes in outentieke
draadloses kommunikasieomgewings akkuraat te waardeer, wasSommeerbare Wit Gaussiese Ruis
(SWGR), plat deining en multi-gebruiker multipad deining simulasieplatforms geskep. Ingesluit in
hierdie taak was die ontwikkeling van komplekse basisband plat en multipad deinende kanaal si-
mulatormodelle, wat instaat is om die fisiese eienskappe van realistiese mobiele deinende kanale te
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herproduseer. Verder was ’n komplekseKwadratuur Faseskuif Sleuteling(KFSS) stelsel gebruik as
die gekose nouband kommunikasieskakel vir die SWGR en plat deinende kanaal werkverrigting eval-
uasieplatforms. Die veelsydige B3G multi-gebruiker multipad deinende simulasieplatform was egter
saamgestel deur gebruik te maak van ’n RAKE ontvanger gebaseerde komplekse wyebandDirekte
Sekwensie Spreispektrum Veelvuldige Toegang(DS/SSVT) kommunikasiestelsel wat ongefilterde en
gefilterdeKomplekse Spreisekwensies (KSS) ondersteun. Hierdie wyeband platform is nie net instaat
om die invloed van frekwensie selektiewe deining op die BFT werkverrigtingvan VA gedekodeerde
lineêre blokkodes te analiseer nie, maar so ook die invloed van dieMulti-gebruiker Steuring(MGS)
geskep deur die ander gebruikers wat aktief in dieKode Divisie Veelvuldige Toegang(KDVT) stelsel
is. KSS families wat oorweeg is in hierdie studie sluit inZadoff-Chu(ZC) [4, 5], Kwadratuur Fasige
(KF) [6], Dubbele Syband(DSB)Konstante Omhulling Linêer Gëınterpoleerde Eenheidswortel(KO-
LGI-EW) gefilterdeAlgemene Tjirp-agtige(ATA) [4, 7, 8] en Analitiese Bandbeperkte Komplekse
(ABK) [7, 10] sekwensies.

Talryke gesimuleerde BFT werkverrigtingkurwes, verkry deur van dieSWGR, plat deining en multi-
gebruiker multipad deining werkverrigting evaluasieplatforms gebruik te maak, word in hierdie studie
voorgel̂e vir verskeie belangrike binêre en nie-bin̂ere linêere blokkode klasse, almal gedekodeer
deur van die VA gebruik te maak. Binêre linêere blokkodes wat ondersoek is, sluit in Hamming
en Bose-Chaudhuri-Hocquenghem(BCH) kodes, terwyl gewilde sarsiefout korrigerende nie-binêre
Reed-Solomon(RS) kodes spesiale aandag ontvang. Verder word ’n eenvoudige sikliese bin̂ere linêere
blokkode gebruik om die lewensvatbaarheid van die gebruik van die vereenvoudigde trellisstrukture,
geproduseer deur die voorgestelde trellis kompleksiteit verminderingsalgoritme, te bekragtig. Die
gesimuleerde BFT werkverrigtingresultate werp lig op die foutkorreksie vermoëns van hierdie VA
gedekodeerde lineêre blokkodes wanneer hulle beı̈nvloed word deur nadelige kanaaleffekte, inslui-
tend SWGR, Doppler spreiding, verminderdeLyn-van-Sig(LVS) seinsterkte, multipad voortplant-
ing en MGS. Dit ondersoek ook die impak van ander toepaslike kommunikasiestelsel konfigurasie-
alternatiewe, insluitend kanaalintervlegging, kodeperforasie, die kwaliteitvan die KTI beskikbaar
gedurende VA dekodering, RAKE diversiteit samevoegingsbenaderings en KSS korrelasie karakter-
istieke. Vanuit hierdie gesimuleerde resultate kan dit nie net afgelei word dat die VA ’n effektiewe
generiese optimale sagte inset MW dekodeerder is vir beide binêre en nie-bin̂ere linêere blokkodes
nie, maar ook dat die insluiting van KTI gedurende VA metriekberekeninge die BFT werkverrigtinge
van sulke kodes kan verbeter bo dit wat haalbaar is deur klassieke MW dekoderingsalgoritmes.

Sleutelwoorde, frases en akronieme:3G, 4G, aanpasbare kanaalkodering, B3G, BCH kode, BCJR
trellis, BFT, DS/SSVT, EDGE, Hamming kode, harde beslissingsdekodering, kanaalintervlegging,
KDVT, KFSS, kodeperforasie, KTI, KSS, lineêre blokkode, MAW dekodering, MGS, multipad dein-
ing, MW dekodering, plat deining, RAKE, RS kode, sagte beslissingsdekodering, Shannon-grens,
SWGR, VA
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)
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(
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CHAPTER ONE

INTRODUCTION

”...we are very close to practical achievement of the performance that Shannon promised nearly
50 years ago. Is it therefore time to say ’Problem Solved’ and move on to other things? I doubt
it. Observe how much of this progress has been achieved only recently -e.g. in trellis codes,
group codes, Turbo Codes, algebraic geometry codes and precoding. I doubt that it has been
fully digested. In particular, we are still far from a fundamental understanding of the new code
construction and decoding methods that seem to be embodied in Turbo Codes, nor have we fully
exploited the promise of multilevel codes and multistage decoding. Moreover, every two years
the boundary between ’feasible’ and ’infeasible’ advances by another factor of two. Indeed, I
believe that in30 years we will look back with nostalgia at the current era and say: ’That was a
golden age.’”1

G. David Forney, Jr.

Retired Vice President of Technical Staff, Motorola, Inc.

ALTHOUGH the debate on the existence of biological evolution rages on between the religious
and scientific communities, one aspect of the human condition that has evolvedat an exponential

rate during the30000 year age of modern man, is communication. In the early post-neanderthal days
of homo sapiens, unintelligible grunts and mumbling soon gave way to verbalisedspeech, eventually
progressing into current day’s thousands of distinct languages and dialects. Simplistic cave draw-
ings, telling the life and history of our pre-historic ancestors, grew into written language on stone
tablets and papyrus. In the process, complex pictographic representations of spoken languages, such
as Egyptian hieroglyphics and the Chinese alphabet, were developed. However, it was not until the
invention of the printing press in1450 by Johann Gutenbergthat the true power of written language
was revealed, inaugurating the dawn of modern literacy and education.

The notion of communication over long expanses has intrigued the human racefor millennia. Written
language carrier systems, such as message runners and carrier pigeons, evolved into today’s modern
postal services, the Internet, email systems andShort Message Services (SMS). Moreover, the ever-
present need for long distance transmission of verbal and unwritten information gave rise to the first
terrestrial and wireless communication systems, such as the Navaho Indian’s smoke signal system.

1Source: Shannon Lecture on Code Performance and Complexity,1995

1
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CHAPTER ONE INTRODUCTION

From such rudimentary long distance communication systems, modern day telegraphy and telephony
were spawned. Undoubtedly, the fathers of modern day communication systems, such asAlexander
Graham BellandGuglielmo Marconi, could not have envisaged a global village, based on total wired
and wireless connectivity, were information sources can be freely accessed and a long-distance verbal
conversation initiated at the touch of a button.

Since the inception of the7-layeredOpen Standards Interface(OSI) model for communication sys-
tems, research and development of wired and wireless communication systemshave become a global
effort, progressing at an astounding rate. Today, the first commercialGlobal System for Mobile Com-
munication(GSM) systems are10 years young, but already seem underpowered and antiquated when
compared to the3rd Generation(3G) systems currently being rolled out worldwide. Nonetheless, it
still remains to be seen whether communication systems will eventually develop up tothe point that
Captain James T. Kirk can flip open his shiny23rd century Star Fleet issue subspace communicator,
which is capable of communicating across the expanses of the known universe, in order to command
Scotty to get a battle-scared Enterprise space-worthy in a humanly impossibletime-frame. There is,
however, one unavoidable impediment plaguing the transmission quality and reliability of all past,
present and future communication systems: Non-ideal transmission channels.

Intuitively, non-ideal communication channels will have a limited capacity to carry information. In
the last century many researchers attempted to sufficiently describe this phenomenon, but it was not
until Shannon’s groundbreaking1948 paper [1], entitled”A Mathematical Theory of Communica-
tions”, that it was possible to calculate a quantitative measure for this capacity limit. In this paper,
Shannonnot only conceives the field ofInformation Theory, but also derives his famous channel
capacity limit forAdditive White Gaussian Noise(AWGN) channels.Shannonalso shows that the
channel capacity limit, which is a function of the transmission bandwidth and theSignal-to-Noise Ra-
tio (SNR) of the AWGN channel being investigated, can be achieved by eitherincreasing the number
of transmission symbols in the signal space used during modulation, or by increasing the redundancy
in the transmitted signals by incorporating channel coding into the communication system.

Unfortunately,Shannoncould only postulate that good channel codes, which can achieve channel
capacity, might exist. He was, however, unable to demonstrate how such codes were to be designed
or selected. Hence, numerous communication engineers have devoted theirresearch efforts to develop
powerful channel codes during the span of the last57 years. Their ongoing efforts have lead to four
main categories within the channel coding field, namely block codes, convolutional codes, concate-
nated codes and coded modulation. Several important milestones that have been achieved during this
time period includeForney’s 1966 proposal for classic concatenated codes [11],Ungerboeck’s 1982
introduction ofTrellis Coded Modulation(TCM) [12] and the conception ofTurbo Codes (TC) by
Thitimajshima et al.in 1993 [13]. Fig. 1.1 shows a time line with these and other pivotal dates within
the brief history of channel coding.

During the1950’s and1960’s channel coding subsystems were only incorporated into the communi-
cation systems designed by affluent government institutions, such as theNational Aeronautical and
Space Association(NASA). However, as the processing power and speed of digital circuitry, micro-
processors andDigital Signal Processors (DSP) increased, so also did the affordability of channel
coding subsystems. For example, everyCompact Disc(CD) Read Only Memory(ROM) drive cur-
rently manufactured employs non-binaryReed-Solomon(RS) block coding [14], which were thought
to be extremely costly and complex to implement at the time of its inception in the early1960’s. To-
day, even the simplest digital communication systems contain some level of channel coding for error
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Figure 1.1: Time Line Showing Pivotal Events in Channel Coding History

detection and/or correction purposes. Current high-end communication systems, such as those used
by Jet Propulsion Labs’s (JPL) deep space probes, make use of the latest generation iteratively de-
coded concatenated codes [15–33] andLow Density Parity-Check Codes (LDPC) [34] codes, which
deliverBit-Error-Rate(BER) performances close to the theoretical Shannon bound.

Recent years have seen several paradigm shifts with regards to the application of channel codes in
communication systems. In theAsynchronous Transfer Mode(ATM) standard, for example, a linear
block code is used to generate theHeader Error Control(HEC) field of each53-byte cell. The pur-
pose of the HEC, however, is not just classic error detection and correction, but also cell delineation
(i.e. frame synchronisation). Another paradigm shift of particular interest, is the move from clas-
sic Forward Error Correction(FEC) toError Control Coding(ECC) approaches in modern channel
coded communication systems: Classic FEC schemes attempt to correct all channel induced errors
at thePhysical(PHY) layer in the OSI model (i.e. layer1) in a forward direction by performing
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receiver-end intelligent decoding of transmitted data streams, which have been padded with redundant
information using channel coding in the transmitter. Conversely, an ECC scheme not only performs
FEC using one of several channel codes available in its adaptive codingscheme, but also requests
alternative encoding and/or retransmissions of previously transmitted streams of channel coded in-
formation, if it discovers that the initial decoding effort yielded an unacceptable BER at the receiver.
This process is usually accomplished using higher layer protocols in the OSIstack, for example the
Transmission Control Protocol(TCP) at the Transport layer in the OSI model (i.e. layer4). ECC
schemes, such as theincremental redundancyscheme implemented inEnhanced Data Rates for GSM
Evolution(EDGE), is therefore capable of providing the necessaryQuality of Service(QoS) levels
desired by today’s communication market.

The efficiency of ECC schemes is grounded in their ability to adapt the parameters of communi-
cation systems’ channel coding subsystems in response to varying channel conditions. As such,
a wide variety of channel codes, interleaver mappings and puncturing profiles constitute essential
components of any powerful ECC scheme. However, an unfortunate disadvantage of adaptive coding
schemes, which seems simple in principle, is that switching between several different channel encoder
and decoder modules as the communication environment, changes can be a complex and expensive
implementation exercise. Current hardware and software constraints on communication transceiver
DSPs hamper the multiple implementation of complex encoder and decoder algorithmsfor different
types of channel codes with varying degrees of complexity. Fortunately,this problem mainly befalls
block codes, whereas multiple convolutional coding and TCM schemes can easily be supported by a
single DSP, since the decoding of these codes rely on simple generic trellis-based algorithms. Each
type of block code, however, typically has its own associated optimalMaximum-Likelihood(ML)
decoding algorithm. In addition, these code-specific decoding algorithms are usually not capable of
supporting soft decision decoding or making use ofChannel State Information(CSI). In this study
this issue is addressed by investigating the applicability of theViterbi Algorithm(VA) as an efficient
generic ML trellis decoding algorithm for both binary and non-binary linearblock codes, operating
on narrowband and wideband wireless communication systems in realistic mobile fading channel
conditions.

1.1 PERTINENT RESEARCH TOPICS AND RELATED LITERATURE

1.1.1 MOBILE COMMUNICATION CHANNEL CHARACTERISTICS, MODELLING
AND REPRODUCTION

Accurate characterisation and modelling of mobile communication channels play akey role in the
design of modulation and channel coding techniques for wireless communication systems. Further-
more, being able to reproduce the statistical behaviour of such channels enables the communications
engineer to rigourously test future wireless communication systems in controlled environments. For
these reasons, countless hours of research and numerous publications have been devoted to both the
mathematical characterisation [35–38] and the development of relevant simulation models [39–41]
for real-life mobile communication channels.

When studying the performances of mobile communication systems, a usual starting point is an un-
derstanding of classic AWGN, since it is an unavoidable limiting factor in the performance and capa-
bilities of any communication system. The primary source of a communication system’s performance
degradation due to this type of channel is receiver generated thermal noise, which is characterised as
having a flat broadband spectrum and a zero-mean Gaussian amplitudeProbability Density Function
(PDF).
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In realistic mobile communication environments, however, transmitted signals are not only influenced
by AWGN, but also experience reflection, scattering and diffraction, due to surrounding objects in the
propagation environment. Moreover, this results a received signal thatis composed of a number of
scattered wavefronts. The combining of these wavefronts in a receiverantenna produces constructive
and destructive interference, resulting the well-known fading phenomenon, where the envelope and
phase of the received signal vary stochastically [37, 38]. Additionally,relative motion between the
transmitter and the receiver produces the undesirable Doppler effect, where a fixed or varied distur-
bance in carrier frequency can be experienced, respectively referred to as Doppler shift and Doppler
spread [37, 38].

During the simulation and performance evaluation of communication systems in controlled channel
conditions, the ability to accurately describe and qualitatively classify the mobilefading environment
is of cardinal importance. In general, the temporal and spectral disturbances experienced by a trans-
mitted signal are the fundamental elements considered in the taxonomy of mobile fading channels:

1. Temporal characteristics: As the rate of relative motion between the transmitter and receiver
structures of a mobile communication link increases, so also does the rate of signal fading, due
to Doppler spreading. With respect to this fading rate, signal fading is categorised as eitherslow
fadingor fast fading[37,38,42]: When the Doppler spreading experienced by a transmitted signal
is small compared to the actual information rate, the signal experiences slow fading. Moreover, in
such a scenario a slow deep fade can potentially corrupt a large number of transmitted information
symbols. Conversely, fast fading is earmarked by a high ratio of Dopplerspreading to information
rate, which produces shorter error burst at the receiver.

2. Spectral characteristics: Narrowband signals affected by realistic mobile fading channel condi-
tions are distinguished, on a spectral level, by real-time uniform scaling of the Power Spectral
Density(PSD) levels of the frequency components constituting the transmitted signal. This phe-
nomenon, frequently observed when only a single propagation path exists, is known asflat fading.
With wideband signals, however, it is not uncommon to observe several independently faded prop-
agation paths from the transmitter to the receiver. Multipath propagation consequently produces
non-uniform time-varying scaling of the PSD levels of the frequency components comprising the
transmitted signal. In communications engineering nomenclature, this is known asfrequency se-
lective fadingor multipath fading[37, 38, 42].

Through extensive simulations this study investigates the VA decoding of linear block codes on realis-
tic communication links in lifelike mobile fading channel conditions. A classic narrowbandQuadra-
ture Phase Shift Keying(QPSK) communication system is used as simulation platform to evaluate
such codes in pure AWGN channel conditions, typically encountered on stationary wireless links,
such asWireless Local Loops (WLL). An identical QPSK communication system is used during the
flat fading channel simulations in order to gauge the performance of VA decoded linear block codes
on a typical narrowband mobile communication system. Slow and fast fading is considered in order
to objectively analyse the influence of relative motion between the transmitter and receiver on the
error correction capabilities of the VA decoded linear block codes. Sincethe needs for higher data
rates and user capacity motivated the design of today’sSpread Spectrum(SS)-based wideband 3G and
Beyond 3G(B3G) systems, this study also considers the performance of the VA decoded linear block
codes on aDirect Sequence Spread Spectrum Multiple Access(DS/SSMA) communication system in
realistic multi-user multipath fading channel conditions.

1.1.2 SPREAD SPECTRUM WIDEBAND DIGITAL COMMUNICATION

While there does not appear to be a singleMultiple Access(MA) technique in wireless commu-
nications that is superior, over the past two decadesCode Division Multiple Access(CDMA) has
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been shown to be a viable (and in many applications even favorable) alternative to bothFrequency
Division Multiple Access(FDMA) and Time Division Multiple Access(TDMA) [43]. The greatest
advantage that CDMA poses over other MA schemes, is its high frequencyre-use capacity in cellular
systems [43, 44]. Unlike narrowband FDMA-based and TDMA-based systems, such as GSM, there
is little need to use different carrier frequencies in neighbouring cells. Thus, as the digital communi-
cations industry expands with the daily addition of thousands of new cellular subscribers, increasing
the load on the available radio spectrum at an unparalleled rate, CDMA has become an indispensable
MA technique for current 3G, B3G and future4th Generation(4G) cellular systems [45].

With superior anti-jamming and anti-interception characteristics, as well as unparalleled MA capabil-
ities, SS modulation, the quintessential underlying principle behind CDMA, have long since been of
great interest to the military community [43, 44]. However, due to its ability to mitigate or alleviate
illustrious communication problems, such as spectral overcrowding, user privacy and security, mul-
tipath fading channel effects and indoor propagation issues [43, 44],SS has since been employed in
several commercial wireless communication standards, such asQualcomm’s 2nd Generation(2G) IS-
95 [46] system, as well as 3GUniversal Mobile Telephony System(UMTS) and cdma2000 systems.

In essence, all variants of SS can be classified into two main categories [43, 44, 47]: Direct Se-
quence Spread Spectrum(DSSS) andFrequency Hopping Spread Spectrum(FHSS). Classically, in
the latter category, the carrier frequency onto which information is modulatedis determined by a
random sequence, unique to each user in a multi-user system [43, 44, 47]. Using dynamic frequency
allocation, FHSS systems can be designed to avoid interference encountered within the allocated op-
erational bandwidth by simply eluding interference occupied frequency slots. It is also a well known
fact [43] that FHSS systems mitigate multipath effects, provided that the hopping rate is in access
of the inverse of the differential delay between multipath components. The relatively infant wide-
bandOrthogonal Frequency Division Multiplexing(OFDM) SS technique [43], which is integrated
into the IEEE802.11 standard, can also be considered to be a FHSS derivative. Here, however, in-
formation is modulated onto several orthogonal carriers in order to obtain diversity gains. In DSSS
systems information symbols are directly modulated by user-specific random spreading sequences
(also sometimes called signature sequences) [43, 44, 47]. The spreaded information symbols of each
user are then modulated onto a carrier in order to obtain a widebandRadio Frequency(RF) signal.
Given that the cross-correlation levels of the spreading sequences employed in the DSSS system are
small (ideally zero), negligibleMulti-User Interference(MUI) is generated, thereby making it theo-
retically possible to use a single carrier frequency for all of the users in the CDMA system.

Undoubtedly the user capacity and bandwidth requirements of B3G and future 4G wireless com-
munication systems will far exceed that currently delivered by 2G and 3G systems [45]. Thus, one
can speculate that these systems will incorporate combinations of MA schemesin order to ensure
acceptable QoS levels for all mobile subscribers. Hence, TDMA and FDMAwill still be used in
order to fulfill user load requirements in densely populated areas where CDMA alone will not suffice.
Spatial Division Multiple Access(SDMA) is another advanced MA technique that will find its way
from theory to practise in these systems. Furthermore, much of the currentSS research is focused
on Multi-Carrier (MC) DS/SSMA modulation variants [43, 44, 47]. These modulation schemes are
essentially mixtures of OFDM and DS/SSMA, which does not only deliver substantial user capacities
through CDMA, but also superior suppression of interference and multipath fading channel effects
through frequency diversity. It is likely that one or more MC DS/SSMA modulation schemes will be
incorporated into future 4G wireless PHY layer definitions [45].

The application of binary spreading sequences, such asGold and Kasami sequences [48], in
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DS/SSMA systems has been exhaustively investigated since the introduction of SS. However, due
to the availability of potentially sizable families of spreading sequences that exhibit acceptable auto-
correlation and cross-correlation properties when compared to binary sequences, interest has started
to shift towards the use of non-binary andComplex Spreading Sequences (CSS) [6,48–51]. There are
numerous advantages of using CSSs in future B3G and 4G DS/SSMA systems, including the possi-
bility to generate CE andSingle Sideband(SSB) [4,7,10] transmitter output signals [4]. In this study,
VA decoded linear blocks are tested on a CSS-based DS/SSMA platform in multi-user multipath fad-
ing channel conditions in order to evaluate the viability of such codes in the adaptive coding schemes
of future wideband SS-based communication systems.

1.1.3 TRELLIS DECODING OF LINEAR BLOCK CODES

In 1974 Bahl et al.[2] described a novel technique whereby minimal trellis structures (in this study
referred to asBahl-Cocke-Jelinek-Raviv(BCJR) trellis structures) can be constructed for linear block
codes. Consequently, block code decoding was no longer limited just to classic suboptimal algebraic
techniques. Soft decision decoding of block codes using the BCJR algorithm [2], or variants thereof,
were also made possible through these trellis structures. Soon after the landmark publication byBahl
et al., Wolf [3] proposed that, as a less complex alternative to the BCJR algorithm, the VA can be
applied to block code trellises as an efficient soft decision ML decoder. Since Wolf did not vali-
date or investigate this claim through simulation studies or hardware implementations, recent years
have seen the publication of numerous papers [52–55] byStaphorst et al., specifically devoted to the
performance evaluation of VA decoded binary and non-binary linear block codes in varying mobile
communication channel environments.

Although several algebraic soft decision block code decoding algorithmswhich employ CSI have
been proposed, such as the popular algorithms byChase[56] and Moorthy et al.[57], their per-
formances have been showed [2, 58, 59] to be suboptimal. In contrast, both the BCJRMaximum
a-Posteriori Probability(MAP) and Viterbi ML trellis decoding algorithms are optimal soft decision
trellis decoders. A further advantage of the Viterbi and BCJR trellis decoding algorithms is their
capacity to utilise CSI during their decoding efforts, resulting in improved BERperformances when
employed in fading channel conditions [60].

Due to the inherently intricate nature of the BCJR trellis structures of linear block codes, one se-
rious impediment to the use of trellis decoders for linear block codes with practical block lengths
and dimensions, is decoding complexity. Ergo, the current cost effectiveness of using trellis-based
decoders in commercial applications, especially for powerful non-binary block codes, such as RS (see
Section3.2.2.3.3) andBose-Chaudhuri-Hocquenghem(BCH) (seeSection3.2.2.3.2) block codes, are
questionable. However, the number of efficient soft output algebraic decoding algorithms for block
codes are minuscule when compared to soft output trellis decoding algorithms, traditionally developed
for convolutional codes. Hence, trellis-based soft output decoding algorithms, such as theSoft Out-
put Viterbi Algorithm(SOVA) [61], will become invaluable components in future iteratively decoded
concatenated coding schemes employing linear block codes asConstituent Codes (CC). Furthermore,
the promise of having a single trellis decoder module that can decode not onlyclassic convolutional
codes, but also linear block codes, is an attractive notion for the developers of digital communication
systems.

1.2 MOTIVATION FOR THIS STUDY

In essence, researchers actively participating in the field of channel coding can be categorised into
two main groups, namely theDecibel Chasersand theCode Realisers. The Decibel Chasersare
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researchers with the single-minded goal of creating new powerful channel coding schemes, capable
of delivering BER performances that approach the Shannon bound [1, 13, 62]. Conversely,Code Re-
alisersare more interested in translating theDecibel Chasers’ theoretical and mathematical channel
coding schemes into real-life hardware and/or software systems that can be integrated into commer-
cial and military communication systems.

SinceBerrou, GlavieuxandThitimajshima’s ground breaking paper [13] in1993, which introduced
the celebrated iteratively decoded TCs, the playing field for theDecibel Chasershave changed dra-
matically. Over the last decade, numerous new iteratively decodedParallel Concatenated Codes
(PCC) [15–26, 63–65],Serial Concatenated Codes (SCC) [27–31] andHybrid Concatenated Codes
(HCC) [30, 32, 33] have been proposed, capable of delivering BERperformances within a fraction of
a decibel from the Shannon bound [15,21,27,32,62–64,66–69].Gone are the days of code designers
marvelling at substantial coding gains obtained from newly developed coding schemes. Presently,
even a0.01 dB improvement towards the theoretical Shannon bound, for example, is enough to create
an uproar in the channel coding community.

Code Realisershave the difficult task of merging complex channel encoding and decodingalgo-
rithms with limited hardware and software platforms. This can be accomplished in two ways: Firstly,
higher capacity and more scalable hardware and software platforms haveto be developed, capable of
supporting the requirements of new channel coding schemes. However,this is not the code designers
responsibility, but rather that of DSP,Field Programmable Gate Array(FPGA) andApplication Spe-
cific Integrated Circuit(ASIC) developers. Secondly, complex encoding and decoding algorithms,
developed by theDecibel Chasers, have to be altered or condensed in order to conform with the
available hardware and software platforms. Hence, the achievements of the Code Realisersalways
lag that of theDecibel Chasersand, to a fair extent, is paced at a rate of progression dictated by
Moore’s Law[70]. For example, in recent years JPL has devoted substantial funding and manpower
on the research and development of iteratively decoded HCCs [30, 32,33]. Since the encoding for
HCCs is fairly straightforward, such encoder modules have already been implemented in the commu-
nication systems of NASA’s newest generation deep space probes. However, the iterative decoding
of HCCs is a mathematically complex and daunting exercise. As such, theCode Realisersat JPL
are focused on the development of practical hardware and/or software iterative decoder modules for
HCCs.

Optimal ML decoding of linear block codes through the application of the VA to their BCJR trel-
lis structures [2], as proposed byWolf in 1978 [3], is now a seasoned concept. Unfortunately, research
in this field has remained fairly stagnant until the mid1990’s. This can be attributed mainly to the fact
that the high complexities of BCJR trellises, even for rudimentary linear block codes, made hardware
and/or software implementations of block code trellis decoders untenable. Asnew implementation
platforms of higher speeds, capacities and scalability became available, renewed interest was sparked
into the trellis decoding of linear block codes. Therefore, this study falls largely under the domain of
theCode Realisers. From this perspective, the primary goals that motivated the research conducted
during this study are the following:

1. Several advanced communication systems, such as EDGE, employ adaptive coding schemes, ca-
pable of dynamically switching between different block, convolutional andconcatenated coding
schemes in response to variations in the mobile channel environment and the users’ QoS demands.
Since the concept ofbandwidth-on-demandis now well established and finding its way into the
specifications of current communication systems, it is likely that adaptive coding will be an integral
part of most future communication systems. In terms of implementation requirements, such adap-
tive coding schemes require extensive processing power and a multitude of decoding algorithms in
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order to support an assortment of channel codes. Hence, having a single decoder algorithm, capa-
ble of decoding convolutional, block and concatenated codes, is an exitingproposition forCode
Realisers. It is a well-known fact that the VA can be used as such a generic decoding algorithm.
However, the application thereof to non-binary linear block codes, suchas RS and BCH codes,
have not been fully investigated in realistic mobile fading channels prior to this study. Also lacking
prior attention, is the VA decoding of linear block codes in conjunction with code-augmentation
techniques, such as interleaving and code puncturing.

2. Since the inception of the trellis decoding of linear block codes byBahl et al.[2], Code Realisers
have been faced with one unnerving implementation challenge: the storage and processing of
the exceedingly complex BCJR trellis structures of linear block codes. This study attempts to
address this problem by presenting and evaluating a promising BCJR trellis complexity reduction
technique, applicable to both binary and non-binary linear block codes.

From aDecibel Chaser’s perspective, this study was motivated by the premise of obtaining improved
BER performances for classic linear block codes in legacy digital communication systems by incor-
porating CSI into the VA’s trellis decoding efforts. This is an attractive notion, especially since no
additional hardware (except CSI estimators, which are usually already available) is required for po-
tential coding gains in mobile fading channel conditions.

Secondary motivational factors that incited this study, rising from deficiencies identified within the
general research field of channel coding, include the following:

1. The literature contains numerous simulation and performance evaluation studies of channel coding
schemes in flat fading channel conditions. However, the greater majority of these studies are lim-
ited to pure Rayleigh flat fading channels. Furthermore, by typically assuming fading amplitudes
which areIndependent Identically Distributed(IID) for each code bit, channel code researchers
neglect to investigate the effects of realistic Doppler effects. InSection5.4.2 of this study presents
a versatile flat fading performance evaluation platform, which addressesboth of these deficien-
cies. Not only can this platform recreate realistic Rician fading amplitude distributions, but it also
supports variable fading rates, ranging from slow to fast fading.

2. In general, most simulation studies presented in literature on the performance evaluation of channel
coded DS/SSMA communication systems, operating in multi-user multipath fading channel condi-
tions, also have much to be desired. Most of these studies assume non-realistic channel conditions
and/or employ simplistic low-capacity spreading sequences, such asPseudo-Noise(PN) codes.
This study’s wideband performance evaluation platform, presented inSection5.4.3, recreates more
realistic DS/SSMA communications in a multi-user multipath fading channel environment. The
proposed simulation platform can be configured with realistic frequency selective fading channel
conditions, unique to each user in the CDMA system. Furthermore, the DS/SSMA transmitter and
RAKE receiver structures (presented inSection5.3) support variable length binary or non-binary
spreading sequence families. Hence, using this platform, channel codingschemes can be simulated
on wideband wireless PHY layer configurations resembling the RF frontends of 3G, B3G and 4G
systems.

3. Obtaining the simulated BER performance curve for an uncoded or coded communication system,
without using theoretical upper or lower bounds, is an extremely lengthy and processor intensive
task. The obstacle of excessive simulation execution time is addressed by thisstudy on two fronts:
Firstly, the AWGN, flat fading and multi-user multipath fading channel simulation platforms pre-
sented in this study were designed to operate purely in baseband, but recreate all channel phenom-
ena experienced at any arbitrary carrier frequency. Secondly, thesimulation software developed for
this study distributes the computational load of the BER performance evaluationsimulations over
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the16 processors constituting theUniversity of Pretoria’s I-percube High Performance Computing
(HPC) cluster, donated byIntel.

1.3 OBJECTIVES OF THIS STUDY

The primary goal of this study was the investigation and performance evaluation of VA decoded
binary and non-binary linear block codes in AWGN, flat fading and multipathfading wireless channel
environments. To that end, several secondary objectives had to be achieved. These are detailed below:

1. Thoroughly investigate the physical origins and accurately simulate the statistical behaviour of
realistic mobile communication channel effects (seeChapter2):

(a) Scrutinise and reproduce classic AWGN channel effects.

(b) Study the characterisation and mechanisms involved in flat fading. Topics of particular inter-
est include Doppler spread effects and typical fading amplitude and phase distributions.

(c) Research the elements partaking in frequency selective fading channels, including multipath
propagation and time delay spread fading effects. Explore the characterisation and evaluation
of these channels using concepts such as power delay profiles, time dispersion parameters
and the concept of coherence bandwidth.

(d) Design and implement a flexible flat fading channel simulator, capable ofcreating realistic
Doppler spread effects, as well as Rayleigh and Rician fading amplitude distributions.

(e) Develop and construct a versatile multipath fading channel simulator, composed of several flat
fading channel simulators. This channel simulator must be capable of reproducing authentic
multipath propagation and time delay spread fading effects.

(f) Augment the proposed flat fading and multipath fading channel simulators in order to sup-
port full baseband simulation, thereby reducing processing power andexecution time require-
ments.

2. Review the major building blocks that classic convolutional and linear blockcoding schemes are
composed of (seeChapter3):

(a) Investigate the characteristics, encoder structures and trellis decoding of classic Non-
Systematic Convolutional(NSC) andRecursive Systematic Convolutional(RSC) codes.

(b) Mathematically describe the qualities, encoder structures and classic decoding techniques of
the linear block codes of importance in this study, including binary Hamming, cyclic and
BCH codes, as well as non-binary RS codes. A familiarisation with the Berlekamp-Massey
syndrome decoding of non-binary RS codes forms an integral part of this investigation.

(c) Inspect the concepts and mathematical portrayal of interleaving and de-interleaving, as well
as puncturing and de-puncturing.

3. Explore the notion of linear block code trellis decoding via the application ofthe VA to BCJR
trellises (seeChapter4):

(a) Study and implement the BCJR trellis construction method for linear block codes. Ascertain
its usefulness with regards to non-binary linear blocks, such as RS codes.

(b) Develop a simple trellis expurgation technique, applicable to both binary and non-binary
linear block code BCJR trellis structures.

(c) Define and determine the complexity of linear block code BCJR trellises.
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(d) Devise and demonstrate an effective, yet elementary trellis complexity reduction technique
for binary and non-binary block code BCJR trellises.

(e) Delve into the concepts and intricacies pertaining to the trellis decoding of binary and non-
binary linear block codes via the application of the block-wise VA to BCJR trellises.

(f) Research both hard and soft decision metric calculation approachesduring the block-wise VA
decoding of linear block codes. An investigation into the inclusion of fading amplitude CSI
in the VA metric calculations is of foremost importance.

4. Establish flexible AWGN, flat fading and multipath fading performance evaluation platforms with
authentic channel configurations (seeChapter5):

(a) Design and implement novel narrowband complex QPSK communication system simulation
models, capable of functioning completely in baseband.

(b) Extend the narrowband complex QPSK transmitter and receiver structures into flexible RAKE
receiver-based wideband complex DS/SSMA QPSK communication system models, intended
exclusively for baseband simulations. The proposed wideband complex DS/SSMA QPSK
communication system must support complex spreading using unfiltered and pre-filtered
CSSs for multi-user CDMA purposes.

(c) Construct a flexible baseband AWGN channel performance evaluation platform using the
novel narrowband complex QPSK transmitter and receiver structures.

(d) Incorporate the proposed complex flat fading channel simulator into the AWGN performance
evaluation platform, thereby creating an adjustable baseband flat fading channel simulation
environment, supporting variable Doppler spreads and fading distributions.

(e) Assemble a baseband multi-user multipath fading performance evaluation platform, compris-
ing of the complex RAKE receiver-based DS/SSMA QPSK and multipath fadingchannel
simulator system models. The proposed simulation platform must be capable of supporting
flexible power delay profiles with uniquely definable Doppler spreads andfading distributions
for each propagation path of each user in the CDMA environment.

5. Implement the performance evaluation platforms and conduct an extensive simulation study (see
Chapter6):

(a) Using anObject Orientated Programming(OOP) approach in C++, implement all the sim-
ulation building blocks required to construct the proposed AWGN, flat fading and multi-
user multipath fading channel performance evaluation platforms. These building blocks in-
clude: Gaussian and uniform noise generators,Infinite Impulse Response(IIR) and Finite
Impulse Response(FIR) filters, convolutional coders and sliding window VA decoders, block
coders and ML (classic and VA) decoders, interleavers and de-interleavers, puncturers and
de-puncturers, complex flat and multipath fading channel simulators, narrowband complex
QPSK transmitters and receivers, as well as wideband complex DS/SSMA QPSK transmit-
ters and RAKE receivers.

(b) Define the necessary simulation building block configurations, such asfilter coefficients and
impulse responses, block code generator matrices, convolutional code shift register config-
urations, trellis definitions, realistic flat and multipath fading channel configurations, pulse
shape definitions, transmitter and receiver configurations, interleaver mappings, puncturing
profiles, CSSs’ real and imaginary parts, etc.

(c) Verify the functionality of the newly constructed simulation building blocks.Special atten-
tion must be given to the proposed novel channel simulators, as well as thenarrowband and
wideband complex transmitter and receiver structures.
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CHAPTER ONE INTRODUCTION

(d) Using the simulation building blocks with their appropriate configurations, construct the
AWGN, flat fading and multipath fading performance evaluation platforms in C++.

(e) Implement the performance evaluation platforms on theUniversity of Pretoria’s I-percube
HPC cluster, donated byIntel.

(f) Use the performance evaluation platforms to obtain simulated AWGN, flat fading and multi-
user multipath fading BER performance results for narrowband and wideband systems em-
ploying classic convolutional codes, binary and non-binary linear blockcodes with VA decod-
ing (using original and reduced complexity BCJR trellis structures), interleaved VA decoded
convolutional and linear block codes, as well punctured VA decoded convolutional and linear
block codes.

1.4 NOVEL CONTRIBUTIONS AND PUBLICATIONS EMANATING FROM
THIS STUDY

1.4.1 NOVEL CONTRIBUTIONS

This study not only deliberated elements within the field of channel coding, but also investigated the
characterisation and modelling of mobile communication channels, realistic narrowband and wide-
band communication systems, multi-user CDMA environments, and the creation ofsimulation plat-
forms on multi-processor HPC clusters. As such, numerous contributions with varying degrees of
importance and applicability were made in several research fields falling under the encompassing
banner of digital communications. Excluding the introductory and final concluding chapters of this
dissertation, each chapter ends with a short discussion on the innovativecontributions it made. Below
is a list with the most prolific contributions, compiled from these discussions:

1. Major contributions related to the research field of mobile communication channel modelling and
reproduction:

(a) A flexible complex flat fading channel simulator was developed, capable of producing
Doppler spread effects and creating Rayleigh/Rician fading amplitude distributions (seeSec-
tion 2.6.2.3). What sets this flat fading channel simulator apart from previoussimulators, is
the fact that it can realistically produce these channel effects in baseband, forfeiting the need
for the communication system to operate at an actual RF.

(b) Using multiple complex flat fading channel simulators, a generic complex multipath fading
channel simulator structure was created (seeSection2.6.3.2). This frequency selective fading
channel simulator can be configured to support any number of propagation paths (as defined
by the required power delay profile), each with its own Doppler spread and fading distribution.
As with the complex flat fading channel simulator, its novelty lays in the fact thatit fully
supports baseband simulations.

2. Major contributions related to the disciplines of information theory and channel coding:

(a) A novel trellis expurgation (pruning) algorithm, applicable to both systematic binary and
non-binary linear block codes’ BCJR trellises, was derived (seeSection4.2.2).

(b) Several existing BCJR trellis complexity calculation and reduction techniques, suitable only
for binary linear block codes, were amalgamated and improved. The end result was a single
BCJR trellis complexity calculation and reduction procedure, applicable to bothbinary and
non-binary linear block codes (seeSection4.3).

(c) Wolf’s original block-wise VA [3] for the ML decoding of linear block codes using their
BCJR trellis structures, was upgraded to also incorporate fading amplitude CSI during its
metric calculations (seeSection4.4).
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3. Major contributions related to the modelling and simulation of communication systems:

(a) Narrowband complex QPSK transmitter and receiver structures werefabricated (seeSection
5.2). These building blocks’ baseband functionality and the receiver’saverage fading ampli-
tude CSI calculator (seeSection5.2.3) constitute novel contributions.

(b) Wideband complex DS/SSMA QPSK transmitter and RAKE receiver structures, capable of
employing unfiltered and filtered CSSs (seeAppendix D), were created (seeSection5.3). The
proposed DS/SSMA communication system employing these structures is uniquefor several
reasons: Just as with the narrowband complex QPSK system, the widebandsystem operates
entirely in baseband. It also employs its own novel average fading amplitudeCSI calcu-
lator (seeSection5.3.3), based on the RAKE receiver’sMaximal Ratio Combining(MRC)
approach. Furthermore, this study also presents the first RAKE receiver-based implementa-
tion of DS/SSMA systems employingAnalytical Bandlimited Complex(ABC) (seeSection
D.3.2.2) andDouble Sideband(DSB)Constant Envelope Linearly Interpolated Root-of-Unity
(CE-LI-RU) (seeSectionD.3.2.1) CSSs, whereas previously investigated systems [50, 51]
only made use of simple correlator receivers.

(c) A flexible AWGN performance evaluation platform, incorporating the novel narrowband
complex QPSK transmitter and receiver structures, were developed (seeSection5.4.1). The
evaluation of coded and uncoded narrowband QPSK systems in AWGN channel conditions
was made possible by this platform.

(d) Using the novel narrowband complex QPSK transmitter and receiver structures, as well as the
unique complex flat fading channel simulator, a multifaceted flat fading performance evalua-
tion platform was produced (seeSection5.4.2). This platform is capable of testing uncoded
and coded narrowband QPSK communication systems in flat fading channelconditions with
realistic Doppler spread effects and fading distributions.

(e) A versatile multi-user multipath fading channel performance evaluation platform was pro-
duced (seeSection5.4.3) using the novel complex multipath fading channel simulator, as
well as the wideband complex DS/SSMA QPSK transmitter and RAKE receiver simulation
models. Using this platform, uncoded and coded wideband DS/SSMA QPSK communica-
tion systems can be evaluated in realistic frequency selective fading and/ormulti-user CDMA
environments.

(f) The AWGN, flat fading and multi-user multipath fading simulation platforms created were
fully implemented on theUniversity of Pretoria’s I-percubeHPC cluster, donated byIntel.
All of Chapter6’s BER performance results were obtained using this HPC cluster.

4. Important and unique simulation results presented by this study, include:

(a) various simulation results obtained using the novel complex flat fading and multipath fading
channel simulators (seeChapter6).

(b) operational validation and simulated multi-user multipath fading BER performance results
for uncoded and coded RAKE receiver-based wideband complex DS/SSMA QPSK commu-
nication systems employing CSSs (seeChapter6).

(c) simulation results investigating the influence of the CSS selection approachand sequence
length on the BER performances of complex spreaded DS/SSMA systems, operating in mul-
tipath fading channel conditions.

(d) simulated BER performance results for hard and soft decision VA decoded binary Hamming
(7, 4, 3) and non-binary RS(7, 5, 3) linear block codes, obtained in AWGN, flat fading and
multi-user multipath fading environments (seeSection6.5.3).

DEPARTMENT OFELECTRICAL, ELECTRONIC AND COMPUTER ENGINEERING 13

UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  eettdd  ––  SSttaapphhoorrsstt,,  LL    ((22000055))  
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(e) simulated AWGN and flat fading BER performance results for hard andsoft decision VA de-
coded binary cyclic(5, 3, 2) linear block codes using original and reduced complexity BCJR
trellis structures (seeSection6.5.4).

(f) simulated flat fading and multi-user multipath fading BER performance results for hard and
soft decision VA decoded interleaved binary Hamming(7, 4, 3) and non-binary RS(7, 5, 3)
linear block codes (seeSection6.5.5).

(g) simulated BER performance results for hard and soft decision VA decoded punctured binary
BCH (15, 7, 5) linear block codes in AWGN, flat fading and multi-user multipath fading
channels (seeSection6.5.6.2).

(h) numerous simulation results investigating the BER performance improvementsobtained by
incorporating fading amplitude CSI into the soft decision VA decoding of linear block codes
in fading environments (seeChapter6).

1.4.2 PUBLICATIONS

During this study, the author researched and co-wrote three local conference papers, three interna-
tional conference papers and a local journal article. Not only did theseworks lead to the development
of a great number of the simulation building blocks crucial for this study, butalso presented sev-
eral relevant algorithms, concepts and simulation results. The following chronologically ordered list
details the scope of these published papers, as well as their relevance to this study:

1. ”Trellis Decoding of Linear Block Codes”, co-authored byW.H. B̈uttnerandProf. L.P. Linde, pre-
sented at IEEE COMSIG1998 [52] at theUniversity of Cape Town, South Africa, firstly describes
the construction and expurgation of binary linear block code trellises, as suggested byBahl et al.
in [2]. In this paper the application of the VA as an efficient ML block code trellis decoder is inves-
tigated, followed by a complexity comparison between the VA trellis decoder andseveral classic
algebraic decoding techniques, including classic ML and syndrome decoding. Simulated BER
performance results for several VA trellis decoded binary linear block codes in AWGN channel
conditions conclude the paper.

2. Obtaining the AWGN channel simulation results presented in the paper entitled”Performance of a
Synchronous Balanced QPSK CDMA System Using Complex Spreading Sequences in AWGN”[50],
co-authored byM. Jamil andProf. L.P. Linde, required the development of flexible non-RAKE
receiver-based DS/SSMA QPSK communication system building blocks. Thetransmitter and re-
ceiver building blocks of this paper, which was presented at IEEE AFRICON 1999 at theCape
Town Technicon, South Africa, are the forerunners of the DS/SSMA QPSK transmitter and RAKE
receiver structures (seeSection5.3 of this dissertation) used in the simulation platform for the fre-
quency selective fading channel simulations presented inChapter6. The paper also involved a
thorough study of several classes of filtered and unfiltered CSSs. A lengthy Gaussian Approxi-
mation(GA)-based derivation of multi-user BER performance bounds for synchronous balanced
QPSK CDMA communication systems employing such spreading sequences is also presented.

3. The development of a flexible multipath fading channel simulator (presented in Section2.6 of this
dissertation), used in the frequency selective fading channel simulationspresented inChapter6 of
this dissertation, was required to obtain the performance results given in thepaper”Performance
Evaluation of a QPSK System Employing Complex Spreading Sequences in aFading Environ-
ment”, presented as a poster session at IEEE VTC-Fall1999 in Amsterdam, The Netherlands. This
paper [51], co-authored byM. Jamil andProf. L.P. Linde, presents the AWGN and multipath fad-
ing channel BER performances of a synchronous non-RAKE receiver-based multi-user DS/SSMA
system that employs CSSs with balanced QPSK modulation.
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4. In the conference paper”Performance Evaluation of Viterbi Decoded Reed-Solomon Block Codes
in Additive White Gaussian Noise and Flat Fading Channel Conditions”[55], written by L.
StaphorstandProf. L.P. Linde, presented at IEEE WCNC2002 in Orlando, Florida, USA, sim-
ulated AWGN and flat fading channel BER performances for hard and soft decision VA trellis
decoded non-binary RS(7, 5, 3) codes, with code word symbols from Galois fieldGF

(
23

)
, are

presented. The flat fading channel conditions considered included varying Rician factors (seeSec-
tion 2.5.2.2 of this dissertation) and Doppler spreads (seeSection2.4.3.3 of this dissertation). In an
attempt to improve on the classic hard and soft decision BER performance results, CSI (seeSection
3.3.5 of this dissertation) is also included in the VA branch metric calculations (seeSection4.4.1 of
this dissertation). The trellis expurgation technique presented in [52] for binary linear block codes
is extended in this paper for non-binary linear block code trellises.

5. The simulated non-binary RS(7, 5, 3) block code’s flat fading channel BER results given [55]
are repeated in”Performance Evaluation of Viterbi Decoded Binary and Non-binary Linear Block
Codes in Flat Fading Channels”[53], presented at IEEE AFRICON2002, George, South Africa.
This paper, authored byL. StaphorstandProf. L.P. Linde, also presented novel flat fading channel
simulated BER performance results for hard and soft decision VA decoded binary Hamming codes.
Again the effects on the BER performances using CSI in the VA are considered.

6. In the IEEE CCECE2003 poster session paper”Performance Evaluation of a Joint Source/Channel
Coding Scheme for DS/SSMA Systems Utilising Complex Spreading Sequences in Multipath Fading
Channel Conditions”[71], presented byL. Staphorst, J. SchoemanandProf. L.P. Lindein Mon-
treal, Quebec, Canada, the simple DS/SSMA QPSK communication system of [50] is upgraded to
include a flexible RAKE receiver. This realistic multi-user wideband communication system was
used in conjunction with the multipath fading channel simulator presented in [51]to determine the
BER performance of a CSS-based CDMA system employing Huffman source coding and classic
convolutional coding with joint VA decoding.

7. The journal article entitled”On the Viterbi Decoding of Linear Block Codes”[54], authored by
L. StaphorstandProf. L.P. Linde, was published in the Transactions of the SAIEE in December
2003. This article restates all algorithms, as well as AWGN and flat fading channel simulation
results presented in [52], [55] and [53]. Furthermore, the trellis complexity calculation and reduc-
tion algorithms presented inSection4.3.1 andSection4.3.2 of this dissertation, respectively, are
explained in this paper. Simulated AWGN and flat fading channel BER performance results for a
cyclic (5, 3, 2) linear block code with VA decoding using original and reduced trellis structures are
also presented. It is important to mention that this paper was reviewed and accepted without any
changes byProf. J.K. Wolf, who is seen as the father of the Viterbi decoding technique for linear
block codes.

8. The following two paper series, authored byL. StaphorstandProf. L.P. Linde, were published in
the proceedings of the AFRICON2004 conference and presented in September2004 atGaborone,
Botswana:

(a) ”Evaluating Viterbi Decoded Reed-Solomon Block Codes on a Complex Spreaded DS/SSMA
CDMA System: Part I - Background and Communication System Models”[72].

(b) ”Evaluating Viterbi Decoded Reed-Solomon Block Codes on a Complex Spreaded DS/SSMA
CDMA System: Part II - Channel Model, Evaluation Platform and Results”[73].

These two papers firstly present the complex multipath fading channel and RAKE receiver-based
DS/SSMA QPSK communication system simulation models described inChapter5. This is fol-
lowed by an overview of the simulation platform and configuration parametersused to obtain the
wideband simulation results presented inChapter6. Lastly, simulated BER performance results
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CHAPTER ONE INTRODUCTION

are presented for RS(7, 5, 3) coded RAKE receiver-based DS/SSMA QPSK communication sys-
tems, employing the different CSS families presented inAppendix D, under realistic multi-user
multipath channel fading effects.

1.5 ORGANISATION OF THE DISSERTATION

This dissertation consists of seven chapters. The contents of the chapters are as follows:Chapter
1 sets out by giving short introductions and historical overviews into wireless communication over
mobile communication channels, the conception and evolution of channel coding, as well as the trel-
lis decoding of linear block codes. This is then followed by the objectives that had to be met by
this study, which collectively addressed the main problem statement of the performance evaluation of
VA decoded binary and non-binary linear block codes, operating in mobilecommunication channel
conditions. Next, the main contributions made by this study are summarised. Lastly, Chapter1 lists
a number of published conference and journal articles originating from the work presented in this
dissertation.

The analyses and modelling of mobile fading channels are the focus areas of Chapter2. Firstly, the
mathematical description and statistical characteristics of AWGN, flat fading and frequency selective
fading channels are considered. This is then followed by the developmentof the novel complex flat
and frequency selective fading channel simulator models employed duringthe performance evalua-
tion of the VA decoded linear block codes considered in this study.

Chapter3 gives an overview of the main building blocks used in classic block and convolutional
coding schemes. Encoder building blocks considered include: Convolutional coders, block coders,
interleavers and code puncturers. Block and convolutional decoding algorithms, de-interleavers, code
de-puncturers and CSI estimators are discussed under the topic of decoder building blocks.

The VA decoding of linear block codes is described inChapter4. This discussion includes the
construction and reduction of linear block code trellis structures, as well as a thorough explanation of
the block-wise VA applied to these trellis structures. Special attention is givento the inclusion of CSI
in the VA’s decoding efforts. Short theoretical derivations of the BER performances of VA decoded
linear block codes in AWGN and flat fading channel conditions conclude this chapter.

The narrowband complex QPSK and wideband RAKE receiver-based DS/SSMA QPSK commu-
nication systems, employed in the simulations performed for this study, are described in Chapter
5. Following the descriptions and analyses of the proposed narrowbandand wideband communica-
tion systems, is a discussion on the simulation platforms used in the AWGN and flat fading channel
performance evaluation tests, built around the narrowband complex QPSKcommunication system.
Finally, the simulation platform used for the multi-user multipath fading channel performance eval-
uation tests, assembled using the novel wideband complex RAKE receiver-based DS/SSMA QPSK
communication system, is described.

Chapter6 presents the simulation results obtained during this study. Firstly, simulation results that
validate the operation of the novel complex flat fading and multipath fading channel simulator models
are given. Next, simulation results to validate the functioning of the narrowband complex QPSK and
wideband RAKE receiver-based complex DS/SSMA QPSK communication systems are presented.
Lastly, a large number of simulated BER performance results are presentedfor the coding schemes
considered in this study, evaluated on the narrowband and wideband communication platforms under
AWGN, flat fading and frequency selective fading channel conditions. These coding schemes include
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CHAPTER ONE INTRODUCTION

various VA decoded binary convolutional codes, as well as VA decoded binary and non-binary linear
block codes. Employing original and reduced complexity BCJR trellis structures during the VA de-
coding of linear block codes are also scrutinised here, as well as the effects of performing puncturing
and interleaving in conjunction with channel coding.

In Chapter7 conclusions are drawn from the results obtained. During this study a number of ar-
eas have been identified for possible future research. These future research areas are also discussed
in Chapter7.

Five appendices, covering topics of importance to the understanding of the subject matter investi-
gated in this study, follow the seven chapters outlined above:Appendix Alists the encoder parameters
of different code rate optimal RSC codes, constructed byBenedetto, Garello andMontorsi. A simple
example of the use of these parameters are also given. A conceptual description of theBerlekamp-
Masseydecoding algorithm [74, 75], frequently employed in the syndrome decoding of classic BCH
and RS block codes, is presented inAppendix B. Although the algorithm is not described in detail,
the major functions that it performs in its syndrome decoding efforts are described in this appendix.
Appendix Cconsiders a number of popular block interleaver structures, frequentlyencountered in it-
eratively and non-iteratively decoded concatenated coding schemes. These include deterministic and
random interleaver structures.Appendix Dsummarises some of the important performances mea-
sures utilised in the analysis of CSSs. It also gives concise overviews ofthe filtered and unfiltered
CSS families considered in this study.Appendix Esupplies the reader with an extensive index of the
simulation software developed for this study, including the Matlab functions and scripts, as well as
C++ classes and compiled executables.

DEPARTMENT OFELECTRICAL, ELECTRONIC AND COMPUTER ENGINEERING 17

UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  eettdd  ––  SSttaapphhoorrsstt,,  LL    ((22000055))  
  
  
 
  



CHAPTER TWO

MOBILE FADING CHANNELS

2.1 CHAPTER OVERVIEW

THE first part of this chapter considers the characterisation of mobile communication channels,
outlining the different mechanisms contributing to the detrimental effects induced by such chan-

nels. A concise overview of the root and nature of AWGN is followed by a thorough study of multi-
path fading channels, covering aspects such as multipath propagation andDoppler spread. Frequency
and time domain characterisation of multipath fading channels are discussed, including multipath
channel characterisation parameters, such as excess delay and power delay profiles. The part on mo-
bile radio channel characterisation is concluded with an investigation into Rayleigh and Rician faded
signals. It should be noted thatlog-normal shadowingand large-scale fading effects, such aspath-
lossare not addressed in this study. The interested reader is referred to [37] for more detail on the
latter, and to [35] for an explanation of log-normal shadowing.

The simulation or reproduction of the statistical behaviour of mobile communicationchannels is
among the most significant phases in the design, analysis and evaluation of wireless communication
systems. As such, several statistical models that explain the nature of suchchannels have been pro-
posed in recent years. The second part of this chapter not only addresses the issue of accurate AWGN
generation, but also presents novel complex channel simulator models forfrequency selective (mul-
tipath) and non-selective Rayleigh and Rician fading channels, based onClarke’s flat fading channel
model [76]. Several implementation issues concerning these models, such as Doppler spread spec-
tral shaping filter design and the implementation of Hilbert transformers are also investigated. The
discussion on the simulation of mobile fading channels is concluded with a shortdiscussion on the
exponential decay modelling of typical power delay profiles.

2.2 ADDITIVE WHITE GAUSSIAN NOISE CHANNELS

An unavoidable limiting factor in the performance and capabilities of communicationsystems is
AWGN. Understanding the origins and nature of AWGN is therefore crucial if effective counter mea-
sures, such as channel coding, are to be investigated or designed.

Degradation of communication system performance in noisy channel conditions can be attributed
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CHAPTER TWO MOBILE FADING CHANNELS

to a variety of noise sources, including galactic noise (for example radiation), terrestrial noise, am-
plifier noise, interference from other communication systems, and last but not least, thermal noise
caused by the motion of electrons in conducting media. The primary statistical characteristic of the
resultant noise, created by adding the effects of all of the aforementioned noise sources, is a Gaussian
amplitude distribution, described by the following PDF:

ρ(η(t)) =
1

ση(t)

√
2π

exp

(

− η2(t)

2σ2
η(t)

)

(2.1)

whereσ2
η(t) is the noise variance or power. The principle spectral characteristic of AWGN is its

essentially flat two-sided PSD for frequencies up to approximately1012 Hz. Thus, AWGN possess
equal power per Hertz for all frequencies currently of interest in mobileradio communication.

2.3 MULTIPATH FADING CHANNEL OVERVIEW

In a realistic mobile radio environment a single received signal is composed of a number of scattered
waves, caused by the reflection and diffraction of the original transmitted signal by objects in the
surrounding geographical area. These multipath waves combine at the receiver antenna to give a re-
sultant signal which can vary widely in amplitude and phase [37,42,44]. Physical factors influencing
the characteristics of the fading experienced by the transmitted signal are [42, 44]:

1. Multipath propagation: A constantly changing environment is created by the presence of re-
flecting objects and scatterers in the propagation channel, thereby alteringthe signal energy in
amplitude, phase and time. The result of these effects is the arrival of multipleversions of the
transmitted signal, each arriving signal differing from the other with respect to time and spatial ori-
entation. Signal fading and/or distortion is the result of the fluctuations in signal strength, caused
by the random phases and amplitudes of the different multipath components.

2. Relative motion between the receiver and transmitter:Relative motion between a transmitter
and receiver results in frequency modulation (shift in carrier frequency) of each of the multipath
components, due to the Doppler effect. The Doppler shift in carrier frequency can be negative or
positive, depending on the relative direction of movement between the transmitter and receiver.
For example, consider a transmitter moving at a velocity ofvr(t) [m/s] relative to the receiver,
transmitting on a carrier with a wavelength ofλ [m]. The time-variant Doppler frequency shift,
denoted byfd,i(t) [Hz], experienced by theith multipathLine-of-Sight(LOS) signal component
entering the receiver antenna, is given by:

fd,i(t) =
vr(t)

λ
cos (θA,i(t)) (2.2)

whereθA,i(t) is the angle of arrival of this received signal component. In this study only time
varying Doppler frequencies are considered, since this is a common characteristic exhibited by
typical mobile fading environments which current 2G and 3G, as well as future 4G communication
systems are subjected to. The resultant effect of a time-varying Doppler shift is a phenomenon
known asDoppler spread(seeSection2.4.3.3). Fixed Doppler frequencies are commonly encoun-
tered in narrowbandVery High Frequency(VHF) communication systems, operating in flat fading
channels.

3. Motion of the reflecting objects and scatterers:A time varying Doppler shift is induced on each
multipath component if the reflecting objects and scatterers in the propagation channel are in mo-
tion. If the speeds of the reflecting objects and scatterers are small compared to the speed of the
mobile, the effect this has on the fading of the multipath components can be ignored.
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CHAPTER TWO MOBILE FADING CHANNELS

4. Transmission bandwidth of the signal: The bandwidth of a multipath channel can be quantified
by the so-calledcoherence bandwidth(See sectionSection2.4.3.2). If the bandwidth of a trans-
mitted signal exceeds the coherence bandwidth of the channel it has to traverse, the signal suffers
severe distortions in time, but not in amplitude. In such a case the signal experiences frequency
selective fading. Conversely, if the coherence bandwidth exceeds thesignal bandwidth, the signal
experiences flat fading, i.e. severe amplitude distortion, but minimal time distortion.

2.4 MULTIPATH PROPAGATION

2.4.1 MULTIPATH CHANNEL IMPULSE RESPONSE

Multipath fading radio channels can be modelled as linear filters with time varying impulse responses
[40–42, 44]. This filter-like nature of multipath fading channels’ transferfunctions is caused by the
summation of the amplitudes and the delays between multiple arriving waves at a given time instance.
Time dependence of such transfer functions is a result of relative motion between the transmitters and
the receivers. Assuming the passband input signal to a multipath fading channel iss(t), ignoring the
effects of AWGN, the passband output signal of the channel is given by [40, 42]:

r(t) = s(t) ⊗ h(t, τ) (2.3)

where⊗ represents continuous-time convolution andh(t, τ) the time varying passband multipath
fading channel impulse response. The variablet represents the time dependance in the variations of
the channel impulse response due to motion, whereasτ represents the channel multipath delay for a
fixed value oft. The passband channel impulse response can also be written as [40, 42]:

h(t, τ) = Re {hb(t, τ) exp [j2πfct]} (2.4)

wherehb(t, τ) is the baseband equivalent of the channel impulse response andfc the carrier frequency
of the passband input signal. Assuming the existence ofL discrete multipath components in the
multipath fading channel, this baseband channel impulse response can be written as [42]:

hb(t, τ) =
L∑

i=1

βi(t, τ)δ (τ − τi (t)) exp [j (2πfcτi(t) + θi(t, τ))] (2.5)

whereβi(t, τ) andτi (t) are the delay dependent instantaneous amplitude and time delay associated
with theith multipath component, respectively. The instantaneous phase shift encountered by theith

multipath component, due to its delay, is represented by2πfcτi(t), whereas any other possible phase
alterations experienced by this multipath component is incorporated inθi(t, τ). To simplify Eq. (2.5),
these phase delays are lumped together and represented byφi(t, τ), where:

φi(t, τ) = 2πfcτi(t) + θi(t, τ) (2.6)

If it is assumed that the time delay associated with each of the multipath components remains constant,
the instantaneous baseband channel impulse response reduces to:

hb(t, τ) =
L∑

i=1

βi(t)δ (τ − τi) exp [jφi(t)] (2.7)

whereβi(t) andφi(t), respectively, are the time varying amplitude and phase alterations, experienced
by theith multipath component, which has a fixed delay ofτi.
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CHAPTER TWO MOBILE FADING CHANNELS

Assuming that the channel is time invariant, or at least wide sense stationary over a small time or
distance interval, the fixed delay baseband channel impulse response can be further simplified to [42]:

hb(τ) =
L∑

i=1

βiδ (τ − τi) exp
[
jφi

]
(2.8)

whereβi andφi are the time averaged values ofβi(t) andφi(t), respectively. The normalised in-
stantaneous amplitude variation, called theinstantaneous fading amplitude, experienced by theith

multipath component, is now given by:

αi(t) =
βi(t)

βi

(2.9)

2.4.2 POWER DELAY PROFILES

The power delay profile of a time variant multipath fading channel is given by: [37, 40, 42, 44]:

P (t, τ) = |hb(t, τ)|2 (2.10)

By averagingEq. (2.10) over time, the following time-invariant power delay profile is obtained
[37, 42, 44]:

P (τ)= |hb (t, τ) |2=
L∑

i=1

P (τi) δ (τ − τi) (2.11)

whereP (τi) is the average power in theith multipath component, given by [37, 42, 44]:

P (τi) = β
2
i (2.12)

In order to facilitate the simulation of digital communication systems in multipath fading environ-
ments, power delay profiles models that closely resemble real measured profiles are often used.
Common models used include exponential decay profiles (seeSection2.6.3.3), Gaussian profiles,
equal-amplitude two path (double spike) profiles andRummler’s two ray model [44].

2.4.3 MULTIPATH CHANNEL PARAMETERS

The accurate comparison of different multipath fading channels are oftendifficult, if not impossible.
Therefore parameters which grossly quantify such channels have been defined. These parameters
can also be useful during the design of future wireless systems that will operate in multipath fading
channel conditions.

2.4.3.1 TIME DISPERSION PARAMETERS

The delay time between signal transmission and reception of the first multipath component (denoted
by the variableτ1) is sometimes referred to as thefirst arrival delay[44]. Using this definition, the
excess delay[37, 42, 44] of theith multipath component is the time difference between the first ar-
rival delay and the delay time between signal transmission and reception of this multipath component.

The time dispersive properties of wideband multipath fading channels are commonly quantified by
means of the following three parameters:

1. Mean Excess Delay:The mean excess delay gives an estimate of the average time delay experi-
enced by a signal propagating through a multipath fading channel. It is obtained by calculating the
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first moment of the power delay profile [37, 42, 44]:

τ =

L∑

i=1
P (τi) (τi − τ1)

L∑

i=1
P (τi)

=

L∑

i=1
β

2
i (τi − τ1)

L∑

i=1
β

2
i

(2.13)

2. Root-Mean-Square Delay Spread:TheRoot-Mean-Square(RMS) delay spread is given by [37,
42, 44]:

στ =

√

τ2 − (τ)2 (2.14)

where:

τ2 =

L∑

i=1
P (τi) (τi − τ1)

2

L∑

i=1
P (τi)

=

L∑

i=1
β

2
i (τi − τ1)

2

L∑

i=1
β

2
i

(2.15)

3. Maximum Excess Delay:The maximum excess delay (denoted byτmax) [37, 42, 44] of a mul-
tipath fading channel is the excess delay of the last (Lth) multipath component. If a multipath
channel is quantified only by its maximum excess delay, the last multipath component in the power
delay profile is assumed to have an average power level ofPdrop [dB] relative to the maximum av-
erage power level multipath component (a typical value forPdrop is −30 dB). Thus, the maximum
excess delay is defined as [37, 42, 44]:

τmax = τa − τ1 (2.16)

whereτa is the maximum delay at which a multipath component is withinPdrop [dB] of the
strongest arriving multipath component. It is important to note that the strongest component need
not be the first arrival component, as it can be preceded by a number of non-minimum phase pre-
cursor multipath components.

2.4.3.2 COHERENCE BANDWIDTH

The coherence bandwidth [37,42,44] is a commonly used statistical measure of the range of frequen-
cies over which a multipath fading channel’s frequency response can beconsidered to be flat (see
Section2.5.1.1). In other words, the coherence bandwidth is the maximum frequency separation be-
tween two frequency components propagating through the channel, whichexhibits a preset amplitude
correlation. The coherence bandwidth is defined as [37, 42, 44]:

BC =
1

ψ.στ
(2.17)

whereστ is the RMS delay spread (seeSection2.4.3.1) andψ a constant, dependent on the strength
of the correlation between the two frequency components. Typical valuesfor ψ are50 and5 for
correlation values of approximately0.9 and0.5, respectively [42].

2.4.3.3 DOPPLER SPREAD AND COHERENCE TIME

The measure of spectral broadening (smearing), caused by the rate ofchange of multipath com-
ponents, due to relative motion between the transmitter and the receiver, is known as Doppler
spread [37, 42, 44]. The Doppler spread associated with theith received multipath component,bi(t),
is defined as the single sided spectral width of the smearing experienced bya single tone carrier input
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Figure 2.1: Classic Doppler Spectrum forBD,i/fc = 0.5 andσ2
bi(t)

= 1

signal. Doppler spread is a function of the relative motion between the transmitter and receiver, as
well as the angle of arrival of the scattered waves. For a sinusoidal channel input signal, experiencing
a maximum Doppler shift ofmax {fd,i(t)} (seeEq. (2.2)), it can be shown that theith multipath
fading channel output signal’s PSD approximates [37, 42, 44]:

SDbi(t)(f) =







σ2
bi(t)

π
√

(max{fd,i(t)})2−(f−fc)
2

if |f − fc| ≤ max {fd,i(t)}

0 if |f − fc| > max {fd,i(t)}
(2.18)

wherefc is the carrier frequency andσ2
bi(t)

is the average power of the transmitted signal. This PSD is
usually referred to as aclassic Doppler spectrumand is shown inFig. 2.1 for (max {fd,i(t)}) /fc =
0.5 andσ2

bi(t)
= 1. FromEq. (2.18) it is clear that the maximum Doppler spread is given by:

BD,i = max {fd,i(t)} (2.19)

The coherence time [42, 44] is a statistical measure of the time duration over which the flat fading
channel impulse response is essentially time invariant. In other words, it is themaximum time interval
between two received signals exhibiting a preset amplitude correlation. In general, it is given by
[42, 44]:

TC,i =
ζ

BD,i
(2.20)

whereζ is a constant value dependent on the required amplitude correlation strength. Typical values
for ζ are1 and9/(16π) for correlation values of0.9 and0.5, respectively [42].
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CHAPTER TWO MOBILE FADING CHANNELS

2.5 SIGNAL FADING

2.5.1 TYPES OF SIGNAL FADING

The type of fading experienced by a signal propagating through a multipathfading channel is a func-
tion of both the nature of the transmitted signal and the characteristics of the channel. Different types
of signals undergo different types of fading, depending on the signalparameters (bandwidth, etc.)
and channel parameters (RMS delay spread, Doppler spread, etc.). Time and frequency dispersion
mechanisms in multipath fading channels lead to four distinct types of signal fading, each of which
is discussed in the following subsections.

2.5.1.1 MULTIPATH TIME DELAY SPREAD FADING EFFECTS

Signals propagating through a multipath fading channel undergo either frequency flat or frequency
selective fading, due to time dispersion caused by multipath propagation [42]. These effects are
discussed below:

1. Flat Fading: A signal propagating through a multipath fading channel that has a constant average
gain and linear phase response over a larger bandwidth than the signal’sbandwidth, experiences flat
fading. The requirements for a signal to undergo flat fading areBsig << BC andTsig >> στ [42],
whereBsig andTsig are the transmitted signal’s bandwidth and reciprocal bandwidth, respectively.
BC andστ are the channel’s coherence bandwidth (seeSection2.4.3.2) and RMS delay spread (see
Section2.4.3.1), respectively.

With this type of fading, the transmitted signal’s spectral characteristics are preserved when it
propagates through the channel. Only the received signal power fluctuates, due to the multipath
effects. Since the reciprocal of the signal bandwidth is usually far greater than the RMS delay
spread of the channel, modelling such channels as a single multipath component is a common
approach [42].

2. Frequency Selective Fading:A signal propagating through a multipath fading channel that has a
constant average gain and linear phase response over a smaller bandwidth than the signal’s band-
width, experiences frequency selective fading. This is due to the time dispersion experienced by the
signals propagating through such a channel. The requirements for a signal to undergo frequency
selective fading areBsig > BC andTsig < στ [42], whereBsig andTsig are the transmitted sig-
nal’s bandwidth and reciprocal bandwidth, respectively.BC andστ are the channel’s coherence
bandwidth (seeSection2.4.3.2) and RMS delay spread (seeSection2.4.3.1), respectively.

Under these conditions, the received channel output signal includes multiple versions of the trans-
mitted signal, which are faded and delayed in time, resulting in ISI. Viewed in the frequency
domain, certain frequency components of the received signal are faded differently from others.

2.5.1.2 DOPPLER SPREAD FADING EFFECTS

Signals propagating through a multipath fading channel undergo either fast or slow fading, due to
the rate of change of the channel, caused by relative motion between the transmitter and the receiver.
Signals propagating through the channel encounter either fast or slow fading effects [42], depending
on the rate of change of the channel impulse response, as discussed below:

1. Fast Fading: If the channel impulse response changes rapidly within the symbol durationof the
transmitted signal, the channel is called afast fading channel. This implies that the coherence
time (seeSection2.4.3.3) of the channel is smaller than the reciprocal bandwidth of the transmitted
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CHAPTER TWO MOBILE FADING CHANNELS

signal. The requirements for a signal to undergo fast fading when propagating through a multipath
fading channel areTsig > TC andBsig < BD [42], whereBsig andTsig are the transmitted sig-
nal’s bandwidth and reciprocal bandwidth, respectively.BD andTC are the channel’s maximum
Doppler spread and coherence time (seeSection2.4.3.3), respectively.

In the frequency domain, fast fading is characterised by frequency dispersion, due to Doppler
spread. This frequency dispersion in turn causes time distortion on the transmitted signals.

2. Slow Fading: A slow fading channel’s impulse response varies at a rate much slower than the rate
of change of the transmitted signal. Such a channel can be assumed to be static over a time period
larger than the transmitted signal’s reciprocal bandwidth interval. The requirements for a signal
to undergo slow fading when propagating through a multipath fading channel are Tsig << TC

andBsig >> BD [42], whereBsig andTsig are the transmitted signal’s bandwidth and reciprocal
bandwidth, respectively.BD andTC are the channel’s maximum Doppler spread and coherence
time (seeSection2.4.3.3), respectively.

2.5.2 FADING DISTRIBUTIONS

In the analysis of multipath fading channels, the phase and envelope distributions of the received
multipath components of signals propagating through the channel are of great importance. Both the
phase and envelope distributions are governed by the power of the unfaded or LOS signal component,
relative to the faded or LOS signal component power in the total receivedmultipath signal component.
In the absence of a LOS signal component, the envelope distribution of a multipath component can be
modelled as a Rayleigh PDF. Conversely, the presence of a LOS signal component dictates a signal
envelope with a Rician PDF. The following subsections shed more light on the statistical nature of
Rayleigh and Rician faded signals.

2.5.2.1 RAYLEIGH FADED SIGNALS

If the ith received multipath component, denoted bybi(t), consists solely of a faded signal component,
its enveloped, denoted byεi(t), exhibits the Rayleigh distribution given by [37, 42, 44]:

ρ (εi(t)) =







εi(t)
σ2

bi(t)

exp

(

− ε2
i (t)

2σ2
bi(t)

)

if 0 ≤ εi(t) < ∞

0 if εi(t) < 0
(2.21)

whereσbi(t) is the RMS value ofbi(t) before enveloped detection. Since a Rayleigh distribution is
obtained by settingBi = 0 V in the expression for a Rician distribution (seeEq. (2.25) inSection
2.5.2.2), i.e. setting the LOS component in the signalbi(t) to zero, it follows that the curve shown in
Fig. 2.2 forKi = −∞ dB depicts the Rayleigh PDF, described byEq. (2.21). The mean value of the
Rayleigh distribution is given by:

E [εi(t)] = σbi(t).

√
π

2
(2.22)

whereE[ · ] denotes expectancy. The variance (Alternating Current(AC) power in the envelope) of
εi(t) is given by:

σε2
i (t) = σ2

bi(t)

(

2 −
√

π

2

)

(2.23)
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CHAPTER TWO MOBILE FADING CHANNELS

Assuming a fixed phase channel input signal, it can be shown that the phaseφi(t) of theith Rayleigh
faded multipath signal component exhibits a uniform phase distribution, given by [37, 42, 44]:

ρ (φi(t)) =
1

2π
for −π ≤ φi(t) ≤ π (2.24)

The curve forKi = −∞ dB in Fig. 2.3 depicts the phase distribution of a Rayleigh faded signal, as
described byEq. (2.24).

2.5.2.2 RICIAN FADED SIGNALS

When there are both LOS andNon-Line-of-Sight(NLOS) signal components, respectively denoted
by bLOS

i (t) and bNLOS
i (t), present in theith received multipath component, the envelope of this

multipath component, denoted byεi(t), exhibits a Rician distribution, given by [42]:

ρ (εi(t)) =







εi(t)
σ2

bNLOS
i

(t)

exp

(

− ε2
i (t)+B2

i

2σ2

bNLOS
i

(t)

)

I0

(

Bi.εi(t)
σ2

bNLOS
i

(t)

)

if Bi ≥ 0 andεi(t) ≥ 0

0 if εi(t) < 0

(2.25)

whereBi is the maximum amplitude ofbLOS
i (t), andI0 ( · ) is the modified Bessel function of the

first kind and zero-th order. The parametersσ2
bNLOS
i (t)

andσ2
bLOS
i (t)

denote the time-average power in

the NLOS and LOS signal components, respectively.

The nature of this distribution is governed by the power in the LOS signal component, relative to
the power in the NLOS signal component. This ratio, usually given in [dB], iscalled theRician
factor. It is defined as follows:

Ki = 10 log10

(

B2
i

2σ2
bNLOS
i (t)

)

(2.26)

As the LOS signal component’s power tends to zero, and subsequentlyKi tends to−∞, the Rician
PDF approaches a Rayleigh PDF. Considering the other extreme case where the LOS signal compo-
nent becomes dominant, i.e.Ki tends to∞, the Rician PDF approaches a Gaussian PDF.Fig. 2.2
shows Rician PDFs forKi = −∞ dB (Rayleigh),Ki = 0 dB (Rician) andKi = 6 dB (≈ Gaussian).

Assuming an input signal with a fixed phaseθR, the phase distribution of a Rician faded multipath
signal component is dependent on two factors: The NLOS signal component’s phase distribution,
given byEq. (2.24), and the Rician factor (seeEq. (2.26)). For such a scenario, the PDF of theith

Rician faded multipath component’s phaseφi(t), is given by [38, 77]:

ρ(φi(t)) =
1

2π
exp

(

− B2
i

2σ2
bNLOS
i (t)

) {

1 +
Bi

σbNLOS
i (t)

√
π

2
cos (φi(t) − θR) ·

exp

(

B2
i cos2 (φi(t) − θR)

2σ2
bNLOS
i (t)

) [

1 + erf

(

Bi cos (φi(t) − θR)

σbNLOS
i (t)

√
2

)]}

for |φi(t)| ≤ π

(2.27)
Fig. 2.3 shows the PDFs of the phases of Rician multipath signal components, calculated for the
Rician factorsKi = −∞ dB, Ki = 0 dB andKi = 6 dB usingEq. (2.27).
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Figure 2.2: PDFs of the Envelopes of Rician Faded Multipath Signal Components forKi = −∞ dB
(Rayleigh),Ki = 0 dB (Rician) andKi = 6 dB (≈ Gaussian)
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Figure 2.3: PDFs of the Phases of Rician Faded Multipath Signal Componentsfor Ki = −∞ dB,
Ki = 0 dB andKi = 6 dB with θR = 0 rad
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CHAPTER TWO MOBILE FADING CHANNELS

2.6 SIMULATING MOBILE RADIO CHANNELS

2.6.1 SIMULATING ADDITIVE WHITE GAUSSIAN NOISE CHANNELS

The next subsection gives a concise description of the accurate generation of AWGN. It is followed
by a subsection that details the process whereby the variance of Gaussian noise samples can be scaled
to obtain a specificEb/N0 value.

2.6.1.1 GENERATING GAUSSIAN DISTRIBUTED NOISE SAMPLES

When simulating mobile communication systems in AWGN channel conditions, transformation algo-
rithms, such as theBray-Marsagaliaalgorithm [78] andBox-Mullersine-cosine algorithm [79], are
frequently utilised to generate samples that exhibit a Gaussian amplitude PDF witha zero mean and
a variance of1, using noise samples with uniformly distributed amplitude values ranging from0 to 1
as inputs. Furthermore, the accurate simulation of AWGN channel conditionsnecessitates statistical
independence between the uniformly distributed noise samples before beingtransformed to Gaussian
distributed samples by the chosen transformation algorithm. Unfortunately, theuniform distribution
random number generators implemented in programming languages such as C/C++, which are usu-
ally shift register-based PN generators, may not exhibit sufficient randomness. This is due to the fact
that the sequence of samples that these generators produce for a given starting seed value, repeats too
rapidly. In such cases it is good practise to rather use uniform distributionrandom number genera-
tor algorithms, such as theWichmann-Hillalgorithm [80]. Such random number generators exhibit
lower statistical dependance between the uniformly distributed samples by increasing the sequence
repetition length.

2.6.1.2 OBTAINING GAUSSIAN SAMPLES WITH THE REQUIRED NOISE VARIANCE AS
DICTATED BYEb/N0

When investigating the performance of communication systems in typical mobile communication
channel conditions, two quantities, namely the SNR and theEb/N0 [dB] value, are of importance.
Although more commonly used in everyday jargon, the SNR, defined as the ratio of average transmit-
ted signal power to noise power at the receiver output [81], is meaningless unless the noise equivalent
bandwidth of the receiver is also specified. Consequently, the SNR is frequently normalised with
respect to this bandwidth, resulting in the quantityEb/N0, which then becomes the independent vari-
able in the performance measurements.

By stipulating theEb/N0 value for a specific performance measurement setup, it is possible to calcu-
late the varianceσ2

η(t) of the Gaussian noise samples required to realise the correct AWGN channel
conditions. Assuming that the channel output signal enters the receiverthrough a noise limiting re-
ceive filter with the frequency responseHRx(f), the following relationship between the SNR and
Eb/N0 of coded binary communication systems holds:

SNR =
σ2

s(t)

σ2
η(t)

=
Eb.fbit

N0

∫ ∞
0 |HRx(f)|2df =

Ec.(fbit/Rc)

N0

∫ ∞
0 |HRx(f)|2df (2.28)

where:
σ2

s(t) = Variance (power) of the transmitted signal.

σ2
η(t) = Variance (power) of the required Gaussian noise samples.

Ec = Energy in a transmitted coded bit.
Rc = Code rate.
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CHAPTER TWO MOBILE FADING CHANNELS

Eb = Energy in an uncoded bit.
fbit = Uncoded bit rate.
N0 = Single-sided PSD level of AWGN.

ManipulatingEq. (2.28), an expression can be obtained for the required noise varianceas a func-
tion of the specifiedEb/N0 [dB] ratio:

σ2
η(t) =

σ2
s(t)

∫ ∞
0 |HRx(f)|2df

10( 1
10

Eb/N0).fbit

(2.29)

If Gaussian distributed noise samples are generated at a rate offsamp [Hz] by a Gaussian transforma-
tion algorithm-based noise source, the effective noise bandwidth of the noise source is:

Bns =
fsamp

2
(2.30)

Furthermore, if the Gaussian PDF of the samples generated by the transformation algorithm has a
variance ofσ2

ns(t) = 1, it follows that:

Nns.Bns = σ2
ns(t) = 1 (2.31)

whereNns is the single-sided PSD level of the noise generated by the noise source. UsingEq. (2.30),
it follows that this single-sided PSD level is given by:

Nns =
2

fsamp
(2.32)

Thus, the power of the noise generated by the transformation algorithm at the output of the receive
filter is given by:

σ2
r(t) = Nns

∫ ∞

0
|HRx(f)|2df =

2

fsamp

∫ ∞

0
|HRx(f)|2df (2.33)

Since the required noise variance is given byEq. (2.29), it follows that the factorkη whereby the
noise variance of the noise samples, generated by the transformation algorithm-based noise source,
must be scaled, is given by:

kη =
σ2

η(t)

σ2
r(t)

(2.34)

UsingEq. (2.29),Eq. (2.33) andEq. (2.34), the following expression forkη is obtained:

kη =
σ2

s(t).fsamp

10( 1
10

Eb/N0).2.fbit

(2.35)

Since the scaling factorkη is a power scaling factor, it follows that the noise samples generated by the
transformation algorithm has to be scaled by

√
kη in order to produce Gaussian noise samples with a

variance ofσ2
η(t).

2.6.2 CLARKE’S FLAT FADING CHANNEL MODEL

Constructing anL-path statistical multipath fading channel simulator is accomplished by usingL
unique statistical flat fading channel simulators (seeSection2.6.3). Several statistical flat fading
simulator models exist, among which theJakes[82] andClarke [76] models are the most popular.
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CHAPTER TWO MOBILE FADING CHANNELS

This study makes use of theClarkeflat fading channel simulator model. Note that empirical multipath
fading channel simulator models fall beyond the scope of this study.

2.6.2.1 BACKGROUND

Based on the statistical characteristics of the scattered electromagnetic fieldsconstituting the signal
entering a moving receiver,Clarkedeveloped a model for flat fading channels [76]. The assumptions
that he made in the development of this model are:

• The transmitter is fixed and employs an omnidirectional vertically polarised antenna.

• The field incident on the receiver consists ofMapw azimuthal plane waves.

• Each of theMapw azimuthal plane waves have an arbitrary carrier phase. These phase angles are
assumed to be uniformly distributed, as described byEq. (2.24).

• Each of theMapw azimuthal plane waves have an arbitrary angle of arrival.

• TheMapw azimuthal plane waves have equal average amplitudes, implying the absenceof a LOS
path.

Using Rice’s analysis [83, 84], which proved that an electromagnetic field can be expressed in an
in-phase and quadrature form,Clarkeshowed [76] that the received signal’s electromagnetic field is
given by [42]:

E(t) = EI(t) cos (2πfct) − EQ(t) sin (2πfct) (2.36)

with:

EI(t) = Eo

Mapw∑

j=1

Aj(t) cos (φj (t)) (2.37)

and:

EQ(t) = Eo

Mapw∑

j=1

Aj(t) sin (φj (t)) (2.38)

whereEo is the constant amplitude of the transmitted signal’s electromagnetic field. The variables
Aj(t), andφj(t) are random variables representing the amplitude and phase of thejth scattered
electromagnetic field component arriving at the receiver, respectively. Clarke showed [76] that the
variablesEI(t) and EQ(t) are both Gaussian random processes. Therefore, the envelope of the
received electromagnetic field, given by:

ε(t) = |E(t)| =

√

(EI(t))
2 + (EQ(t))2 (2.39)

exhibits the Rayleigh distribution, given byEq. (2.21).

2.6.2.2 CLASSIC IMPLEMENTATION OF CLARKE’S FLAT FADING CHANNEL MODEL

The classic flat fading channel simulator [39, 42, 44] for theith multipath component, based on
Clarke’s model [76], is shown inFig. 2.4. The simulator receives an input signal (denoted byui(t))
and creates in-phase (denoted byui(t)) and quadrature (denoted byûi(t)) versions of this signal using
a Hilbert transformer(denoted by the blockHTi).

The quadrature signal̂ui(t) is multiplied bynQ
i (t), which is a Doppler filtered version of zero-mean

Gaussian noise, generated by noise generatorGQ
i (t). The Doppler lowpass filterDFQ

i (f) is designed
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Figure 2.4: Classic Flat Fading Channel Simulator Based onClarke’s Model

(seeSection2.6.2.4.2) to approximate a baseband equivalent of the output signal PSD shown inFig.
2.1 [85]. The filter coefficients are also scaled to ensure thatnQ

i (t) has unity power.

The in-phase signalui(t) is multiplied by a linear combination ofnI
i (t), which is a Doppler low-

pass filtered version of the zero-mean Gaussian noise, generated by noise generatorGI
i (t), and a

constant valueCLOS
i , which facilitates a LOS signal component in the simulator output signal. The

Doppler filterDF I
i (f) is identical toDFQ

i (f).

The output of the flat fading channel simulator, denoted bybi(t), is given by:

bi(t) = Cscale
i

[(
nI

i (t) + CLOS
i

)
ui(t) + nQ

i (t).ûi(t)
]

(2.40)

whereCscale
i is a constant scale factor, which ensures that the power in the simulator input signal

is equal to the power in the simulator output signal. The variableCscale
i is calculated as follows:

Assume the power in the input signalui(t) is Pui(t). Furthermore, let the power in the quadrature
version of the input signal bePûi(t). The power in the output signal is now given by:

Pbi(t) =
(

Cscale
i

)2 [(

1 +
(
CLOS

i

)2
)

Pui(t) + Pûi(t)

]

(2.41)

Since it is required thatPbi(t) = Pui(t) = Pûi(t), it can be shown that:

Cscale
i =

1
√

2 +
(
CLOS

i

)2
(2.42)
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CHAPTER TWO MOBILE FADING CHANNELS

As previously stated, the factorCLOS
i is responsible for the presence a LOS signal component in the

simulator output signal. The variable can be related to the Rician factor discussed inSection2.5.2.2
as follows: Firstly, rewriteEq. (2.40) so that the LOS and NLOS signal components, present in the
simulator output, become clear:

bi(t) = Cscale
i

(

nI
i (t).ui(t) + nQ

i (t).ûi(t)
)

︸ ︷︷ ︸

NLOS

+ Cscale
i .CLOS

i .ui(t)
︸ ︷︷ ︸

LOS

(2.43)

It can be shown that the Rician factor, which is the ratio (in [dB]) of the average LOS signal compo-
nent power to the average NLOS signal component power, simplifies to:

Ki = 20 log10

(
CLOS

i√
2

)

(2.44)

2.6.2.3 COMPLEX IMPLEMENTATION OF CLARKE’S FLAT FADING CHANNEL MODEL

The use of the Hilbert transform in the classicClarke flat fading channel simulator model ofFig.
2.4 can be eliminated by assuming that theith multipath signal component, transversing a multipath
fading channel, has already been decomposed into real and imaginary parts, i.e.:

ui(t) = Re {ui(t)} + j. Im {ui(t)} (2.45)

Define a complex flat fading process, with an LOS component:

̟i(t) = αi(t). cos (φi(t)) + CLOS
i + j.αi(t). sin (φi(t)) (2.46)

whereαi(t) and φi(t) are the instantaneous fading amplitude and phase of theith multipath sig-
nal component, respectively. It can easily be shown that theith complex multipath fading channel
component is given by:

bi(t) = Re {bi(t)} + j. Im {bi(t)} = ̟i(t).ui(t) (2.47)

Thus, the in-phase and quadrature outputs of theith flat fading channel, operating on a complex input
signal, are given by:

Re {bi(t)} = Re {̟i(t)} . Re {ui(t)} − Im {̟i(t)} . Im {ui(t)} (2.48)

and:
Im {bi(t)} = Re {̟i(t)} . Im {ui(t)} + Im {̟i(t)} . Re {ui(t)} (2.49)

respectively. Fig. 2.5 shows a novel complex implementation of theClarke’s flat fading channel that
realisesEq. (2.48) andEq. (2.49). From this figure it is clear that:

Re {bi(t)} = Cscale
i

[(
nI

i (t) + CLOS
i

)
. Re {ui(t)} − nQ

i (t). Im {ui(t)}
]

(2.50)

and:
Im {bi(t)} = Cscale

i

[(
nI

i (t) + CLOS
i

)
. Im {ui(t)} + nQ

i (t). Re {ui(t)}
]

(2.51)

Once again, the constantCscale
i is chosen such that the channel simulator input signal power and

output signal power have the same magnitude, resulting in an expression for Cscale
i which is identical

to Eq. (2.42). Furthermore, following a similar approach as inSection2.6.2.2, it can be shown that
the Rician factor for the complex flat fading channel simulator is also given by Eq. (2.44).
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Figure 2.5: Complex Flat Fading Channel Simulator Based onClarke’s Model

2.6.2.4 IMPLEMENTATION CONSIDERATIONS

2.6.2.4.1 Hilbert Transformer Realisation

Implementing the Hilbert transformer shown inFig. 2.4 requires the use of a FIR filter and a delay
line. The function of the FIR filter is to estimate the Hilbert transformation of the input signal in
order to give the quadrature signal, whereas the delay line compensates for the FIR filter delay by the
delaying the in-phase signal for a preset time period. The tap weights of a(2F + 1)-tap Hilbert FIR
filter are as follows [81]:

W (i) =

{
fsamp

π.i if |i| ≤ F, i 6= 0

0 if i = 0 or |i| > F
(2.52)

wherefsamp is the sampling frequency used in the simulation. Note that the delay time induced by
this FIR filter equalsF sample periods.

2.6.2.4.2 Realisation of the Doppler Spread Spectral Shaping Filter

Assuming a maximum Doppler spread ofBD = max {fd(t)} and a sampling period ofTsamp [s], the
Doppler filters used in the simulator ofFig. 2.4 can be approximated by using third order IIR filters
with the following transfer function [38]:

DF (z) = Cnorm

[
b3z

−3 + b2z
−2 + b1z

−1 + b0

a3z−3 + a2z−2 + a1z−1 + a0

]

(2.53)
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where:

b0 = b3 = (2πBD.Tsamp)
3

b1 = b2 = 3 (2πBD.Tsamp)
3

a0 = 8 + 4ADF .2πBD.Tsamp + 2BDF (2πBD.Tsamp)
2 + CDF (2πBD.Tsamp)

3

a1 = −24 − 4ADF .2πBD.Tsamp + 2BDF (2πBD.Tsamp)
2 + 3CDF (2πBD.Tsamp)

3

a2 = 24 − 4ADF .2πBD.Tsamp − 2BDF (2πBD.Tsamp)
2 + 3CDF (2πBD.Tsamp)

3

a3 = −8 + 4ADF .2πBD.Tsamp − 2BDF (2πBD.Tsamp)
2 + CDF (2πBD.Tsamp)

3

(2.54)

with:
ADF = 1.55

BDF = 1.090625

CDF = 0.9953125

(2.55)

The variableCnorm is a constant scaling factor, dependent on the input signal’s power, that ensures
unity power in the filter output signal.Fig. 2.6 shows the frequency response ofDF (z)/Cnorm. Note
that the frequency axis is normalised with respect toBD.
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Figure 2.6: Frequency Response of the3rd Order Doppler IIR Filter

Comparing the baseband frequency response ofFig. 2.6 with the required classic Doppler spectrum
depicted inFig. 2.1, it can be concluded that, due to the high spectral content in its tail end (f > BD),
the use of the proposed Doppler filter will result in more severe Doppler spread being produced by
the simulator than by the mathematical model. Although higher order IIR Doppler filters will reduce
this deviation from the mathematical model, the increased simulator complexity does not justify the
improvement in the simulator’s performance.
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CHAPTER TWO MOBILE FADING CHANNELS

2.6.2.5 OBTAINING CHANNEL STATE INFORMATION FROM THE CLARKE FLAT FADING
CHANNEL SIMULATOR

Perfect CSI, i.e. perfect fading amplitude and channel phase information, are easily obtainable from
theFlat Fading Channel Simulators (FFCS) shown inFig. 2.4 andFig. 2.5, respectively. The instan-
taneous fading amplitude of theith multipath component of a multipath fading channel employing
such flat fading simulators, is calculated as follows:

αi(t) =
βi(t)

βi

=

√
√
√
√

(
nI

i (t) + CLOS
i

)2
+ nQ

i (t)2

2 +
(
CLOS

i

)2 (2.56)

whereβi(t) andβi are the instantaneous and average amplitude alterations experienced by theith

multipath component, respectively. Calculation of the instantaneous phase change experienced by the
ith multipath component is accomplished as follows:

φi(t) = − arctan

(

nQ
i (t)

nI
i (t) + CLOS

i

)

(2.57)

Perfect, or near perfect knowledge ofφi(t) is essential not only for coherent demodulation [86],
but also for bit, frame and spreading sequence synchronisation. Estimation of the fading amplitude
αi(t) is required by channel coded systems employing CSI during decoder metriccalculations. For
example, the optimal operation of the iterative decoder structures associated with parallel, serial and
hybrid concatenated codes [28,30–33,87], are dependent on accurate knowledge ofαi(t). Therefore,
the use of CSI estimators in the receiver structures of modern communication systems, employing
such concatenated codes, is indispensable. Refer toSection3.3.5 for more information on practical
CSI estimation techniques.

2.6.3 EMPLOYING CLARKE’S MODEL IN MULTIPATH FADING CHANNEL
SIMULATORS

2.6.3.1 CLASSIC MULTIPATH FADING CHANNEL SIMULATOR

A frequency selective fading channel can be simulated using the general Multipath Fading Channel
Simulator(MFCS) structure shown inFig. 2.7 [39, 42, 44]. This simulator is capable of simulating a
time-invariant multipath fading channel, consisting ofL discrete and independently faded multipath
components.

The simulator functions as follows: Firstly, an appropriateL-path power delay profile is chosen.
L time-delayed versions of the transmitted signal are then created by using aL-tap delay line with
delay times equal to that of the required power delay profile. Next, the time delayed signalai(t), with
i = 1, 2, ..., L, is scaled by the factorβi, which represents the average amplitude of theith multipath
component, as specified by the power delay profile. These delayed and scaled signals are then pro-
cessed byL unique FFCSs (denoted by blocksClassic FFCS1 to Classic FFCSL), such as the
one shown inFig. 2.4. Thus, it is possible to define a unique maximum Doppler frequency and Ri-
cian factor for each multipath component. The resultant outputs of the flat fading channel simulators,
denoted bybi(t), with i = 1, 2, 3, ..., L, are then linearly combined to give the frequency selective
fading channel’s simulator output signalr(t).

It is important to note that the power of the multi-path fading channel simulator’soutput signalr(t)
must equal the power of the transmitted signals(t). Since theL propagation paths undergo statisti-
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Figure 2.7: Classic Multipath Fading Channel Simulator

cally independent flat fading, it follows that the scaling factorsβi, with i = 1, 2, ..., L, must conform
to the following condition [86]:

L∑

i=1

(
βi

)2
= 1 (2.58)

2.6.3.2 COMPLEX MULTIPATH FADING CHANNEL SIMULATOR

Fig. 2.8 shows anL-path complex multipath fading channel simulator, constructed usingL distinct
complex FFCSs (seeSection2.6.2.3), denoted by blocksComplex FFCS1 to Complex FFCSL.
Aside from the fact that the complex multipath fading channel simulator processes complex input
signals, it functions in a similar fashion as the classic implementation, described inSection2.6.3.1.
Furthermore, the average path gainsβi, for i = 1, 2, ..., L, also need to comply withEq. (2.58) in
order to preserve equality between simulator input and output powers.

2.6.3.3 EXPONENTIAL DECAY MODELLING OF POWER DELAY PROFILES

Most measured outdoor power delay profiles appear to exhibit exponential decay profiles with su-
perimposed spikes. As such, the use of exponential decay power delayprofile models are used ex-
tensively when simulating the performance of digital communication systems in multipath fading
channel conditions [42, 44]. An exponential decay power delay profile model is defined as follows:

P (τ) =
1

Ptot
exp

(

− τ

τe

)

(2.59)

DEPARTMENT OFELECTRICAL, ELECTRONIC AND COMPUTER ENGINEERING 36

UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  eettdd  ––  SSttaapphhoorrsstt,,  LL    ((22000055))  
  
  
 
  



CHAPTER TWO MOBILE FADING CHANNELS

Delay

1β

τ1

Complex

FFCS
1

Delay

τ L−1

Delay

τ L

Complex

FFCS
L-1

Complex

FFCS
L

{ }Im ( )r t

{ }Re ( )s t

{ }Im ( )s t

{ }1Re ( )a t { }1Re ( )u t

{ }1Im ( )a t { }1Im ( )u t

1Lβ −

{ }1Re ( )La t−

{ }1Im ( )La t−

{ }1Re ( )Lu t−

{ }1Im ( )Lu t−

Lβ

{ }Re ( )La t

{ }Im ( )La t

{ }Re ( )Lu t

{ }Im ( )Lu t

{ }1Re ( )b t

{ }1Im ( )b t

{ }1Re ( )Lb t−

{ }1Im ( )Lb t−

{ }Re ( )Lb t

{ }Im ( )Lb t

∑ ∑

{ }Re ( )r t

Figure 2.8: Complex Multipath Fading Channel Simulator

wherePtot is a normalisation factor andτe is the time constant of the profile. In order to comply with
Eq. (2.58), the normalisation factor is calculated as follows:

Ptot =
L∑

i=1

P (τi) =
L∑

i=1

(
βi

)2
(2.60)

Calculation ofτe is dependent both on the maximum excess delayτmax and the relative power drop
betweenP (τmax) andP (0), denoted byPdrop = 10 log10 [P (τmax)/P (0)] [dB]:

τe = − τmax

ln

(

10
Pdrop

10

) (2.61)

Recall fromSection2.4.3.1 that a typical value forPdrop is −30 dB.

2.7 CONCLUDING REMARKS

This chapter focused on the characterisation and statistical reproductionof realistic mobile com-
munication channels, concentrating specifically on multipath fading channels.The chapter contains
discussions on all aspects of AWGN, flat fading and frequency selective fading channel effects. Novel
contributions made in this chapter are the following:
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1. The erroneous Doppler spectral shaping IIR lowpass filter presented in [38] has been corrected.
The improved filter is presented inSection2.6.2.4.2.

2. A complex flat fading channel simulator model, extended from the classicClarke model, is pre-
sented inSection2.6.2.3. This model not only eliminates the use of Hilbert transformers, but also
gives the communication engineer the capability to perform baseband flat fading channel simula-
tions.

3. Extraction of CSI parameters from classic and complex flat fading channel simulators are addressed
in Section2.6.2.5.

4. An L-path complex multipath fading channel simulator, comprising ofL unique complex flat fad-
ing channel simulators, is presented inSection2.6.3.2. This model enables the communications
engineer to conduct baseband frequency selective fading simulations.

5. A simple approach whereby realistic exponential decay power profilescan be created, is presented
in Section2.6.3.3.
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CHAPTER THREE

BUILDING BLOCKS OF CLASSIC CODING

SCHEMES

3.1 CHAPTER OVERVIEW

CLASSIC block and convolutional coding scheme encoder building blocks are the focus of the
first part of this chapter. Topics covered include the mathematical descriptions and definitions of

several important characterisation parameters for binary convolutionalcodes, binary and non-binary
linear block codes, interleavers and code puncturers. Both FIR and IIR type binary convolutional
codes are investigated. Classic binary linear block code families describedin this chapter include
Hamming and BCH linear block codes, whereas RS block codes are considered in the discussion on
non-binary linear block codes.

The second part of this chapter revolves around the decoder building blocks encountered in clas-
sic block and convolutional coding schemes. Since the basic ML and MAP decoder structures and
algorithms, associated with classic block and convolutional codes, are readily available in the liter-
ature, such algorithms are not described in detail in this study. However, attention is given to the
construction of binary convolutional code trellises. The remainder of this part of the chapter details
the inner workings of de-interleavers and code de-puncturers. The chapter is concluded with a short
discussion on the concept of CSI estimation, as well as several valuable references to interesting CSI
estimation techniques.

3.2 ENCODER BUILDING BLOCKS

3.2.1 BINARY CONVOLUTIONAL CODES

This subsection is concerned with the basic theory of binary convolutionalcodes. Following a concise
mathematical description of convolutional codes, attention is given to the FIR NSC and IIR RSC
classes of convolutional codes.

3.2.1.1 MATHEMATICAL DESCRIPTION OF BINARY CONVOLUTIONAL CODES

A rate Rc = k/n binary convolutional code encoder is essentially a finite state linear device,con-
sisting ofk separate shift registers (one for each input bit), that acceptsk-tupple binary inputs and
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generatesn-tupple binary outputs [87]. The linearity property of such an encoder refers to the fact
that a linear combination, in Galois fieldGF (2), of a set of binary data blocks, used as input, results
in a linear combination, inGF (2), of the binary output code blocks, generated for each of the input
blocks [47].

When describing convolutional codes, it is convenient to relate the encoder output to the encoder
input by means of a generator matrixGCC(D) [87]: Let theith length-k sequence contained within
the mth vector of input bits into the encoder, and theith length-n sequence contained within the
mth vector of output bits out of the encoder, be denoted bydm,i = {dm,i,0, dm,i,1, ..., dm,i,k−1} and
cm,i = {cm,i,0, cm,i,1, ..., cm,i,n−1}, respectively. Using theD-transform [87], the stream of encoder
inputs can be represented by thek-dimensional vector sequencedm(D), given by:

dm(D) =
∑

i

dm,iD
i (3.1)

whereD represents a single delay period ofTb [s]. Likewise, the stream of encoder outputs can be
represented by then-dimensional vector sequencecm(D), given by:

cm(D) =
∑

i

cm,iD
i (3.2)

The generator matrixGCC(D) of the encoder is then thek × n matrix that satisfies the following
relationship [87]:

cm(D) = dm(D).GCC(D) (3.3)

where the multiplication is carried out overGF (2). In general, the form of the generator matrix is as
follows [87]:

GCC (D) =








g0,0 (D) g0,1 (D) . . . g0,n−1 (D)
g1,0 (D) g1,1 (D) . . . g1,n−1 (D)

...
...

. . .
...

gk−1,1 (D) gk−1,1 (D) . . . gk−1,n−1 (D)








(3.4)

wherega,b(D) is the generator polynomial describing the positions of theath input bit’s shift register
that must be linearly combined inGF (2) to contribute to thebth output bit.

Directly related to the generator matrix of a convolutional code, is its parity check matrixHCC(D).
It is defined as an(n − k) × n matrix that, for an arbitrary code word vector sequencecm(D), gen-
erated using the encoder’s generator matrixGCC(D), satisfies the conditioncm(D).HT

CC(D) = 0 in
GF (2) [47], with HT

CC(D) the transpose ofHCC(D).

Convolutional code encoders are classified as FIR or IIR type encoders [87]. The aforemention class
of binary convolutional code encoders generate their outputs using onlylinear combinations of cur-
rent and previous inputs. Thus, the generator polynomials of FIR type convolutional codes has the
general form [87]:

ga,b(D) =

υa−1∑

j=0

ga,b,jD
j (3.5)

whereυa represents the total number of memory elements in the shift register used in conjunction
with theath message word bit indm,i. The variablega,b,j , which can take on values from the alphabet
{0, 1}, indicates the presence or absence of a tap connecting thejth memory element of theath shift
register to thebth output.
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In the case of IIR type convolutional code encoders, not only is the current and previous inputs used
to generate the current outputs, but also previous outputs. As such, thegenerator polynomials of IIR
convolutional code encoders are rational functions inD [87].

3.2.1.2 IMPORTANT BINARY CONVOLUTIONAL CODE PARAMETERS AND DEFINITIONS

The following parameters and definitions are vital to the understanding of convolutional codes and
their encoders:

1. Hamming Distance: The Hamming distance (seeEq. (4.29) inSection4.4.2.1) between two sepa-
rate encoder output vector sequences,c1

m(D) andc2
m(D), which is denoted bydH

(
c1
m(D), c2

m(D)
)
,

is defined as the number of bit positions in which they differ [47].

2. Hamming Weight: The Hamming weightwH (cm(D)) of an encoder vector output sequence
cm(D) is defined as the Hamming distance betweencm(D) and the all-zero vector sequence0,
i.e. wH (cm(D)) , dH

(
cm(D), 0

)
[47].

3. Constraint Length: The constraint length of a rateRc = k/n convolutional code encoder is the
number of delay elements used in its realisation. If the number of delay elements employed in the
ath input’s shift register is denoted byυa, the constraint length of the encoder is given by [87]:

υ =
k−1∑

a=0

υa (3.6)

This parameter is the most important measure of the convolutional code’s trelliscomplexity, since
the number of states in the trellis of a binary convolutional code, with a constraint length ofυ, is
2υ (seeSection3.3.1.1).

4. Minimal Encoders: On closer inspection, it should be apparent that there might exist several en-
coder structures, each with its own memory (shift register) and tap configuration that might satisfy
Eq. (3.3). However, it can be shown that there exists a subset of encoders, having identical state
diagrams [47], which utilises a minimum number of memory elements to generate the convolu-
tional code. Such encoders are calledminimal encoders[87]. All the convolutional code encoders
considered in this study are minimal encoders.

5. Non-systematic Encoders:At a certain encoding instancei of themth encoder input vector, the
encoder input data stream of a non-systematic convolutional code do notform a substream of the
encoder output data stream [87]. Thus, the encoder outputs bits consist solely of parity bits, i.e.
cm,i,a = vm,i,a for a = 0, 1, ..., n − 1.

6. Systematic Encoders:A systematic convolutional code is one for which, at a certain encoding
instancei of themth encoder input vector, the encoder input data stream forms a substreamof the
encoder output data stream [87]. The convention used throughout thisstudy is that encoder output
bits0 to k − 1 are the systematic bits, i.e.cm,i,a = dm,i,a for a = 0, 1, ..., k − 1, and outputs bitsk
to n − 1 are the parity bits, i.e.cm,i,a = vm,i,a for a = k, k + 1, ..., n − 1.

7. Minimum Free Distance: The minimum free distancedfree of a binary convolutional code is
defined as [47]:

dfree , min
d1

m(D) 6=d2
m(D)

dH

(
c1
m(D), c2

m(D)
)

(3.7)

wherec1
m(D) = d

1
m(D).GCC(D) andc2

m(D) = d
2
m(D).GCC(D) in GF (2). Essentially,dfree is

a measure of how good a convolutional code is: The largerdfree, the better a code’s performance,

DEPARTMENT OFELECTRICAL, ELECTRONIC AND COMPUTER ENGINEERING 41

UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  eettdd  ––  SSttaapphhoorrsstt,,  LL    ((22000055))  
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i.e. more code bits must be in error in order for one code word to be mistaken for another by the
decoder. Determining the structure of an optimal convolutional code encoder with a preset code
rate and number of states in its trellis, involves an exhaustive search through all possible minimal
encoders capable of generating the code, finally selecting the code with thelargestdfree. Although
not of crucial importance to this study, it is worth mentioning thatdfree can be determined ef-
fortlessly from the code’stransfer function, which in turn is determined from the encoder’sstate
diagram[47].

8. Asymptotic Coding Gain in AWGN Channel Conditions: The asymptotic coding gain for bi-
nary convolutional codes, operating in AWGN channel conditions, decoded using soft decision
ML decoding and employing QPSK modulation with coherent demodulation, is upper bounded as
follows [47]:

CGsoft
CC ≤ 10 log10 (Rc.dfree) [dB] (3.8)

If hard decision decoding is employed, a2 dB degradation in BER performance can be expected
when compared to soft decision decoding, resulting in the following upper bound [47]:

CGhard
CC ≤ 10 log10 (Rc.dfree) − 2 [dB] (3.9)

3.2.1.3 TYPES OF BINARY CONVOLUTIONAL CODES

Discussed in the following subsections are the two main types of binary convolutional codes, namely
NSC and RSC codes. Although only NSC codes are used in classic coding schemes employing
convolutional codes (due to the fact that RSC codes exhibit inferior BERperformances at low values
of Eb/N0 when compared to NSC codes), both classes have found application as CCs in recently
proposed iteratively decoded concatenated coding schemes.

3.2.1.3.1 Finite Impulse Response Non-Systematic Convolutional Codes

Although both IIR and FIR NSC codes can be constructed, FIR type NSC codes have proven to be a
more attractive solution in classic convolutional coded systems, as well as recentSerial Concatenated
Convolutional Code(SCCC) schemes [27,29]. As such, this study only concerns itself with FIR NSC
codes.

Tables with the generator polynomials of the most optimal binary convolutional code encoders, along
with their associateddfree values, have been extensively documented in the literature. As an example,
Fig. 3.1 shows the encoder structure of a minimal8-state, rateRc = 1/2, υ = 3, FIR NSC code,
taken from [47]. Using the generator matrix encoder description method detailed inSection3.2.1.1,
the generator matrix defining this encoder is:

GCC(D) =
[

1 + D + D3 1 + D + D2 + D3
]

(3.10)

It has been shown [47] that the NSC code generated by this generator matrix has a free distance of
dfree = 6. This specific NSC code is used extensively in the simulations detailed inChapter6.

3.2.1.3.2 Recursive Systematic Convolutional Codes

The importance for the constituent encoders ofParallel Concatenated Convolutional Code(PCCC)
encoding schemes to be both systematic for decoding simplicity, and recursive in order to maximise
the interleaver gain, is now well recognised in the literature [19, 88]. As such, a class of systematic
IIR codes have been proposed [89] for the building blocks of PCCC encoders. These codes are com-
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Figure 3.1: Optimal8-State, RateRc = 1/2 NSC Code Encoder

monly referred to as RSC codes.

The RSC CC encoders used in a PCCC coding scheme need not be identicalwith regard to their
constraint lengths or rates. When designing a PCCC encoder, the goal isto choose the best compo-
nent codes by maximising the effective free distance [90] of the PCCC. Atlarge values ofEb/N0,
this is tantamount to maximising the minimum weight code word [91,92]. However, at low values of
Eb/N0 (the region of greatest interest) optimising the weight distribution of the code words is more
important than maximising the minimum weight [91].

Listed in Appendix Aare the encoder parameters of one of the most extensive sets of optimal RSC
encoders, as determined byBenedetto, Garello andMontorsi through exhaustive searches [88]. Also
specified for each of the encoders listed, is the minimum free distancedfree. The construction of the
optimal8-state,υ = 3, rateRc = 2/3 RSC encoder (seeFig. A.2) in SectionA.3 illustrates how the
listed encoder parameters are interpreted. The generator matrix of this encoder, which is employed in
several of the simulations discussed inChapter6, is given by:

GCC(D) =

[

1 0 1+D2+D3

1+D+D3

0 1 1+D+D2

1+D+D3

]

(3.11)

According toTableA.5, the minimum free distance of this code isdfree = 4.

Another example of an RSC code encoder is shown inFig. 3.2. In this figure, the encoder structure
for an optimal8-state,υ = 3, rateRc = 1/2 RSC code is depicted. FromTableA.3 in Appendix A
it follows that this code has a minimum free distance ofdfree = 6 and is defined by the following
generator matrix:

GCC(D) =
[

1 1+D+D2+D3

1+D2+D3

]

(3.12)

3.2.2 LINEAR BLOCK CODES

The focus of this subsection falls on linear block codes. Following a concise mathematical description
of general linear block codes, a number of important linear block code definitions and parameters are
explained. A short description of the characteristics of binary Hamming, binary BCH and non-binary
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Figure 3.2: Optimal8-State, RateRc = 1/2 RSC Code Encoder

RS block codes conclude the subsection.

3.2.2.1 MATHEMATICAL DESCRIPTION OF LINEAR BLOCK CODES

Consider an(n, k, dmin) linear block code with message and code word symbols fromGF
(
2ξ

)
.

This code has2ξ.k uniquen-symbol code words and a minimum Hamming distance (seeSection
3.2.2.2) ofdmin [symbols]. Suppose, at encoding instancem, then-symbol code word vectorcm =
{cm,0, cm,1, cm,2, ..., cm,n−1} is the output produced by the linear block code encoder, given thek-
symbol input message worddm = {dm,0, dm,1, dm,2, ..., dm,k−1}. The encoding process performed
by the linear block code encoder can be described by means of a set ofn linear equations [47,93,94]:

cm,j = dm,0.g
e
0,j + dm,1.g

e
1,j + ... + dm,k−1.g

e
k−1,j for j = 0, 1, ..., n − 1 (3.13)

where the variablesge
i,j , with i = 0, 1, ..., k − 1 andj = 0, 1, ..., n − 1, dictate the one-to-one rela-

tionship, specific to the type of linear block code and the code constraints, betweencm anddm. These
variables can only take on values fromGF

(
2ξ

)
. Furthermore, the multiplication and addition opera-

tions ofEq. (3.13) and all subsequent equations are also performed inGF
(
2ξ

)
. A more convenient

method that can used to describe the encoding process, is as follows [47,93, 94]:

cm = xm.GBC (3.14)

whereGBC , commonly referred to as the generator matrix of the block code, is a rankk sizek × n
matrix, given by:

GBC =








ge
0,0 ge

0,1 . . . ge
0,n−1

ge
1,0 ge

1,1 . . . ge
1,n−1

...
...

. . .
...

ge
k−1,0 ge

k−1,1 . . . ge
k−1,n−1








(3.15)

The linearity characteristic of a linear block code refers to the fact that theGF
(
2ξ

)
linear combina-

tion of two distinct code wordsc1
m andc2

m, generated byGBC for the respective message wordsd
1
m

andd
2
m, is equal to the encoder output code wordc3

m for the input message wordd
3
m = d

1
m + d

2
m.

Thus, any of the2ξ.k code words in the linear block code can be constructed by linearly combining
several of the other code words inGF

(
2ξ

)
[47, 93, 94].
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Closely related to the generator matrixGBC , is a linear block code’s(n − k) × n parity check
matrixHBC , defined by the following relationship [47, 93, 94]:

GBC .HT
BC = 0 (3.16)

where0 denotes an all-zerok × (n− k) matrix andHT
BC is the transpose ofHBC . With the linearity

property in mind, it can be shown that all of the2ξ.k code words in the linear block code is orthogonal
to every row of the parity check matrixHBC . As such, the parity check matrix is used extensively in
algebraic linear block code decoding techniques [47, 93, 94], such assyndrome decoding, in order to
isolate and possibly correct errors in corrupted code words.

3.2.2.2 IMPORTANT LINEAR BLOCK CODE PARAMETERS AND DEFINITIONS

Several parameters and definitions that are crucial for the understanding and characterisation of linear
block codes are listed below. Since these parameters and definitions are valid for both binary and non-
binary linear codes, all addition and multiplication operations present in this discussion are carried
out in the Galois field over which the linear block code is defined.

1. Hamming Distance: Identical to the definition given for binary convolutional codes inSection
3.2.1.2, the Hamming distance between two block code encoder output code words c1

m andc2
m,

denoted bydH

(
c1
m, c2

m

)
, is defined as the number of code word symbol positions in which they

differ [47, 93, 94].

2. Minimum Hamming Distance: Analogous to thedfree of a binary convolutional code (seeSec-
tion 3.2.1.2), the minimum Hamming distance of a linear block code, denoted bydmin, is the most
salient measure of the error detection and correction capabilities of the code. Its mathematical
definition is as follows [47, 93, 94]:

dmin , min
d1

m 6=d2
m

dH

(
c1
m, c2

m

)
(3.17)

wherec1
m = d

1
m.G andc2

m = d
2
m.G. If the minimum Hamming distance of a linear block code is

known, it can be shown [47, 93, 94] that the number of code word symbol errors that is detectable
by the code for a single code word, istdetect = dmin − 1, whereas the number of correctable code
word symbol errors istcorrect =

⌊
1
2 (dmin − 1)

⌋
.

3. Hamming Weight: The Hamming weightwH (cm) of a linear block code’s output code wordcm

is defined as the Hamming distance betweencm and the all-zero code word0, i.e. wH (cm) ,
dH

(
cm, 0

)
[47, 93, 94].

4. Non-systematic Linear Block Codes:Identical to the definition for binary non-systematic con-
volutional codes, the message worddm used as input into a non-systematic linear block code
encoder at timing instancem, does not form a substream of the encoder output code wordcm.
Thus, the encoder output code word symbols consist solely of parity symbols, i.e.cm,i = vm,i for
i = 0, 1, 2, ..., n − 1.

5. Systematic Linear Block Codes:An (n, k, dmin) linear block code is said to be systematic if the
length-n encoder output code wordcm, generated at encoding instancem, contains a length-k
substring that is an exact replica of thek-symbol encoder input message worddm. The convention
adopted throughout this study for such linear block codes, is that the first k code word symbols of
cm are the systematic symbols, i.e.cm,i = dm,i for i = 0, 1, 2, ..., k−1, and the lastn−k code word
symbols are the parity symbols added by the encoder, i.e.cm,i = vm,i for i = k, k + 1, ..., n − 1.
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CHAPTER THREE BUILDING BLOCKS OF CLASSIC CODING SCHEMES

Hence, the generator matrix of such a systematic linear block code has the following general form
[47, 93, 94]:

GBC = [Ik|P ] =








1 0 . . . 0
0 1 . . . 0
...

...
. . .

...
0 0 . . . 1

∣
∣
∣
∣
∣
∣
∣
∣
∣

P s
0,0 P s

0,1 . . . P s
0,n−k−1

P s
1,0 P s

1,1 . . . P s
1,n−k−1

...
...

. . .
...

P s
k−1,0 P s

k−1,1 . . . P s
k−1,n−k−1








(3.18)

whereIk is thek × k identity matrix andP s is ak × (n − k) matrix that determines then − k
parity symbols added to each code word during encoding. An important characteristic of linear
block codes, is that any non-systematic generator matrix, given byEq. (3.15), can be reduced to
the systematic form ofEq. (3.18) by means of a number of row operations and column permuta-
tions [47] (using Gaussian elimination is a popular approach).

Recalling that addition and subtraction are equivalent inGF (2), it can be shown that the parity
check matrix of a binary linear systematic block code is easily determined as follows [47, 93, 94]:

HBC =
[

(P s)T |In−k

]

(3.19)

where(P s)T represents the transpose ofP s andIn−k the(n − k) × (n − k) identity matrix.

6. Weight Enumerating Function: The Weight Enumerating Function(WEF) of an (n, k, dmin)
linear block code is a compact method to describe its weight distribution. It is defined as fol-
lows [47, 93, 94]:

A(Z) =
n∑

w=0

AwZw (3.20)

whereAw is the number of code words in the block code that has a Hamming weight ofw. The
WEF can be used to compute the exact expression of the probability of undetected errors, as well
as upper bounds on the word error probability.

7. Input-Output Weight Enumerating Function: TheInput-Output Weight Enumerating Function
(IOWEF) of an(n, k, dmin) linear block code, also sometimes referred to as the input-redundancy
weight enumerating function, splits each term in the WEF into the separate contributions of the
parity and message word symbols to the total Hamming weight of each code word. It is defined as
follows [27, 63, 66, 87]:

A(W, Z) =

k∑

w=0

n∑

h=0

Aw,hWwZh (3.21)

whereAw,h is the number of code words in the block code that has a Hamming weight ofh,
generated by message words with a Hamming weight ofw.

8. Cyclic Linear Block Codes and Their Generator Polynomials:Cyclic linear block codes have
the property that all possible cyclic shifts of the elements of one code word results in another valid
code word [47, 93, 94]. When describing these block codes, it is convenient to express a message
worddm = {dm,0, dm,1, ..., dm,k−1} and its associate code wordcm = {cm,0, cm,1, ..., cm,n−1} in
terms of a degreek − 1 message polynomialdm(p) = dm,k−1.p

k−1 + dm,k−2.p
k−2 + ... + dm,0

and a degreen − 1 code word polynomialcm(p) = cm,n−1.p
n−1 + cm,n−2.p

n−2 + ... + cm,0,
respectively. Using this notation, the cyclic nature of the code can be easilyverified: If c1

m is a
code word from the cyclic linear block code,c2

m will also be a valid code word, given that the
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CHAPTER THREE BUILDING BLOCKS OF CLASSIC CODING SCHEMES

following condition is satisfied [47, 93, 94]:

c2
m = pi.c1

m mod (pn + 1) (3.22)

wherei can take on any integer value.

Generation of the code word polynomialcm(p), given the message polynomialdm(p), can be de-
scribed using a degreen−k generator polynomialgBC(p) = gc

n−k.p
n−k+gc

n−k−1.p
n−k−1+...+gc

0.
The encoding process is as follows:

1. Non-systematic Encoding- If a cyclic linear block code has to generate non-systematic code
words, the encoding process of message polynomialdm(p) to code word polynomialcm(p)
is as follows [47]:

cm(p) = dm(p).gBC(p) (3.23)

2. Systematic Encoding- The systematic encoding of a message polynomialdm(p) by a cyclic
linear block code encoder to give the code word polynomialcm(p), entails the following [47]:

(a) Multiply the message polynomialdm(p) by pn−k.

(b) Obtain the remainder polynomialrm(p) from the division ofpn−k.xm(p) by gBC(p).

(c) Construct the systematic code word polynomial as follows:

cm(p) = pn−k.dm(p) + rm(p) (3.24)

The construction of a non-systematic generator matrixGBC (seeSection3.2.2.1) for a cyclic linear
block code from its generator polynomial, is easily accomplished by firstly setting ge

i,(n−k−j+i) =
gc
j for i = 0, 1, ..., k − 1 andj = 0, 1, 2, ..., n− k. All the remaining elements ofGBC are then set

to zero [47].

9. Coding Gain in AWGN Channel Conditions: The coding gain of an(n, k, dmin) linear block
code, operating in AWGN channel conditions, decoded using soft decision ML decoding and em-
ploying QPSK modulation with coherent demodulation, is upper bounded as follows [47]:

CGsoft
BC ≤ 10 log10

(

Rc.dmin − k.
N0

Eb
. ln(2)

)

[dB] (3.25)

Typically a 2 dB degradation in BER performance can be expected if hard decision decoding is
employed. Hence, the following upper bound can be calculated for the hard decision decoding
approach [47]:

CGhard
BC ≤ 10 log10

(

Rc.dmin − k.
N0

Eb
. ln(2)

)

− 2 [dB] (3.26)

3.2.2.3 LINEAR BLOCK CODES OF IMPORTANCE FOR THIS STUDY

The next two subsections describe the main characteristics of binary Hammingand BCH block codes,
respectively. This is then followed by a subsection that gives a brief description of non-binary RS
block codes.

3.2.2.3.1 Binary Hamming Block Codes

R. W. Hammingfirst presented the well-known class of linear Hamming block codes in1950 [95].
Since then, it has been shown that these single error correcting systematicor non-systematic block
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CHAPTER THREE BUILDING BLOCKS OF CLASSIC CODING SCHEMES

codes can be classified as cyclic linear block codes (seeSection3.2.2.2). Although both binary and
non-binary Hamming block codes can be constructed, this study is limited to the binary class of
Hamming block codes, characterised by the following properties [47]:

(n, k, dmin) = (2a − 1, 2a − 1 − a, 3) (3.27)

wherea is a positive integer.

Another property of an(n, k, 3) binary Hamming block code, frequently used in its construction,
is that then columns of its parity check matrixHBC consists of all possible binary vectors with
n − k = a elements, except the all-zero vector.

3.2.2.3.2 Binary Bose-Chaudhuri-Hocquenghem Block Codes

BCH block codes, discovered independently byHocquenghemin 1959 [96], and Boseand Ray-
Chaudhuriin 1960 [97,98], comprise of a large class of cyclic linear block codes defined over binary
and non-binary symbol alphabets. Although this subsection only covers binary BCH block codes,
the popular class of RS block codes, which is a subclass of non-binary BCH block codes, is briefly
described inSection3.2.2.3.3.

Binary BCH codes are constructed in compliance with the following code parameter restrictions:
The number of code word bits per code word is given by [47]:

n = 2a − 1 (3.28)

wherea ≥ 3 is an integer value. If the number of correctable bit errors per code word is tcorrect, the
number of parity bits added to each message word during encoding is bounded as follows [47]:

n − k =≤ a.tcorrect (3.29)

resulting in the following minimum Hamming distance [47]:

dmin = 2.tcorrect + 1 (3.30)

The generator polynomialgBC(p) for such a binary BCH code can be constructed from the factors
of p2a−1 + 1. An extensive list of binary BCH block code generator polynomials for2 ≤ a ≤ 34 is
presented in [99].

3.2.2.3.3 Non-binary Reed-Solomon Block Codes

The subclass of maximum distance non-binary BCH block codes, commonly known as RS block
codes [14], is the focus of this subsection. The subsection starts by outlining a number of basic RS
block code parameters and characteristics. This is then followed by a section that presents a short
discussion on classic cyclic encoding.

3.2.2.3.3.1 Parameters and Characteristics of Reed-Solomon Block Codes

Consider an(n, k, dmin) RS block code with message and code word symbols from the extended
binary Galois fieldGF

(
2ξ

)
, whereξ > 1. Assuming that the RS block code has to correcttcorrect

symbol errors, it can be characterised by the following set of parameters: The number of code word
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CHAPTER THREE BUILDING BLOCKS OF CLASSIC CODING SCHEMES

and parity symbols per code word are given by [14, 93]:

n = 2ξ − 1 (3.31)

and
n − k = 2.tcorrect (3.32)

respectively. Measured inGF
(
2ξ

)
symbols, the minimum Hamming distance of the RS block code

is [14]:
dmin = 2.tcorrect + 1 (3.33)

An important characteristic of RS block codes is that these codes are maximumdistance codes, i.e. for
a givenn andk, there is no other linear block code that has a largerdmin than an RS code [14,47,93].

Since encoding takes place inGF
(
2ξ

)
, message and code word symbols will consist of length-ξ

binary streams, uniquely defined for each of the2ξ symbols inGF
(
2ξ

)
. Thus, the total number of

bits used per message and code word arenbits = n.ξ andkbits = k.ξ, respectively.

3.2.2.3.3.2 Classic Encoding of Reed-Solomon Block Codes

Recall fromSection3.2.2.3.2 that BCH block codes are cyclic linear block codes. Consequently, an
(n, k, dmin) RS block code, with message and code word symbols fromGF

(
2ξ

)
, is also a cyclic

linear block code, which can be described by means of a degree-(n − k) generator polynomial with
generator coefficients fromGF

(
2ξ

)
[93]. Assuming the RS block code can correcttcorrect symbol

errors, the general form of this generator polynomial is as follows [14]:

gBC (p) =

2.tcorrect∏

i=1

(
p + ϕi

)
(3.34)

whereϕ is the primitive element ofGF
(
2ξ

)
. Note that this element satisfies the conditiong

(
ϕi

)
=

0 for any integeri. For example, consider thetcorrect = 1 symbol correcting RS(7, 5, 3) code,
operating inGF

(
23

)
. SinceGF

(
23

)
is defined by the irreducible (primitive) polynomialgip(p) =

1 + p + p3, it follows from Eq. (3.34) that the generator polynomial of the RS(7, 5, 3) code is the
following:

gBC (p) =
2∏

i=1

(
p + ϕi

)
= (p + ϕ)(p + ϕ2) = ϕ3 + ϕ4p + p2 (3.35)

The generator polynomial can now be used to generate either systematic or non-systematic code
words, as described inSection3.2.2.2.

3.2.3 INTERLEAVERS

An interleaver can be described as a simple single input, single output devicethat takes symbols
from a fixed alphabet as input and produces an identical set of symbolsat the output in an altered
temporal order [87]. Thus, the basic function of an interleaver is to effectively shuffle the order of a
sequence of symbols. In traditional applications, interleaving was used to ”randomise” the locations
of errors caused by bursty (correlative) channels, which in turn improves the performance of classic
block and convolutional coding schemes designed and optimised for non-correlative channels, such
as the AWGN channel (seeSection2.2). With iteratively decoded concatenated coding schemes,
however, interleavers are used mainly to decrease the correlation between the information encoded
by the different CCs, thereby improving the distance properties of the resultant concatenated code.
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CHAPTER THREE BUILDING BLOCKS OF CLASSIC CODING SCHEMES

3.2.3.1 MATHEMATICAL DESCRIPTION OF INTERLEAVERS

Let themth length-N sequence of symbols used as input to an interleaverπ be denoted byµin
m =

{µin
m,0, µ

in
m,1, ..., µ

in
m,(N−2), µ

in
m,(N−1)}. The interleaving ofµin

m by π can be described as follows:

π
(
µin

m

)
= µout

m = {µout
m,0, µ

out
m,1, ..., µ

out
m,(N−2), µ

out
m,(N−1)} (3.36)

whereµout
m represents theN -symbol/sample output of the interleaverπ. This output can also be

written as:

µout
m = {µout

m,0, µ
out
m,1, ..., µ

out
m,(N−2), µ

out
m,(N−1)} = {µout

m,Π(0), µ
out
m,Π(1), ..., µ

out
m,Π(N−2), µ

out
m,Π(N−1)}

(3.37)
whereΠ(i), with i any integer value, is a function that describes the mapping of the interleaveroutput
time indices to interleaver input time indices. Since interleaving can be considered as a periodic re-
ordering of blocks ofN symbols, the functionΠ(i) describes a one-to-one mapping over the integers
i modulo the periodN . Thus, it follows that:

Π(i) − N = π(i − N) for all i (3.38)

For example, the simpleN = 3 interleaver described in [87] is defined by the following mapping
function:

Π(i) =







i if i mod 3 = 0

i − 3 if i mod 3 = 1

i − 6 if i mod 3 = 2

(3.39)

The interleaver mapping function can also be described in terms of afundamental permutation, de-
fined as follows:

ð (Π) =

(
0 1 · · · N − 1

Π(0) Π(1) · · · Π(N − 1)

)

(3.40)

For example, the fundamental permutation of the interleaver, defined by the mapping function ofEq.
(3.39), is given by

ð (Π) =

(
0 1 2
0 −2 −4

)

(3.41)

The remaining values of the interleaver mapping function, spanning all integer values ofi, are ob-
tained by combining the fundamental permutation, given byEq. (3.40), and the periodicity condition,
given byEq. (3.38). Shown inTable3.1 is the interleaver mapping function for the example inter-
leaver ofEq. (3.39), calculated fori = −1, 0, ..., 5. To further the understanding of interleaving,

Table 3.1: Mapping of the SimpleN = 3 Interleaver, Described byEq. (3.39)

i -1 0 1 2 3 4 5

Π(i) -7 0 -2 -4 3 1 -1

the stream of interleaver input sequences can be represented by theN -dimensionalD-transform [87]
vector sequenceµin(D), given by:

µin(D) =
∑

m

µin
mDm (3.42)
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whereD represents one interleaver delay period ofN symbols. Using this representation for the
interleaver input stream, the interleaver output stream can be described as follows:

µout(D) = µin(D) · Gπ(D) (3.43)

whereGπ(D), referred to as thegenerator matrixof the interleaver, is anN ×N non-singular matrix
with the following restrictions:

1. Only one entry in each row/column can be non-zero to ensure a one-to-one mapping.

2. Non-zero entries are of the formDi, wherei is an integer.

For example, the generator matrix associated with the interleaver mapping, given byEq. (3.39) and
illustrated inTable3.1, is as follows:

Gπ(D) =





1 0 0
0 D1 0
0 0 D2



 (3.44)

From this generator matrix it is clear that the implementation of the interleaver requires the use of
delay elements. In general, such interleavers are calledconvolutional interleavers, since they are
constructed using shift registers, not unlike convolutional code encoders (seeSection3.2.1.1). More
information concerning the structure and characteristics of these interleavers can be found in [87].
Interleavers that do not require the use of delay elements are referredto asblock interleavers. This
type of interleaver is discussed in more detail inSection3.2.3.3.

3.2.3.2 INTERLEAVER PARAMETERS

The following parameters are often encountered in the study and characterisation of interleavers and
de-interleavers:

1. Interleaver Delay: The delay of an interleaver is defined as the total delay introduced into a sys-
tem by first interleaving and then de-interleaving a block ofN symbols [87].

2. Interleaver Causality: A causal interleaver has the property that all elements inGπ(D) are of the
form Di, with i ≥ 0 for elements on, or under the diagonal ofGπ(D), andi ≥ 1 for elements
above the diagonal [87]. Therefore, the interleaver defined byEq. (3.39) is causal.

3. Interleaver Memory: The memory of an interleaver is defined as the minimum number of mem-
ory elements required to implement a causal version thereof [87]. It is easily calculated by summing
the absolute values of the exponents of theD elements inGπ(D).

4. Interleaver Spreading Factor: If an interleaver has the spreading factor(Mspread, tburst), it in-
dicates that the individual symbols in a burst of a length smaller thantburst symbols at the input of
the interleaver are separated into distinct blocks of a length greater than orequal toMspread at the
output [87].

5. Interleaver Dispersion: The dispersion of an interleaver can be used to study its ”randomness”
[87]. It is calculated by determining the number of uniquedisplacement vectorsof the interleaver,
normalised with respect toN · (N − 1)/2. The interested reader is referred to [87] for a discussion
on the calculation of interleaver displacement vectors.
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3.2.3.3 BLOCK INTERLEAVER STRUCTURES

It has been shown [87] that block interleavers, i.e. interleavers with generator matricesGπ(D) having
elements with only exponents of zero, are better suited than convolutional interleavers for both classic
block and iteratively decoded concatenated coding techniques. Therefore, only block interleavers are
of importance for this study.

Several types of block interleaver structures are available to the communications engineer.Appendix
C considers several popular deterministic and random block interleavers that have attracted the at-
tention of classic block and concatenated code designers over recent years. The deterministic in-
terleaver structures discussed comprise of classic block interleavers,Berrou-Glavieux interleavers
and JPL interleavers, whereas the random interleavers of interest arePN generator interleavers, ran-
dom number generator interleavers ands-random interleavers. A description of theuniform inter-
leaver[100, 101], a probabilistic device frequently encounter in the mathematical derivation of BER
performance bounds for concatenated codes, concludes the appendix.

3.2.4 CODE PUNCTURERS

The price of the performance gains obtained by employing low rate codes in communication systems,
is increased transmission bandwidths and/or lower data rates. Fortunately,by using a process called
code puncturing[102–105], it is possible to maintain most of a code’s error correcting capabilities,
but increase the code rate, thereby decreasing the required transmission bandwidth. Consequently,
this technique allows for the use of a single code over a wide variety of coderates with negligible
performance losses. As such, it has become an indispensable component in the channel coding sub-
systems of numerous prevalent wireless communication standards. For example, it is used extensively
in the voice, data and signalling channel coding schemes employed by GSM, as well as the4 coding
schemes (denoted CS-1 through CS-4) ofGeneral Packet Radio Service(GPRS).

Code puncturing is accomplished by deleting selected encoder output bits according to a chosen per-
foration pattern, also known as apuncturing profile. In general, the period-Mpunct puncturing profile
used to increase the code rate of a binary rateRc = k/n code, can be expressed by the following
matrix:

Υ =








Υ0,0 Υ0,1 · · · Υ0,Mpunct−1

Υ1,0 Υ1,1 · · · Υ0,Mpunct−1
...

...
. . .

...
Υn−1,0 Υn−1,0 · · · Υn−1,Mpunct−1








(3.45)

where the elements ofΥ can only take on the values0 and1. The puncturing profile specifies that the
jth code bit of theith n-bit encoder output is deleted from the stream of coded bits to be transmitted,
if Υj,a = 0, wherea = i mod Mpunct. Alternatively, if Υj,a = 1, the specific code bit is preserved.
The code rate achieved after puncturing is easily calculated as follows:

Rp =
k.Mpunct

n−1∑

j=0

Mpunct−1∑

a=0
Υj,a

(3.46)

For example, assume a single rateRc = 1/3 RSC code (seeSection3.2.1.3.2) has to be used in a
communication system, but the required code rate is1/2. A further requirement is that the system-
atic output bits generated by the encoder may not be punctured. One possible period-1 puncturing
approach is to permanently delete one of the two parity bits generate by the encoder for every input
bit. However, this might lead to an unacceptable degradation in the code’s performance. A more
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attractive solution is to alternate the puncturing between the two parity bits. The following period-2
puncturing profile is one of two possible profiles that will implement the aforementioned puncturing
requirements:

Υ =





1 1
1 0
0 1



 (3.47)

3.3 DECODER BUILDING BLOCKS

3.3.1 BINARY CONVOLUTIONAL CODE DECODERS

Since classic ML decoding techniques [106] have become cornerstone algorithms in convolutional
code decoding, they are not repeated here. The unenlightened reader is referred to [106] for com-
prehensive explanations and examples of the application of the VA in the decoding of convolutional
codes, and [107] for a discussion on the non-optimalFanosequential decoding technique.

Most ML convolutional code decoding algorithms (such as thesliding windowVA) and MAP convo-
lutional code decoding algorithms (such as the BCJR algorithm [2]) make useof convolutional code
trellises. The trellis of a rateRc = k/n binary convolutional code is essentially a time-indexed state
diagram for the underlying binary circuit defined by the generator matrixGCC(D) [47]. As such,
it contains all relevant information crucial for ML and MAP decoding algorithms. The following
subsection describes the construction of binary block code trellises.

3.3.1.1 CONSTRUCTING THE TRELLIS OF A BINARY CONVOLUTIONAL CODE

Given that the constraint length of the convolutional code encoder isυ, the trellis of the code has2υ

states, with trellis statel being defined as the decimal equivalent of theυ-bit binary number created
by concatenating the encoder’s memory elements’ outputs at a certain encoding instance. The number
of branches leaving or entering a state (node) in a binary convolutional code’s trellis, is either0 (in
the fan-out section of the trellis) or2k [47].

An important characteristic of a depth-Msections convolutional code trellis, distinguishing it from
a linear block code trellis (seeSection4.2), is that it can be constructed by concatenatingMsection

identical trellis sections, where a trellis section is defined as a single depth trellisshowing all possible
state transitions of the convolutional code encoder under investigation [47]. Consequently, a convo-
lutional code’s trellis can be described as being ”time-invariant”, whereasa linear block code’s trellis
is ”time-variant”, since each trellis section is unique.

Construction of a single convolutional code trellis section involves determiningthe destination state
and associatedn-bit encoder output, given that theith, for i = 1, 2, ..., 2k, possiblek-bit encoder
input is used with the encoder in an origin statel, for l = 0, 1, ..., 2υ − 1. The transition from an
initial (origin) state to a destination state is indicated by the presence of a branch. Each branch has
an associatedn-bit branch weight or decoder input branch vector, as well as ak-bit decoder output
branch vector. The decoder input and output branch vectors of thejth branch leaving thelth state at
a trellis depth ofi are denoted byu(j)

i,l ando
(j)
i,l , respectively.

In the graphical representation of a single trellis section, the decoder input and output sequences,
associated with each branch, are usually indicated by means of a”Decoder Output Sequence/ De-
coder Input Sequence”(or equivalent”Encoder Input Sequence/ Encoder Output Sequence”) label.
Fig. 3.3 shows such a trellis section, obtained by following the foregoing procedure for the optimal
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CHAPTER THREE BUILDING BLOCKS OF CLASSIC CODING SCHEMES

8-state,υ = 3, rateRc = 1/2 RSC code, defined byEq. (3.12).

0/00l=0

l=1

l=2

l=3

l=4

l=5

l=6

l=7

1/11

0/00

1/11

0/01

1/10

0/01

1/10

1/11

0/00

0/00

1/11

0/01

1/10

0/0
1

1/10

Figure 3.3: Trellis Section of the Optimal8-State, RateRc = 1/2 RSC Code, Defined byEq. (3.12)

3.3.2 LINEAR BLOCK CODE DECODERS

Since the classic algebraic algorithms employed in the decoding of linear block codes are well
known, these algorithms are not repeated in this dissertation. However, theinterested reader is re-
ferred [47,93,94] for descriptions of the classic syndrome and ML decoding techniques used for most
classes of binary linear block codes. TheBerlekamp-Masseysyndrome decoding algorithm [74, 75],
which is the classic hard decision decoding algorithm, employed for both BCH and RS block codes, is
addressed inAppendix B. Since it falls beyond the scope of this study, the classicBerlekamp-Massey
algorithm is not described in much detail. However, several valuable references that focus on varia-
tions of this decoding algorithm are cited for the interested reader.

Chapter4 focusses on the trellis decoding of linear block codes by means of a fixedwindow (or
block-wise) VA. This chapter not only describes this decoding algorithm indetail, but also investi-
gates the construction of BCJR block code trellises.

3.3.3 DE-INTERLEAVERS

De-interleavers are in actual fact also interleavers. Their function, however, is to undo the temporal
ordering of the symbols, created by the associated interleaver. The following subsection presents a
short mathematical description of de-interleavers, building onSection3.2.3.1’s discussion of inter-
leavers.
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CHAPTER THREE BUILDING BLOCKS OF CLASSIC CODING SCHEMES

3.3.3.1 MATHEMATICAL DESCRIPTION OF DE-INTERLEAVERS

If themth length-N sequence of interleaved symbols used as input to a de-interleaver,π−1, associated
with an interleaverπ, is denoted by̺ in

m = {̺in
m,0, ̺

in
m,1, ..., ̺

in
m,(N−2), ̺

in
m,(N−1)}, the de-interleaving

of ̺in
m by π−1 can be described as follows [87]:

π−1
(
̺in

m

)
= ̺out

m = {̺out
m,0, ̺

out
m,1, ..., ̺

out
m,(N−2), ̺

out
m,(N−1)} (3.48)

where̺out
m represents theN -symbol/sample output of the de-interleaver. The de-interleaver output

can also be written as [87]:

̺out
m = {̺out

m,0, ̺
out
m,1, ..., ̺

out
m,(N−2), ̺

out
m,(N−1)}

= {̺in
m,Π−1(0), ̺

in
m,Π−1(1), ..., ̺

in
m,Π−1(N−2), ̺

in
m,Π−1(N−1)}

(3.49)

whereΠ−1(i), with i any integer value, is the de-interleaver mapping function that describes the
mapping of the de-interleaver output time indices to de-interleaver input time indices. The mapping
function, Π−1(i), is defined such that it will undo the temporal shuffling caused by the mapping
functionΠ(i) of the interleaverπ. For example, the mapping function for the de-interleaver associated
with the example periodN = 3 convolutional interleaver, defined by the mapping function ofEq.
(3.39), is as follows:

Π−1(i) =







i if i mod 3 = 0

i + 3 if i mod 3 = 1

i + 6 if i mod 3 = 2

(3.50)

From this mapping function, the de-interleaver’s fundamental permutation follows readily:

ð
(
Π−1

)
=

(
0 1 2
0 4 8

)

(3.51)

Following a similar approach as with interleavers, the stream of de-interleaver input sequences can
be presented by theN -dimensional vector sequence̺(D), given by:

̺in(D) =
∑

m

̺in
mDm (3.52)

whereD represents one de-interleaver delay period ofN symbols. Defining the generator matrix of
the de-interleaverGπ−1(D), the de-interleaver output stream can be described as follows:

̺out(D) = ̺in(D) · Gπ−1(D) (3.53)

Obviously the de-interleaver generator matrix is anN × N non-singular matrix with the same re-
strictions asGπ(D). Assuming perfect channel conditions, employing interleaverπ’s output (seeEq.
(3.43)) as input for the de-interleaverπ−1, Eq. (3.53) can be rewritten as follows:

̺out(D) = ̺in(D) · Gπ−1(D) =
(
µin(D) · Gπ(D)

)
· Gπ−1(D) (3.54)

Since the de-interleaverπ−1 has to undo the shuffling of the interleaverπ, i.e. ̺out(D) = µin(D),
the de-interleaver’s generator matrix can be determined as follows [87]:

Gπ−1(D) = G−1
π (D) (3.55)
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CHAPTER THREE BUILDING BLOCKS OF CLASSIC CODING SCHEMES

For example, the generator matrix associated with the de-interleaver mapping given by Eq. (3.50)
must be the inverse of the matrix given byEq. (3.44):

Gπ−1(D) = G−1
π (D) =





1 0 0
0 D−1 0
0 0 D−2



 (3.56)

From this generator matrix it is clear that the example de-interleaver is non-causal, as will always be
the case for de-interleavers associated with causal interleavers [87].

3.3.4 CODE DE-PUNCTURERS

Code de-puncturing, also known asinsertion, is the process whereby the bits punctured from a stream
of encoded bits prior to modulation, are reinserted into the received and demodulated stream before
being decoded. Since de-puncturing fills all the ”holes” in the stream of encoded bits used as input
by the decoder, decoding can be accomplished by the standard decodingstructure associated with the
transmitter’s encoder, eliminating the need for an altered decoder, which has been adapted to accom-
modate a punctured stream of bits as input [105].

An important question now arises: Were the punctured code bits ones or zeros? Since the receiver
has no way of knowing the answer to this question, the best solution is to declare erasuresin the
deleted bit positions. Erasures can be though of as ”I am not sure” values, the size of which depends
on the code bit alphabet employed by the encoder/modulator and demodulator/decoder, as well as
the a-priori probabilities for the code bit ones and zeros. The erasurevalueΓm,i,a for theath delete
code bit in theith symbol of themth n-symbolGF

(
2ξ

)
channel coder output can be calculated as

follows for slow Rayleigh flat fading channel conditions with AWGN noise effects: Assuming the
receiver has perfect knowledge of the instantaneous channel phase and no puncturing was performed,
coherent demodulation renders the following demodulator output for theath bit in theith symbol of
themth set of received code word symbols:

ym,i,a = αm,i,a.cm,i,a + ηm,i,a (3.57)

whereαm,i,a andηm,i,a represents the average fading amplitude (seeSection5.2.3 andSection5.3.3)
and AWGN demodulator output components for this code bit, respectively. With the demodulator
output defined byEq. (3.57), it can be shown that the conditional PDFρ (ym,i,a|cm,i,a) is given
by [60]:

ρ (ym,a,i|cm,a,i) =
1√

2πσηm,i,a

exp

[

−(ym,i,a − αm,i,a.cm,a,i)
2

2σ2
ηm,i,a

]

(3.58)

whereσ2
ηm,i,a

is the variance in the AWGN component. Furthermore, assume the code bit cantake on
values from the amplitude alphabet{Czero, Cone}. Calculation of the appropriate erasure valueΓm,i,a

involves finding the intersection between the PDFs for the demodulator output,givencm,a,i = Czero

or cm,a,i = Cone was transmitted [81]:

Prob.(cm,a,i = Czero) .ρ (ym,a,i|cm,a,i = Czero)|ym,a,i=Γm,i,a
=

Prob.(cm,a,i = Cone) .ρ (ym,a,i|cm,a,i = Cone)|ym,a,i=Γm,i,a

(3.59)

where Prob.(cm,a,i = Cone) and Prob.(cm,a,i = Czero) represent the a-priori probabilities of trans-
mitting ones and zeros, respectively. SolvingEq. (3.59) yields the following expression for the
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CHAPTER THREE BUILDING BLOCKS OF CLASSIC CODING SCHEMES

optimal erasure value:

Γm,i,a =
log

(
Prob.(cm,i,a=Cone)
Prob.(cm,i,a=Czero)

)

.2πσ2
ηm,i,a

− (αm,i,a.Cone)
2 + (αm,i,a.Czero)

2

(2.αm,i,a.Czero − 2.αm,i,a.Cone)
(3.60)

For example, assuming an antipodal code bit representation from the alphabet{−1, 1} for equiprob-
able code bits, the de-puncturer will replace the deleted code bits withΓm,i,a = 0.

Although de-puncturing has a definite influence on the performance of MLand MAP decoders,
the gains obtained by employing punctured low rate codes surpass the gainsof higher rate codes
with equivalent overall code rates [105]. Furthermore, the combination of code puncturing and de-
puncturing allows the use of a single code over a wide variate of transmissionrates, without requiring
alteration of the encoder or decoder structures. As such, code puncturing is frequently encountered
in coded communication systems that support rate adaptation.

3.3.5 CHANNEL STATE INFORMATION ESTIMATORS

Although the accurate estimation of mobile communication channel parameters hasalways been an
area of particular appeal to communication engineers, classic channel code designers refrained from
using CSI in their decoder algorithms. This was due to the fact that the performance improvements
obtained using side information in classic ML decoding did not necessarily justify the required in-
creased system complexity [56]. However, the introduction of TCs in1993 sparked a renewed interest
into this research field, since these codes, like most modern concatenated channel codes, require the
use of reliable CSI during iterative decoding [87, 108].

Explained in terms ofChapter2’s mathematical framework for mobile communication channels,
CSI estimator structures, integrated into current and future wireless communication systems, must
accomplish one or more of the following tasks:

1. Estimate the AWGN present at the output of the receiver/demodulator in order to predict the current
operationalEb/N0. Accurate knowledge of the SNR per bit [47] is crucial during the iterative
decoding of PCCs, SCCs, HCCs, product codes and LDPCs. This parameter forms an integral part
of the Log-Likelihood Ratio(LLR) calculations performed by each of theSoft-Input Soft-Output
(SISO) decoding modules (for example, MAP and SOVA decoders) incorporated into these codes’
iterative decoder structures [28, 30–33, 87, 108].

2. Determine the power delay profiles (or impulse responses) of multipath fading channels [109].
For anL-path channel, this entails estimating the average path powersβi and path delaysτi, for
i = 1, 2, ..., L. For wideband DS/SSMA communication systems, full exploitation of the potential
diversity gains achievable by using MRC during RAKE reception, is only possible if these parame-
ters are perfectly known at all time instances [110]. Power control algorithms in DS/SSMA systems
also require such knowledge in order to avoid near-far problems in CDMAenvironments [111].

3. Approximate the fading amplitude and phase for each propagation path in an L-path multipath
fading channel, i.e. findαi(t) andφi(t), for i = 1, 2, ..., L. Tracking of the phase changes in-
troduced by the channel (as well as other system components, such as filters), are essential not
only for coherent demodulation [86], but also for bit, frame and sequence (in DS/SSMA systems)
synchronisation. On the other hand, obtaining real-time estimates of the fadingamplitudes are not
crucial to the signal detection process. However, these estimates are an integral part of the metric
calculations of any channel coded system employing CSI-enhanced decoding. Although perfect
tracking of these parameters for each path in a multipath fading channel is desired, implementation
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CHAPTER THREE BUILDING BLOCKS OF CLASSIC CODING SCHEMES

thereof might require excessive system complexity. Therefore, most hardware implementations
of RAKE receivers (seeSection5.3.2) usually only attempt to track the fading amplitudes and
phases of the dominant propagation path, partially forfeiting information carried by the precursor
and post-cursor [47, 112] paths.

4. Efficient multi-user detection in CDMA systems is a crucial component of most multi-user can-
cellation techniques, which are geared at minimising the effects of the MUI present in the chan-
nel [43, 44, 113].

Over the last few decades, numerous channel parameter tracking methods and algorithms have been
proposed. However, this field is still in its infancy. A universal channelestimation technique, capable
of handling all modulation schemes and mobile channel characteristics, still eludes the communica-
tion engineering society. Current schemes are mostly application specific, integrated into the modula-
tion technique, MA scheme, channel equalisation subsystem or channel coding/decoding algorithms
employed by modern communication systems. That being said, it is still possible to organise the
myriad of proposed schemes into two main categories:

1. Blind Channel Estimation: With this approach, no additional information, which might assist
with CSI estimation, is embedded into data transmissions. At the receiving end, channel parame-
ters must be extracted directly from the modulated information signals. Obviously, schemes falling
in this category are highly complex, but also much sought after, since no transmission bandwidth is
relinquished for CSI estimation purposes. Many classic carrier, sequence, bit and frame synchro-
nisation loops fall in this category, for exampleCostasloops [47], decision directed early-late code
locked loops [43, 47], etc. Multipath fading channel impulse response (power delay profile) and
AWGN power level estimations via first, second and higher order statistics (calculation of mean
values, variances, auto-correlations, cross-correlations, etc.) canalso be grouped into this category.
One might also consider free-running equalisers (after successfully training) to be blind channel
estimators. Unfortunately, very few fading amplitude estimation schemes exist that can be consid-
ered to be purely blind. However, for constant envelope transmitter output signals, blind estimation
of the fading amplitude is easily accomplished.

2. Pilot Assisted Channel Estimation: This approach relies on the use of dedicated pilot informa-
tion (such as pilot tones, pilot symbols, etc.) from which channel parameters can effortlessly be
determined. This category can be further subdivided into:

1. In-band pilot signalling, where pilot signalling occupies the same bandwidth as the infor-
mation being transmitted. For example, withPilot Symbol Assisted Modulation(PSAM),
non-information carrying symbols are injected directly into the transmitted data stream, effec-
tively sacrificing a percentage of the transmission bandwidth. At the receiving end,Kalman
filters [114, 115] can be used to interpolate between the amplitude changes observed in con-
secutive pilot symbols, thereby estimating the fading amplitude of the mobile channel. An-
other example of in-band signalling is the use of equaliser training sequences, present in every
normal burst of GSM.

2. Out-of-band pilot signalling, where dedicated bandwidth is assigned for pilot signalling pur-
poses. A system that uses a pilot channel to carry a pilot tone for carrier synchronisation
purposes, is a good example of out-of-band pilot signalling.

Although an in depth investigation into channel estimation schemes falls outside thescope of this
study, the list of journal articles and conference papers below attempts to spark the curiosity of the
interest reader:

• PSAM techniques for the estimation of flat fading channel parameters and statistics are discussed
and analysed in [116–118].
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• Maximum Likelihood Sequence Estimation(MLSE) algorithms (such as the VA) and per-survivor
processing for channel estimation purposes are covered in [119–123].

• In [109, 124–126] the estimation of multipath fading channel power delay profiles (impulse re-
sponses), as well as other channel statistics are addressed.

• Several joint data detection and channel estimation approaches are considered in [122, 123, 125]
for flat and frequency selective fading channels.

• Blind equalisation and channel estimation techniques, including second order cyclostationary sta-
tistical methods, the use of chaotic coded signals, least-squares approaches, linear prediction
methods, periodic modulation precoders,Soft Output Viterbi Equaliser(SOVE) algorithms and
tricepstrum-based algorithms are presented in [127–136].

• Various multipath fading channel estimation techniques, targeted at DS/SSMA systems, are given
in [111, 137, 138]. In [139] the influence of channel state estimation on the performance of a
coherent DS/SSMA system is investigated.

• A technique for multi-user detection through adaptive channel estimation is described in [140].

Chapter6 presents a great number of simulated BER performance curves for convolutional and linear
block codes, employing soft decision VA decoding with perfect fading amplitude CSI. This infor-
mation was directly extracted (seeSection2.6.2.5) from the novel complex flat fading and multipath
fading channel simulator structures, presented inSection2.6.2.3 andSection2.6.3.2, respectively.

3.4 CONCLUDING REMARKS

The encoder and decoder building blocks encountered in classic block and convolutional coding
schemes were considered in this chapter. This included discussions on binary convolutional codes,
binary and non-binary linear block codes, interleaver and de-interleaver structures, the concept of
code puncturers and de-puncturers, and last, but not least, CSI estimators. The following unique,
albeit insignificant contributions were made in this chapter:

1. A unified generator matrix approach is employed to describe convolutional codes, linear block
codes, interleavers and de-interleavers. Although this is commonplace forlinear block codes, the
same can not be said for binary convolutional codes, interleavers or de-interleavers.

2. In Section3.3.4, which focuses on the issue of code de-puncturing, a simple formula ispresented
that calculates an optimal erasure value for non-equiprobable code bits,transmitted through a slow
Rayleigh flat fading channel with AWGN effects.
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CHAPTER FOUR

V ITERBI DECODING OFL INEAR BLOCK CODES

4.1 CHAPTER OVERVIEW

THIS chapter sets out by describing the BCJR linear block code trellis construction method [2]
for (n, k, dmin) linear block codes, wherek is the message length,n is the code word length,

anddmin is the minimum Hamming distance property (seeSection3.2.2.2) of the code. For illustra-
tive purposes, it is used to created the trellis of a shortened binary Hamming(5, 2, 3) block code (see
Section3.2.2.3.1). The next part of the chapter is concerned with the quantificationof the complexity
of a linear block code’s trellis: Using a binary Hamming(7, 4, 3) block code (seeSection3.2.2.3.1)
as example, it firstly describes a simple, but tedious method whereby the state space profile and com-
plexity [141–143] of a block code’s trellis can be determined. Secondly, itdiscusses a trellis reduction
method and illustrates the use thereof for a binary cyclic(5, 3, 2) block code. In the final part of this
chapter, the application of a block-wise VA [3] as an optimal ML trellis decoder for BCJR block code
trellises is considered. Both hard and soft decision VA metric calculation approaches are addressed.

Although the block codes used as examples in this chapter are all binary linear block codes, the
algorithms presented are readily applicable to non-binary codes, such asRS (seeSection3.2.2.3.3)
and BCH (seeSection3.2.2.3.2) block codes. Unfortunately, due to the size and complexity of such
codes’ trellises, they do not lend themselves to be good examples whereby the algorithms presented
here can be effectively demonstrated.

4.2 LINEAR BLOCK CODE TRELLIS CONSTRUCTION

In principle, every linear block code has a unique trellis description: By creating a set of parallel
trellis paths, one for each code word, a simple albeit inefficient trellis is generated. In [2]Bahl et al.
presents a more elegant approach to derive an efficient trellis structurefrom the linear block code’s
parity check matrix (seeSection3.2.2.1). The following two subsections are devoted to a description
of this trellis construction technique.
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CHAPTER FOUR V ITERBI DECODING OFL INEAR BLOCK CODES

4.2.1 CONSTRUCTING AN UNEXPURGATED LINEAR BLOCK CODE TRELLIS

As previously stated, the BCJR trellis construction method for a(n, k, dmin) linear block code with
code word symbols from Galois fieldGF

(
2ξ

)
, requires the code’s parity check matrix, given by:

HBC = [h0 h1 ... hn−1] (4.1)

In Eq. (4.1)hi, with i = 1, 2, ..., n, is theith column of the parity check matrix, containing(n − k)
elements from the Galois fieldGF

(
2ξ

)
. The trellis construction technique is based on the fact that

the ith (n − k)-tuple syndrome vector$
i
m [47] for the mth n-tuple valid code word vectorcm =

{cm,0, cm,1, ..., cm,n−1} can be calculated using the following recursion formula [2, 87]:

$
i
m = $

i−1
m + cm,i−1.hi−1 (4.2)

wherecm,i is theith code word symbol contained in the vectorcm. The initial condition is$
0
m = 0.

Note that addition and multiplication are carried out symbol-wise inGF
(
2ξ

)
. The block code trellis,

which is a compact method to represent all2k.ξ code words in the code, consists of(n + 1) sets of
nodes (states), each set containing2ξ.(n−k) nodes. By interconnecting the nodes with branches in a
topology uniquely defined byHBC , the trellis is constructed. For the purpose of this discussion, the
sets of nodes are indexed by a parameteri, with i = 0, 1, 2, ..., n. Nodes in seti are indexed by a
parameterl, with l = 0, 1, 2, ..., 2ξ.(n−k) − 1. Therefore, thelth node in theith set has an index(l, i).
The branches emanating from the nodes in the trellis are indexed by the parameterj. Each branch
in the trellis has an associate branch weight or decoder input branch vector, as well as a decoder
output branch vector. For example, the branch weight vector and decoder output branch vector of
thejth branch leaving node(l, i) areu

(j)
i,l ando

(j)
i,l , respectively. The trellis construction procedure is

described below:

1. Seti = 0, wherei is the trellis depth counter.

2. At a depth ofi = 0, only node(0, 0) has2ξ emanating branches. From any node(l, i), with
i > 0, that has incoming branches,2ξ branches flow forth. The destination nodes in seti+1 of the
branches leaving any node(l, i) are determined as follows:

(a) Determine a length-(n− k) vectorǫi, which contains thelth possible combination of(n− k)
elements fromGF

(
2ξ

)
.

(b) Let the GF
(
2ξ

)
symbol associated with thejth branch be denoted bybj . With j =

0, 1, 2, ..., 2ξ − 1, proceed as follows:

i. Compute the(n − k)-tuple GF
(
2ξ

)
vector qi,j = (h

T
i .bj) + ǫi, where addition and

multiplication are carried out symbol-wise inGF
(
2ξ

)
. The vectorh

T
i represents the

transpose ofhi.

ii. The destination node in seti + 1 is node(zi,j , i + 1), where the vectorqi,j contains the
zth
i,j possible combination of(n − k) elements fromGF

(
2ξ

)
.

iii. If bit-wise comparison has to be used in the metric calculations of the trellis decoder, as
is always the case with binary block codes, the branch weight vector assigned to thejth

branch is given by valueu(j)
i,l = wj , wherewj is the sequence of binary bits representing

theGF
(
2ξ

)
symbolbj . When, for non-binary block codes such as RS and BCH block

codes, the code word symbols are used directly in the decoding process,i.e. symbol-wise
comparison during the branch metric calculations, the branch weight vectorconsists of
a single element, namelywj = bj .
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iv. The decoder output branch vector of thejth branch is equal to the branch weight vector,
i.e. o(j)

i,l = u
(j)
i,l .

(c) Repeat steps (a) and (b) for everyl, where node(l, i) has one or more incoming branches.

3. Repeat step 2 fori = 1, 2, .., n − 1.

Following the procedure outlined above, a trellis with more paths than code words in the code is
created. Such a trellis is called anunexpurgated[3] or unconstrained[87] block code trellis. Shown
in Fig. 4.1 is the unexpurgated trellis, obtained using the BCJR trellis construction method, for a
binary Hamming(5, 2, 3) block code (seeSection3.2.2.3.1) (constructed by shortening the Hamming
(7, 4, 3) block code, defined by the generator matrix ofEq. (4.4)) with the following parity check
matrix:

HBC =





1 0 1 0 0
1 1 0 1 0
0 1 0 0 1



 (4.3)

In this figure, the VA decoder (seeSection4.4) output and input sequences associated with each
branch of the trellis are indicated by theDecoder Output Sequenceo(j)

i,l / Decoder Input Sequence

u
(j)
i,l labels.
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Figure 4.1: Unexpurgated Trellis of the Shortened Binary Hamming(5, 2, 3) Code

4.2.2 EXPURGATING A BLOCK CODE TRELLIS

Removal of all non-code word representing paths in the unexpurgated trellis of a block code, with
code word symbols fromGF

(
2ξ

)
, a process referred to astrellis expurgation[3], involves discard-
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CHAPTER FOUR V ITERBI DECODING OFL INEAR BLOCK CODES

ing all paths that do not end in node(0, n). The resultant trellis is called anexpurgatedor constrained
block code trellis. In this trellis, only2ξ.k unique paths, representing the valid code words in the block
code, are retained.

Although the expurgation process seems simple, it usually involves tedious back-tracing through the
trellis. A simple technique, applicable to the BCJR trellis structures of unextend systematic linear
block codes, presented byStaphorst, Büttner andLinde in [52] for binary block codes and in [55]
for non-binary block codes, involves removing all branches from nodes in seti− 1 entering the node
(l, i) for i = k + 1, k + 2, k + 3, .., n andl = 2ξ.(n−i), 2ξ.(n−i) + 1, .., 2ξ.(n−k) − 1. Fig. 4.2 shows
the expurgated trellis obtained for the binary Hamming(5, 2, 3) code, defined byEq. (4.3), after this
path removal algorithm has been applied to the unexpurgated trellis ofFig. 4.1.
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l=1
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l=4
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1/1

0/0

1/1

0/0 1/
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0/0
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1

1/
1

1/
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i=0 i=1 i=2 i=3 i=4 i=5

Figure 4.2: Expurgated Trellis of the Shortened Binary Hamming(5, 2, 3) Code

It should be noted that the VA can be just as successfully applied to an unexpurgated trellis, as long
as it is configured to only select paths starting in state(0, 0) and ending in state(0, n) (seeSection
4.4). Moreover, identical BER performances are obtained by applying the VA to unexpurgated or
expurgated BCJR trellis structures, irrespective of the channel conditions. However, this will result in
unnecessary computations, larger decoder memory requirements and overall increased system com-
plexity. For example, a VA applied to the unexpurgated trellis ofFig. 4.1 must perform46 branch
metric calculations for the branches connecting itsAN(C) = 31 active nodes, whereas a VA run-
ning on the expurgated trellis ofFig. 4.2 only needs to calculate16 branch metrics for the branches
connecting itsAN(C) = 14 active nodes.
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4.3 COMPLEXITY OF LINEAR BLOCK CODE TRELLISES

For most block codes of practical interest, such as the extended binary BCH (32, 21, 6) block code,
used extensively in several paging protocols, the code rateRc = k/n is greater than or equal to0.5,
while the number of parity symbols(n−k) is at least10. Given the extensive use of such block codes
in wireless communication systems, these codes lend themselves to be prime candidates for trellis
decoding. Unfortunately, the complexity of an(n, k, dmin) block code’s trellis grows exponentially
with min {k, (n − k)} [3]. For example, the expurgated trellis of the previously mentioned(32, 21, 6)
extended BCH block code has a staggering14972 branches [144]. Thus, the cost effectiveness of
block code trellis decoders for such codes is questionable. The followingsubsections firstly illustrates
a procedure whereby the complexity of a block code’s trellis can be calculated, followed by a simple
block code trellis reduction method.

4.3.1 TRELLIS COMPLEXITY CALCULATION

A simple state space complexity calculation method [141–143, 145, 146] for an(n, k, dmin) block
code with code and message word symbols fromGF

(
2ξ

)
, defined by generator matrixGBC (see

Section3.2.2.1), is detailed in this subsection. As is shown in this subsection, the state space com-
plexity of a block code gives a good indication of the complexity of the block code’s trellis. The state
space complexity calculation procedure is illustrated for a binary Hamming(7, 4, 3) block code (see
Section3.2.2.3.1) with the following generator matrix:

GBC =







1 0 0 0 1 0 1
0 1 0 0 1 1 1
0 0 1 0 1 1 0
0 0 0 1 0 1 1







(4.4)

Due to the considerable number of lengthy intermediate results obtained duringthe calculation of a
block code’s state space complexity, some of these results are omitted in the following discussion for
the Hamming(7, 4, 3) block code.

The first step in the estimation of the block code’s state space complexity is to determine all pos-
sible code words obtainable fromGBC . In general, the number of unique code words that can
be generated by an(n, k, dmin) block code’s generator matrixGBC is 2ξ.k. For the Hamming
(7, 4, 3) block code,24 = 16 unique code words exist. LetC denote this set of code words, with
cm = {cm,0, cm,1, ..., cm,(n−1)} themth code word in the set.

Next, the block code’s dimension and inverse dimension distributions [145,146], denoted byΛ(C) =
{Λ0, Λ1, Λ2, ...,Λn} andΛ−1(C) = {Λ−1

0 , Λ−1
1 , Λ−1

2 , ...,Λ−1
n }, respectively, are determined. The

procedure is as follows [145, 146]:

1. Define a master indexing setΩ(C) = {0, 1, 2, ..., n−1}. The master indexing set for the Hamming
(7, 4, 3) block code isΩ(C) = {0, 1, 2, 3, 4, 5, 6}.

2. Let i denote the dimension distribution element index. Withi = 0, 1, 2, ..., n, proceed as follows:

(a) Forj = 0, 1, 2, ...,
(
n
i

)
, complete the following steps:

i. Select an indexing setΦj(C) = {Φj
1, Φ

j
2, ...,Φ

j
i}, such that it is a subset fromΩ(C),

containingi elements that have not been selected for any previous value ofj. The size
of Φj(C) is therefore|Φj(C)| = i. For example, ifi = 3, one possiblejth indexing set
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for the Hamming(7, 4, 3) block code is:

Φj(C) = {1, 3, 6} (4.5)

ii. Next, a subset of code words is created fromC by manipulating the symbols of each
code word, pointed to by the indexing elements inΦj(C): For each code word inC,
the code word symbols at positionsΦj

1, Φ
j
2, ...,Φ

j
i are replaced with zeros, resulting in

2ξ.k new, but necessarily unique, code words. By only keeping the unique code words,
a new set of code words, denoted byϑ

(
Φj(C)

)
, is created. For example, as specified

by the chosen indexing subset given inEq. (4.5), setcm,1 = cm,3 = cm,6 = 0 for
m = 1, 2, ..., 16. This results in16 new, but not necessarily unique code words. From
these16 it can be shown that there are only8 distinct code words in this new set, given
by:

ϑ
(
Φj(C)

)
=















{0, 0, 0, 0, 0, 0, 0}
{1, 0, 0, 0, 1, 0, 0}
{1, 0, 1, 0, 0, 0, 0}
{1, 0, 1, 0, 1, 1, 0}
{0, 0, 1, 0, 1, 0, 0}
{1, 0, 0, 0, 0, 1, 0}
{0, 0, 1, 0, 0, 1, 0}
{0, 0, 0, 0, 1, 1, 0}















(4.6)

iii. Determinek[ϑ
(
Φj(C)

)
], a parameter which can be interpreted as the effective number

of message symbols that is required to generate the number of code words contained in
ϑ

(
Φj(C)

)
[145, 146]:

k[ϑ
(
Φj(C)

)
] = log2ξ

{
Number of code words inϑ

(
Φj(C)

)}
(4.7)

FromEq. (4.6) it is clear thatk[ϑ
(
Φj(C)

)
] = 3 for the indexing subset defined inEq.

(4.5) for the Hamming(7, 4, 3) block code.
iv. The next step is to define an inverse indexing subsetΨj(C) = {Ψj

1, Ψ
j
2, ...,Ψ

j
n−i} which

contains all the elements fromΩ(C), except those already inΦj(C). The inverse index-
ing subset associated with the indexing subset given inEq. (4.5), is given by:

Ψj(C) = {0, 2, 4, 5} (4.8)

v. The inverse indexing subset is now used to create a new set of code wordsϑ
(
Ψj(C)

)
,

containing all the code words fromC that have zero code word symbols at the positions
indicated by the indexing elements inΨj(C). Using the selected inverse indexing set
given inEq. (4.8) produces the following set of new unique code words:

ϑ
(
Ψj(C)

)
=

[
{0, 0, 0, 0, 0, 0, 0}
{0, 1, 0, 1, 0, 0, 1}

]

(4.9)

vi. From the new set of code wordsϑ
(
Ψj(C)

)
, determinek[ϑ

(
Ψj(C)

)
], defined as:

k[ϑ
(
Ψj(C)

)
] = log2ξ

{
Number of code words inϑ

(
Ψj(C)

)}
(4.10)

FromEq. (4.9) it follows thatk[ϑ
(
Ψj(C)

)
] = 1 for the Hamming(7, 4, 3) block code.

(b) Theith elements of the code’s dimension and inverse dimension distributions are given by
Λi = max{k[ϑ

(
Φj(C)

)
]} andΛ−1

i = max{k[ϑ
(
Ψj(C)

)
]} for j = 0, 1, 2, ...,

(
n
i

)
, respec-

tively.
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If the procedure outlined above is completed for the Hamming(7, 4, 3) block code, the dimension
and inverse dimension distributions obtained will be:

Λ(C) = {0, 1, 2, 3, 4, 4, 4, 4} (4.11)

and:
Λ−1(C) = {0, 0, 0, 0, 1, 2, 3, 4} (4.12)

respectively. With an(n, k, dmin) linear block code’s dimension and inverse dimension distributions
known, its state space profile is determined as follows [145, 146]:

SSP (C) = {S0, S1, ..., Sn}
= {(Λ0 − Λ−1

0 ), (Λ1 − Λ−1
1 ), ..., (Λn − Λ−1

n )}
(4.13)

UsingEq. (4.11) andEq. (4.12), the state space profile for the Hamming(7, 4, 3) block code under
investigation follows readily:

SSP (C) = {0, 1, 2, 3, 3, 2, 1, 0} (4.14)

At a depth ofi into the code’s expurgated trellis, the number of active nodes (states), i.e nodes having
incoming and/or outgoing branches, is2ξ.Si . Thus, the total number of active nodes in the block
code’s expurgated trellis is [59, 145, 146]:

AN(C) =
n∑

i=0

2ξ.Si (4.15)

The final important parameter to calculate is the state space complexity of the linear block code
[145, 146]:

SSC(C) = max {Si} for i = 0, 1, 2, ..., n (4.16)

From the Hamming(7, 4, 3) block code’s state space profile, given inEq. (4.14), it follows that
the number of active nodes and the state space complexity of the code areAN(C) = 30 and
SSC(C) = 3, respectively.

With the number of active states in the trellis known, the next step is to determine anupper bound on
the number of branchesNB(C) present in the trellis: For a trellis depth ofi < n into the unexpur-
gated BCJR trellis of an(n, k, dmin) linear block code with code and message word symbols from
GF

(
2ξ

)
, the number of branches exiting an active node is2ξ. Since all paths end in node(0, n), it

follows thatAN(C) − 1 nodes in an expurgated trellis have departing branches. Hence, the number
of branches present in an expurgated trellis is upper bounded as follows:

NB(C) ≤ (AN(C) − 1).2ξ (4.17)

The state space complexity is a key measure [59,141,142,147] of the trelliscomplexity, and thus also
the decoding complexity of a specific linear block code. A lower value of the state space complexity
results in a less complex trellis structure, leading to faster decoding and less complex trellis decoder
structures.

4.3.2 REDUCING TRELLIS COMPLEXITY

It is a known fact [93, 148] that the swapping of columns of a generatormatrix of an(n, k, dmin)
block code, with code word symbols fromGF (2ξ), results in an equivalent block code. Although
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the resultant block code has different code words, it has the same error correcting capabilities as the
original code, since the minimum Hamming distancedmin (seeSection3.2.2.2) remains unchanged.
However, it can be shown [149, 150] that the state space dimension of thenew code differs from that
of the original code. Therefore, swapping columns in a code’s generator matrix influences the com-
plexity of the resultant block code’s trellis. As will be illustrated by the followingtrellis reduction
example, it is possible to obtain an equivalent code with a lower complexity trellis [149, 150].

The binary cyclic(5, 3, 2) block code (seeSection3.2.2.2) to be used as an example in this section,
is defined by the following generator matrix:

GBC =





1 0 0 1 1
0 1 0 1 0
0 0 1 0 1



 (4.18)

From this generator matrix, the following parity check matrix can be determined:

HBC =

[
1 1 0 1 0
1 0 1 0 1

]

(4.19)

Fig. 4.3 depicts the expurgated trellis obtained for this parity check matrix using the algorithms
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Figure 4.3: Expurgated Trellis of the Original Binary Cyclic(5, 3, 2) Code

presented inSection4.2.1 andSection4.2.2. Following the procedures described inSection4.3.1, it
can be shown that the state space profile of the binary cyclic(5, 3, 2) block code is given by:

SSP (C) =
{

0 1 2 2 1 0
}

(4.20)

The number of active nodes in the binary cyclic(5, 3, 2) block code’s expurgated trellis is:

AN(C) =
5∑

i=0

2ξ.Si = 1 + 2 + 4 + 4 + 2 + 1 = 14 (4.21)

Comparing these results withFig. 4.3, it is clear that the calculated and actual number of active nodes
in the expurgated trellis correspond. Furthermore, according toEq. (4.17) the number of branches in
the expurgated trellis is upper bounded byNB(C) ≤ (14− 1).2 = 26. To be precise,NB(C) = 20.

In order to find an equivalent code with the least complex trellis, the state space complexity of every
possible swapped column permutation of the generator matrix has to be considered [143, 149, 150].
Thus, the state space profile has to be calculated forn! = 5! = 120 different permutations of the
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code’s generator matrix. The following data was obtained from this analysis:

• There exists8 generator matrices withAN(C) = 10 andSSC(C) = 1.

• There exists32 generator matrices withAN(C) = 12 andSSC(C) = 2.

• There exists80 generator matrices withAN(C) = 14 andSSC(C) = 2.

From these results it is apparent that by selecting one of the8 generator matrices which has10 active
nodes, a minimally complex trellis is obtained. For example, one of these8 minimal trellis generator
matrices is given by:

GBC =





1 0 1 0 1
1 1 0 0 0
0 0 0 1 1



 (4.22)

with the following associated parity check matrix:

HBC =

[
1 1 1 0 0
0 0 1 1 1

]

(4.23)

The state space profile for this equivalent code is given by:

SSP (C) =
{

0 1 1 1 1 0
}

(4.24)

Fig. 4.4 shows the expurgated trellis of this equivalent code. ComparingFig. 4.3 andFig. 4.4, the
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Figure 4.4: Optimally Reduced Expurgated Trellis of the Equivalent Binary Cyclic (5, 3, 2) Code

reduction in trellis complexity is clearly visible. By applying the VA to the reduced trellis, decoding
time as well as decoder complexity will be noticeably reduced.

4.4 TRELLIS DECODING OF LINEAR BLOCK CODES USING THE VITERBI
ALGORITHM

Algebraic ML decoding of an(n, k, dmin) linear block code, with code word symbols fromGF
(
2ξ

)
,

involves the comparison of the received code word with each of the2ξ.k valid code words, selecting
the one which proves to be the closest as the most likely transmitted one. This process can be time
consuming and complex, especially for codes where bothn andk are large.

Conversely, the application of the VA as ML block code decoder results in the most likely path in
the code’s trellis, describing the received code word, to be chosen, discarding several unlikely code
words along the way before even comparing them with the received one. Depending on the parameters
n andk, this decoding approach may greatly reduce decoding time and complexity.
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4.4.1 THE BLOCK-WISE VITERBI ALGORITHM FOR LINEAR BLOCK CODE
TRELLISES

Let cm andym denote themth transmitted and the received code words, respectively, associated with
the message worddm. ML decoding entails obtaining the best estimate ofcm, denoted bŷcm, by
comparing the received code wordym with all valid code words. Since there exists a one-to-one map-

ping betweendm andcm, the data vector associated withĉm, denoted bŷdm, shall be identical todm,
if and only if ĉm = cm. If ĉm 6= cm, a decoding error is incurred. Thus, the decoding rule whereby
an ML decoder chooses the optimal estimateĉm, givenym, is by minimising the probability of a de-
coding error. Assuming equiprobable message words, the probability of decoding error is minimised
if the overall log-likelihood functionln

(
Prob.

(
ym|ĉm

))
is maximised, where Prob.

(
ym|ĉm

)
repre-

sents the conditional probability of receiving the code wordym, given that̂cm was the transmitted
code word. The VA accomplishes this by, moving from trellis depth0 to n, systematically discarding
paths that do not maximise the overall log-likelihood function,ln

[
Prob.

(
ym|ĉm

)]
.

Since every branch in an expurgated trellis represents a symbol in a valid code word, finding the
most likely path involves comparing each incoming symbol (hard decision) or sample (soft decision)
of the received vector to the corresponding branch symbols. For non-binary codes, this can be done
on a symbol level or on a bit level, depending on the application. For example, when an RS block
code’s code word symbols are transmitted as equivalent bit streams, bit level comparison will be used
by the VA trellis decoder. In this dissertation only bit level comparison is considered.

Before describing the VA, as applied to block code trellises, the concept of a metric is introduced: In
the broad sense, a metric is a measure of similarity between two entities. True to thisgeneral defi-
nition, VA decoding entails the calculation of branch and path metrics (based on the computation of
log-likelihood values) in order to indicate the degree of similarity between the received bits/samples
of themth transmitted code word and the valid code word paths in the code’s trellis. Assuming that
then.ξ received bits/samples representing then transmittedGF

(
2ξ

)
code word symbols are statisti-

cally independent, the mathematical definition of the branch metric, indicating the similarity between
mth received code word’sith set ofξ received and demodulated bits/samples (denoted byym,i) and

the branch weight vector of thejth branch leaving nodel at a trellis depth ofi (denoted byu(j)
i,l ) is

given by:

BM
(j)
m,i,l = ln

[

Prob.
(

ym,i|u
(j)
i,l

)]

= ln

[
ξ−1
∏

a=0

Prob.
(

ym,i,a|u(j)
i,l,a

)
]

=

ξ−1
∑

a=0

ln
[

Prob.
(

ym,i,a|u(j)
i,l,a

)]

(4.25)

whereym,i,a denotes theath element of theith ξ-tuple vectorym,i of demodulated bits/samples, and

u
(j)
i,l,a theath branch weight vector element of thejth branch leaving node(l, i). Several hard and soft

decision methods wherebyBM
(j)
m,i,l can be calculated are discussed inSection4.4.2.

As input samples (soft decision decoding) or bits (hard decision decoding) are received, path met-
rics are computed, indicating the probability that a certain path through the trellis, starting at node
(0, 0) and ending in node(0, n), represents the transmitted code word. The VA for linear block codes
therefore operates in a block-wise fashion, whereas a more traditional sliding window approach is
used for convolutional code decoding [106].
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Since there are2ξ.(n−k) states in the trellis, there will be2ξ.(n−k) path metrics. At a decoding depth
of i into the trellis for themth received code word, the path metric of the survivor path ending in node
(l, i), is denoted byPM sur

m,i,l. The cumulative metric [47] of thejth branch leaving nodel at a trellis
depth ofi, is given by:

CM
(j)
m,i,l = PM sur

m,i,l + BM
(j)
m,i,l (4.26)

It should be noted that, although according to the general modus operandi of ML decoders, as de-
scribed at the beginning of this subsection, the probability of a decoding error is minimised if the
largest path metric is chosen as the most optimal at each trellis depth, there exists certain conditions
for which Eq. (4.25) can be simplified to such an extent that thesmallestpath metric dictates a min-
imum probability of decoding error. More attention is given to such scenarios in the following two
subsections.

With the aforementioned definitions in mind, the forward tracing procedure performed by the VA
in order to determine the survivor path metrics for the active nodes in the trellis, is as follows:

1. Set the survivor path metricPM sur
m,0,0, representing the non-existent survivor path ending in node

(0, 0), to PM sur
m,0,0 = 0.

2. Set the survivor path metricsPM sur
m,0,l, with l = 1, 2, .., 2ξ.(n−k) − 1, of the non-existent survivor

paths entering the other nodes at this depth to either−∞ (if an increase in path metric dictates a
decrease in the probability of decoding error), or∞ (if a decrease in path metric dictates a decrease
in the probability of decoding error).

3. At decoding time instancem, n.ξ bits or samples are received, which are contained within the
vector ym. Using this vector, the forward tracing procedure that determines the survivor path
metrics associated with the2ξ.(n−k) paths through the trellis are as follows:

(a) Begin decoding at a trellis depth ofi = 0.

(b) For every node(l, i) at a trellis depth ofi that has exiting branches, proceed as follows:

i. Calculate the cumulative metricCM
(j)
m,i,l for thejth branch leaving node(l, i) usingEq.

(4.26).
ii. For every node(b, i + 1) at a trellis depth ofi + 1 that has incoming branches, set the

survivor path metricPM sur
m,i+1,b equal to the most optimal cumulative metric calculated

for these incoming branches. Discard all the branches entering node(b, i + 1), except
the branch associated with the most optimal cumulative metric.

(c) Repeat step (b) fori = 1, 2, .., n − 1.

When the procedure as outlined above is followed, only one complete path, starting at node(0, 0) and
ending in node(0, n), will survive. Hence, themth most likely transmitted code word can be found
by noting the entries in the output branch vectors of the branches in this surviving path.

After acquiring the most likely transmitted code word using the VA, a conventional algebraic de-
coding method can be employed to obtain the associatedk-symbol message word. In the case of a
systematic block code, the associated message word is simply thek systematic symbols of the VA
decodedn-symbol code word.

4.4.2 HARD VERSUS SOFT DECISION DECODING

If demodulated data samples are processed by the VA immediately after demodulation, without any
previous decisions having been made, the decoding process is calledsoft decision decoding. Alter-
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natively, if the demodulated samples are classified as1s and0s prior to VA decoding, it is referred to
ashard decision decoding. It has been shown [47] that soft decision decoding shows an asymptotic
BER performance gain of approximately2.1 dB over hard decision decoding for binary transmitted
data in AWGN channel (seeSection2.2) conditions. This can be attributed to the fact that the entropy
of an analogue information source, such as the output of a demodulator, isdecreased by hard decision
processing, i.e.1-bit analogue to digital conversion [47]. Thus, less information is utilised during
hard decision metric calculations than with soft decision metric calculations, resulting in poorer BER
performances. Unfortunately, soft decision decoding’s gain comes atthe price of higher implemen-
tation hardware complexity, i.e. the need for high precisionAnalogue-to-Digital Converters (ADC)
and DSPs. The following subsections briefly outline branch metric calculationmethods for both hard
and soft decision decoding.

4.4.2.1 HARD DECISION DECODING

Two hard decision decoding branch metric calculation methods are described in this subsection. The
first, which employs theBinary Symmetric Channel(BSC) [47] crossover probabilityPBSC , calcu-
lates the branch metric as follows:

BM
(j)
m,i,l =

ξ−1
∑

a=0

{

ln(1 − PBSC) if ym,i,a = u
(j)
i,l,a

ln(PBSC) if ym,i,a 6= u
(j)
i,l,a

(4.27)

The second method, which is simpler to implement in hardware, uses the Hamming distance (see
Section3.2.2.2) between the input bit sequence and branch weight vector to calculate the branch
metric:

BM
(j)
m,i,l = dH

(

ym,i, u
(j)
i,l

)

(4.28)

where the Hamming distance is defined as the number of bits thatym,i andu
(j)
i,l differ, i.e.:

dH

(

ym,i, u
(j)
i,l

)

=

ξ−1
∑

a=0

{

0 if ym,i,a = u
(j)
i,l,a

1 if ym,i,a 6= u
(j)
i,l,a

(4.29)

It should be apparent that the size of a path metric and the probability of decoding error are directly
proportional for the latter calculation method, whereas an indirect proportionality exists for the branch
metric calculation method ofEq. (4.27).

4.4.2.2 SOFT DECISION DECODING

Assume that the linear block code encoder output bits of themth transmitted code were modulated
and transmitted over a mobile radio channel exhibiting both slow flat (seeSection2.5.1.1) fading (see
Section2.5.1.1) and AWGN channel (seeSection2.2) effects. The demodulator output is described by

Eq. (3.57), having the PDF given inEq. (3.58). UsingEq. (3.58), the probability Prob.
(

ym,i,a|u(j)
i,l,a

)

can easily be calculated [47], an exercise which is not repeated here. Employing this probability in
Eq. (4.25), removing all factors and terms that are common to all cumulative metrics calculated at a
trellis depth ofi, it follows that the general expression for the VA branch metric calculationfor soft
decision decoding with fading amplitude CSI, is given by [60]:

BM
(j)
m,i,l =

ξ−1
∑

a=0

(

ym,i,a − α̂m,i,a.u
(j)
i,l,a

)2
(4.30)
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whereα̂m,i,a is an estimate of the average fading amplitude associated withym,i,a. Once again the
size of a branch metric is directly proportional to the probability of decoding error. This metric
calculation method can also be readily applied to hard decision decoding. Completing the square and
further removing common factors and terms,Eq. (4.30) simplifies to:

BM
(j)
m,i,l =

ξ−1
∑

a=0

(

2.ym,i,a.α̂m,i,a.u
(j)
i,l,a −

(

α̂m,i,a.u
(j)
i,l,a

)2
)

(4.31)

Yet another simplification can be performed if antipodal code bit representation is used, i.e. the

branch weight vectors have elements from the alphabet{−1, 1}, since
(

u
(j)
i,l,a

)2
= 1 for all branches

at a trellis depth ofi, resulting in:

BM
(j)
m,i,l =

ξ−1
∑

a=0

ym,i,a.α̂m,i,a.u
(j)
i,l,a (4.32)

It should be noted thatEq. (4.32) now describes a branch metric calculation method where an increase
in the path metric dictates a decrease in the probability of decoding error.

In the event that the receiver achieves perfect coherent demodulation, but no fading amplitude in-
formation is available (or only AWGN channel effects are present), the VAemploys any of the above
soft decision branch metric calculation methods withα̂m,i,a = 1.

4.5 ANALYTICAL BIT-ERROR-RATE PERFORMANCE EVALUATION OF
VITERBI DECODED LINEAR BLOCK CODES

The following subsections briefly presents BER performance upper bounds for VA or classic ML
decoded binary linear block codes in AWGN (seeSection2.2) and flat (seeSection2.5.1.1) Rayleigh
(seeSection2.5.2.1) fading channel conditions, assuming they are employed in narrowband QPSK
systems (seeSection5.2).

4.5.1 AWGN CHANNEL BIT-ERROR-RATE PERFORMANCE UPPER BOUND

Assuming coherent demodulation and ML decoding, the BER performance for a narrowband QPSK
system employing an(n, k, dmin) binary linear block code, operating in AWGN channel conditions
(seeSection2.2), is upper bounded as follows [63, 100, 151]::

Pb(e) ≤
n∑

h=dmin

[(
k∑

w=1

w

k
Aw,h

)

Q

(√

2.h.Rc
Eb

N0

)]

(4.33)

whereRc = k/n, Eb is the energy per message word bit,N0 is the single sided PSD of the AWGN,
Q( · ) represents the Q-function, and{Aw,h} are the coefficients of the block code’s IOWEF, as
defined byEq. (3.21) inSection3.2.2.2. Defining the following constant:

Bh =
k∑

w=1

w

k
Aw,h (4.34)
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the upper bound ofEq. (4.33) can be further simplified:

Pb(e) ≤
n∑

h=dmin

Bh.Q

(√

2.h.Rc
Eb

N0

)

(4.35)

Note thatk.Bh represents the total Hamming weight of all message words that yield code words of
Hamming weighth. Eq. (4.35) suggests that there are two possible methods to decrease the BER of
the block coded QPSK system:

• The BER of the system can be reduced by increasingdmin. This is the classic approach taken
by block code designers. In addition, a well designed block code keepsthe number of minimum
distance code words as small as possible.

• By reducingBh of the most significant terms inEq. (4.35), which corresponds to the lowest weight
code words, the BER can be reduced. This is the technique employed by PCC coding schemes [66].

4.5.2 SLOW RAYLEIGH FLAT FADING CHANNEL BIT-ERROR-RATE
PERFORMANCE UPPER BOUND

Let the code word bits generated by an(n, k, dmin) binary linear block code be modulated by a QPSK
transmitter and transmitted over flat Rayleigh fading channel (seeSection2.5.1.1 andSection2.5.2.1).
For simplicity, it is assumed that each transmitted code word bit experiences independent Rayleigh
fading. This assumption is valid for a fully interleaved (seeSection3.2.3) flat Rayleigh fading channel
where the fading amplitudes of the respective transmitted code word bits are IID stochastic variables.
If the QPSK receiver achieves perfect coherent demodulation, ML decoding results in the following
BER bound, conditioned onγh

c,m, the SNR per code word for themth code word of Hamming weight
h [151]:

Pb

(

e|γh
c,m

)

≤
n∑

h=dmin

[(
k∑

w

w

k
Aw,h

)

Q
(√

2.Rc.γh
c,m

)
]

(4.36)

whereRc = k/n, Q( · ) represents the Q-function, and{Aw,h} are the coefficients of the linear block
code’s IOWEF (seeSection3.2.2.2). The SNR per code word in this equation, is given by [151]:

γh
c,m =

h−1∑

i=0

Eb

N0
α2

m,i =
h−1∑

i=0

γb,m,i (4.37)

whereαm,i is the average fading amplitude experienced by theith received code word bit in the
mth code word. Furthermore, it is assumed that the fading amplitude is approximately constant over
a code word symbol period under slow fading conditions. Sinceαm,i is a stochastic variable with
a Rayleigh PDF, it follows thatγb,m,i = Eb/N0.α

2
m,i has a chi-squared PDF with two degrees of

freedom, given byEq. (5.22) in Section5.2.4.2 [47, 152]. Thus, it can be shown that the PDF of
γh

c,m, denoted byρ
(
γh

c,m

)
, resemblesEq. (5.45) inSection5.3.4. Finally, obtaining an averaged BER

performance upper bound necessitates averagingPb

(
e|γh

c,m

)
over the PDF ofγh

c,m [151, 152]:

Pb(e) ≤
∫ ∞

0
Pb

(

e|γh
c,m

)

ρ
(

γh
c,m

)

dγh
c,m

=
1

2

n∑

h=dmin

(
k∑

w=1

w

h
Aw,h

) [
1

1 + Rc.Eb/N0

]h

=
1

2

n∑

h=dmin

Bh

[
1

1 + Rc.Eb/N0

]h (4.38)
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where the constant ofEq. (4.34) has been employed andEb represents the average energy per message
word bit. By assuming a fully interleaved channel, this bound will be loose when used to study block
coded QPSK systems functioning in Rayleigh fading channels exhibiting a highlevel of correlation,
i.e. slow fading (seeSection2.5.1.2) and no channel interleaving. A tighter upper bound, which
takes the Doppler spread (seeSection2.4.3.3) of the slow fading channel into account, is presented
in [69, 153]. However, this bound is more cumbersome to calculate thanEq. (4.38).

4.6 CONCLUDING REMARKS

This chapter considered the VA decoding of binary and non-binary linear block codes. Firstly, a
detailed description was given of the BCJR trellis construction technique forlinear block codes,
followed by novel trellis complexity calculation and reduction techniques. Next followed an in-depth
discussion on the block-wise VA as applied to BCJR trellises. Several hardand soft decision branch
metric calculation methods, employing CSI, were considered. Lastly, BER bounds were presented
for AWGN and slow Rayleigh flat fading channels. The main contributions ofthis chapter are the
following:

1. Section4.2.1 presents ”The Complete Idiots Guide to...” for the construction of unexpurgated BCJR
linear block code trellises. The simple step-by-step algorithm presented is applicable to both binary
and non-binary linear block codes.

2. A novel BCJR trellis expurgation scheme is presented inSection4.2.2. This algorithm can be
used to prune both binary and non-binary BCJR linear block code trellisesto contain only paths
representing valid code words.

3. Section4.3.1 describes a method whereby the trellis complexity of BCJR trellises for binary and
non-binary linear block codes can be calculated (or at least closely estimated). This is then followed
in Section4.3.2 by a rudimentary technique that can be used to reduce the complexity of the BCJR
trellis structures for binary linear block codes.

4. In Section4.4.1 the classic block-wise VA, applicable to BCJR linear block code trellises,is pre-
sented.Section4.4.2.2 gives attention to the inclusion of fading amplitude CSI into the branch
metric calculations used during soft decision decoding.
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CHAPTER FIVE

PERFORMANCEEVALUATION PLATFORMS

5.1 CHAPTER OVERVIEW

THE first part of this chapter details the operation of the general baseband complex QPSK trans-
mitter and receiver structures [81] employed in the AWGN and flat fading channel simulations

of Chapter6. Also briefly described is the estimation of the average fading amplitude associated
with each of the individual demodulated QPSK receiver output data bit estimates. Analytical BER
performances for uncoded coherently demodulated QPSK communication systems, functioning in a
variety of mobile radio channel conditions, is the final topic discussed in this part of the chapter.

The baseband complex DS/SSMA QPSK transmitter and RAKE receiver structures [47] employed in
the frequency selective fading channel simulations ofChapter6 are the first topics discussed in the
second part of this chapter. This is followed by a discussion on the estimationof the average fading
amplitude associated with each of the RAKE receiver output data bit estimates.A concise derivation
of an approximate BER curve for the wideband transmitter and RAKE receiver structures concludes
this part of the chapter.

Considered in the third and final part of this chapter is the general simulationplatforms employed
in Chapter6. This includes the transmitter and receiver setups for both the narrowband QPSK and
wideband DS/SSMA QPSK communication systems employed, as well as a comprehensive overview
of the wide variety of AWGN, flat fading and multipath fading channel configurations considered.

5.2 NARROWBAND COMPLEX QPSK COMMUNICATION SYSTEMS

The following subsections describe the general transmitter and receiverstructures, as well as the
analytic BER performances, of the complex QPSK communication system employed in the AWGN
and flat fading channel simulations ofChapter6. These baseband models were designed to be used
in conjunction with the complex flat fading channel simulator shown inFig. 2.5, negating the need
for unnecessary carriers and subsequent high sampling frequencies during the simulations.

5.2.1 COMPLEX QPSK TRANSMITTER STRUCTURE AND OPERATION

Shown in Fig. 5.1 is the general structure of a baseband complex QPSK transmitter [47]. Let
the mth set ofW antipodal coded or uncoded data bits that are to be transmitted by the complex
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S/P or

Splitter
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I
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( )Q
Txh t
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Pulse
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( )I
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( )Q
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Figure 5.1: Complex QPSK Transmitter Structure

QPSK transmitter, having values from the antipodal alphabet{1,−1}, be contained in the vector
cm = {cm,0, cm,1, ..., cm,W−1}.

The first action taken by the transmitter is to subdivide this input data stream vector into I-channel
and Q-channel symbol stream vectors according to one of two possible methods: The classic method,
commonly referred to as unbalanced or dual-channel modulation, entails subdividingcm into distinct
length-W/2 I-channel and Q-channel symbol streams using aserial-to-parallelconverter (denoted by
the blockS/P in Fig. 5.1). These I-channel and Q-channel symbol streams are given by:

cI
m = {cI

m,0, c
I
m,1, ..., c

I
m,W/2−1} = {cm,0, cm,2, cm,4, ..., cm,W−2} (5.1)

and:
cQ
m = {cQ

m,0, c
Q
m,1, ..., c

Q
m,W/2−1} = {cm,1, cm,3, cm,5, ..., cm,W−1} (5.2)

respectively. Note that the duration of a QPSK symbol is twice that of an uncoded data bit, i.e.
Ts = 2.Tb.

Alternatively, the same data bits fromcm can be used on both the I-channel and the Q-channel,
resulting in abalancednarrowband complex QPSK transmitter structure. With this transmitter con-
figuration, the respective length-W I-channel and Q-channel symbol stream vectors are given by:

cI
m = {cI

m,0, c
I
m,1, ..., c

I
m,W−1} = {cm,0, cm,1, ..., cm,W−1} (5.3)

and:
cQ
m = {cQ

m,0, c
Q
m,1, ..., c

Q
m,W−1} = {cm,0, cm,1, ..., cm,W−1} (5.4)

Thus, a balanced complex QPSK transmitter is in essence a complexBinary Phase Shift Keying
(BPSK) transmitter. The QPSK symbol rate is now the same as the bit rate, i.e.Ts = Tb.

Next, the antipodal I-channel and Q-channel symbols contained in thesestream vectors are pulse
shaped in order to minimise the transmission bandwidth and the ISI at the receiver. The first step
in the pulse shaping process is to multiply the antipodal values with appropriate excitation signals
for the pulse shaping filters. Since this study’s narrowband complex QPSKsimulations make use of
square-root Nyquist pulse shaping filters (seeSection5.4.1), designed for impulse transmission [154],
the following I-channel and Q-channel excitation signals are employed:

xI(t) = xQ(t) =

{

1 if t mod(Tp) = 0

0 Otherwise
(5.5)
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whereTp = Ts is the duration of a QPSK symbol. Let the I-channel and Q-channel pulseshaping
filters’ impulse responses be denoted byhI

p(t) andhQ
p (t) (seeSection5.4.1), respectively. Themth

I-channel and Q-channel pulse shaping filter outputs are now:

cI
m(t) =

(
Y∑

i=0

cI
m,i.x

I (t − i.Ts)

)

⊗ hI
p(t) (5.6)

and:

cQ
m(t) =

(
Y∑

i=0

cQ
m,i.x

Q (t − i.Ts)

)

⊗ hQ
p (t) (5.7)

respectively, whereY = W/2 − 1 for dual-channel modulation, orY = W − 1 for balanced modu-
lation.

Further bandlimiting of the pulse shaped symbols are accomplished by the I-channel and Q-channel
transmit filters, characterised by the respective impulse responseshI

Tx(t) andhQ
Tx(t). The outputs

of these filters form the respective real and imaginary parts of themth output signalsm(t) of the
complex QPSK transmitter:

sm(t) = Re {sm(t)} + j. Im {sm(t)} = cI
m(t) ⊗ hI

Tx(t) + j.cQ
m(t) ⊗ hQ

Tx(t) (5.8)

5.2.2 COMPLEX QPSK RECEIVER STRUCTURE AND OPERATION
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∑
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Figure 5.2: Complex QPSK Receiver Structure

The complex QPSK receiver structure [47] associated with the transmitter structure discussed inSec-
tion 5.2.1, is shown inFig. 5.2. Assume that themth complex QPSK output signalsm(t) has been
adversely effected by AWGN and flat fading channel effects, yieldingthe complex receiver input
signalrm(t):

rm(t) = Re {rm(t)} + j. Im {rm(t)} = (Re {sm(t)} + j. Im {sm(t)}) .̟(t) + η(t) (5.9)

where̟(t) is a complex flat fading process, defined byEq. (2.46). The AWGNη(t) is also a complex
process:

η(t) = Re {η(t)} + j. Im {η(t)} (5.10)

The complex QPSK receiver functions as follows: Firstly, the real and imaginary parts of the complex
receiver input signalrm(t) are filtered by the lowpass receive filtershI

Rx(t) andhQ
Rx(t), respectively,

in order to bandlimit the AWGN entering the receiver. The outputs of the receive filters are phase cor-
rected to create the in-phase and quadrature coherent inputs for the in-phase matched filterhI

m(t) and
quadrature matched filterhQ

m(t), respectively. The outputs of the in-phase and quadrature matched

DEPARTMENT OFELECTRICAL, ELECTRONIC AND COMPUTER ENGINEERING 77

UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  eettdd  ––  SSttaapphhoorrsstt,,  LL    ((22000055))  
  
  
 
  



CHAPTER FIVE PERFORMANCEEVALUATION PLATFORMS

filters are sampled at time instancei.Ts + τ̂Rx to give:

yI
m,i =

[([
hI

Rx(t) ⊗ Re {rm(t)}
]
cos

(

φ̂(t)
)

−
[

hQ
Rx(t) ⊗ Im {rm(t)}

]

sin
(

φ̂(t)
))

⊗ hI
m(t)

]

t=i.Ts+τ̂Rx

(5.11)

and:
yQ

m,i =
[([

hQ
Rx(t) ⊗ Im {rm(t)}

]

sin
(

φ̂(t)
)

+

[
hI

Rx(t) ⊗ Re {rm(t)}
]
cos

(

φ̂(t)
))

⊗ hQ
m(t)

]

t=i.Ts+τ̂Rx

(5.12)

respectively, wherêφ(t) is the sum of an estimate of the channel phase alteration experienced by
the transmitted signal (seeSection3.3.5) and the phase distortion introduced by the receive fil-
ters. The parameter̂τRx is an estimate of the time delay a complex QPSK symbol experiences
due to the receive filters. These sampled matched filter outputs are then stored in the vectors
yI

m = {yI
m,0, y

I
m,1, ..., y

I
m,W/2−1} andyQ

m = {yQ
m,0, y

Q
m,1, ..., y

Q
m,W/2−1}, respectively.

The final action taken by the complex QPSK receiver is to create the resultant receiver output vec-
tor ym, which is an estimate of the original data bit vectorcm used by the transmitter as input (see
Section5.2.1): For dual-channel modulation,ym is constructed by interweaving themth I-channel
and Q-channel estimate vectors using aparallel-to-serialconverter (denoted by the blockP/S in Fig.
5.2), whereas with balanced modulation,yI

m andyQ
m are linearly combined to formym.

5.2.3 AVERAGE FADING AMPLITUDE CALCULATION FOR COMPLEX QPSK
SYSTEMS

Calculation of the average fading amplitude, associated with each output estimate contained in the
vectorym, is accomplished by filtering an estimate of the instantaneous fading amplitude using an
averaging filterhave(t) which has an impulse response identical to the matched filters used inFig.
5.2. Extraction of the average fading amplitude from this filter differs for balanced and unbalanced
transmitter configurations: With balanced modulation theith symbols transmitted on the I-channel
and Q-channel are identical. Hence, an estimate of the average fading amplitude associated with the
ith element inym is determined as follows:

α̂m,i = [α̂(t) ⊗ have(t)]t=i.Ts+τ̂Rx
(5.13)

whereα̂(t) represents an estimate of the instantaneous fading amplitude, as described by Eq. (2.9) for
the trivial case of a single path multipath channel. Considering dual-channel modulation, recall from
Section5.2.1 that theith I-channel and Q-channel symbols are transmitted simultaneously. Therefore,
it is apparent that they will experience the same instantaneous amplitude fading (seeSection2.4.1).
Hence, an estimate of the average fading amplitudes associated with the(2.i)th and(2.i + 1)th ele-
ments in the output vectorym is obtained as follows:

α̂m,(2.i) = α̂m,(2.i+1) = [α̂(t) ⊗ have(t)]t=(2.i).Ts+τ̂Rx
(5.14)
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5.2.4 ANALYTICAL BIT ERROR PROBABILITIES OF UNCODED NARROWBAND
COMPLEX QPSK COMMUNICATION SYSTEMS

5.2.4.1 AWGN CHANNEL CONDITIONS

Assuming coherent demodulation, it can be shown that the symbol error probability for a dual-channel
QPSK system functioning in AWGN channel (seeSection2.2) conditions is given by [81]:

Ps (e) = 2Q
(√

γs,m,i

)
− 1

2

[
Q

(√
γs,m,i

)]2
(5.15)

whereQ( . ) denotes the Q-function [47]. The SNR per QPSK symbol for theith symbol in themth

set of symbols, denoted byγs,m,i, is defined as follows:

γs,m,i =
Es

N0
(5.16)

whereEs is the energy per transmitted symbol andN0 is the single sided PSD of the AWGN. Note that
the squared term inEq. (5.15) becomes negligible ifγs,m,i/2 >> 1 [81]. Thus, it is commonplace to
approximateEq. (5.15) with:

Ps (e) ≃ 2Q
(√

γs,m,i

)
(5.17)

Recall that two data bits are transmitted per symbol in an uncoded dual-channel narrowband QPSK
system. Hence, the energy per bit is simplyEb = Es/2 [J]. Thus, employing Gray mapping of bits to
QPSK symbols, the bit error probability of such a system can be approximated by [81]:

Pb (e) =
Ps (γs,m,i)

2

∣
∣
∣
∣
γs,m,i=2.γb,m,i

≃ Q
(√

2.γb,m,i

)
(5.18)

whereγb,m,i is the SNR per bit for theith bit in themth vector of data bits, given by:

γb,m,i =
Eb

N0
(5.19)

In Section5.2.1 it is stated that a QPSK transmitter configured for balanced modulation is essentially
a BPSK transmitter. Thus, the bit error probability for a balanced QPSK communication system in
AWGN channel conditions will be given by [81]:

Pb (e) = Q
(√

2.γb,m,i

)
= Q

(√

2Eb

N0

)

(5.20)

whereEq. (5.19) remains valid. Thus, the BER for balanced and unbalanced narrowband QPSK
systems are essentially the same.

5.2.4.2 SLOW RAYLEIGH FLAT FADING CHANNEL CONDITIONS

Assume a narrowband QPSK signal (balanced or unbalanced) is transmitted through a slow (seeSec-
tion 2.5.1.2) Rayleigh (seeSection2.5.2.1) flat fading (seeSection2.5.1.1) channel. If the multiplica-
tive fading process is slow enough that the Rayleigh distributed fading amplitude may be regarded as
a constant during at least one symbol interval, i.e.αm,i(t) = αm,i for theith bit in themth message
bit vector, the system’s SNR per bit is given by [47, 152]:

γb,m,i = α2
m,i

Eb

N0
(5.21)
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Theα2
m,i is time-invariant with achi-squaredPDF with two degrees of freedom. Hence,γb,m,i is a

stochastic variable, which also has a chi-squared PDF with two degrees offreedom, given by [47,152]:

ρ (γb,m,i) =
1

γb,m,i

exp

(

−γb,m,i

γb,m,i

)

for γb,m,i > 0 (5.22)

whereγb,m,i is the average SNR per bit, given by [47, 152]:

γb,m,i = E
[
α2

m,i

] Eb

N0
=

Eb

N0
(5.23)

In this equationEb is the average energy per bit andE[ . ] denotes expectation. Since the derivation
of the bit error probabilities ofEq. (5.18) andEq. (5.20) were done for non-faded channel conditions,
i.e. αm,i = 1, these equations can be viewed as conditional error probabilities, with the condition that
αm,i remains fixed. Therefore, obtaining the average bit error probability for balanced and unbalanced
narrowband QPSK systems whenαm,i is random, necessitates averagingPb (e|γb,m,i) over the PDF
of γb,m,i [47, 152]:

Pb (e) =

∫ ∞

0
Pb (e|γb,m,i) ρ (γb,m,i) dγb,m,i

=
1

2

(

1 −
√

γb,m,i

1 + γb,m,i

)

=
1

2



1 −

√
√
√
√

Eb

N0

1 + Eb

N0





(5.24)

5.3 RAKE RECEIVER-BASED COMPLEX DS/SSMA QPSK COMMUNICATION
SYSTEMS

In the following subsections the RAKE receiver-based complex DS/SSMA QPSK communication
system, employed in the multipath fading channel simulations ofChapter6, is presented. Thorough
descriptions of the transmitter and receiver structures are followed by a theoretical BER performance
analysis of the system. The complex transmitter and receiver models presented here were designed to
be used in conjunction with the complex multipath fading channel simulator shown inFig. 2.8, once
again negating the need for unnecessary carriers and subsequent high simulation sampling frequen-
cies.

5.3.1 COMPLEX DS/SSMA QPSK TRANSMITTER STRUCTURE AND OPERATION

Fig. 5.3 depicts the generic structure of the baseband complex DS/SSMA QPSK transmitter of user-
q in a multi-user CDMA system [43, 47]. Assume that themth input to this transmitter iscq

m =
{cq

m,0, c
q
m,1, ..., c

q
m,W−1}, which is a vector containingW antipodal bits with values from the alphabet

{1,−1}. As shown inFig. 5.3, two options are available for the initial processing of this vector of
data bits: The first option is to subdivide it using a serial-to-parallel converter (denoted by the block
S/P in Fig. 5.3) into distinct I-channel and Q-channel symbol stream vectors, given by:

cI,q
m = {cI,q

m,0, c
I,q
m,1, ..., c

I,q
m,W/2−1} = {cq

m,0, c
q
m,2, c

q
m,4, ..., c

q
m,W−2} (5.25)

and
cQ,q
m = {cQ,q

m,0, c
Q,q
m,1, ..., c

Q,q
m,W/2−1} = {cq

m,1, c
q
m,3, c

q
m,5, ..., c

q
m,W−1} (5.26)
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Figure 5.3: Complex DS/SSMA QPSK Transmitter Structure

respectively. This approach is frequently used when binary spreading sequences are employed in
the DS/SSMA QPSK system. The symbol rate of the transmitter is half the uncodedbit rate, i.e.
Ts = 2.Tb.

The second option is to use the same data bits on both the I-channel and Q-channel, creating abal-
ancedcomplex DS/SSMA QPSK transmitter structure [43, 46, 50, 51] with length-W I-channel and
Q-channel symbols stream vectors, given by:

cI,q
m = {cI,q

m,0, c
I,q
m,1, ..., c

I,q
m,W−1} = {cq

m,0, c
q
m,1, ..., c

q
m,W−1} (5.27)

and
cQ,q
m = {cQ,q

m,0, c
Q,q
m,1, ..., c

Q,q
m,W−1} = {cq

m,0, c
q
m,1, ..., c

q
m,W−1} (5.28)

respectively. This transmitter configuration, where the symbol and bit rates are equivalent, is fre-
quently used in DS/SSMA QPSK systems employing pre-filtered CSSs (seeSectionD.3.2) in order
to take full advantage of the spectral characteristics of the CSSs (seeSection6.4.3). For example,
in [7, 10] such a balanced transmitter structure is employed in conjunction with ABC sequences (see
SectionD.3.2.2) to deliver SSB transmitter output signals.

The antipodal values contained in the I-channel and Q-channel symbolstream vectors are now pulse
shaped. This is accomplished by first multiplying these symbols with appropriatepulse shaping ex-
citation signals. Excitation vectors similar to those given inEq. (5.5) are used, withTp = Tchip (the
duration of a CSS chip). Square-root Nyquist pulse shaping filters (see Section5.4.1), designed for
impulse transmission, are used inChapter6’s DS/SSMA simulations that employ unfiltered CSSs
(seeSectionD.3.1). Alternatively, the simulations presented in this study that make use of filtered
CSSs (seeSectionD.3.2) employ no additional pulse shaping, hence the following I-channel and
Q-channel chip-level pulse shaping filter impulse responses are used inuser-q’s transmitter:

hI
p,q(t) = hQ

p,q(t) =

{

1 for 0 < t ≤ Tchip

0 Otherwise
(5.29)

After multiplication with the excitation signals, the I-channel and Q-channel are spreaded with user-
q’s I-channel and Q-channel spreading sequences, denoted bySq

I (t) andSq
Q(t), respectively. These

spreading sequences are unique to user-q. When CSSs are employed in the CDMA system,Sq
I (t) and

Sq
Q(t) can be the real and imaginary parts of user-q’s unique CSS (seeSectionD.3.1), respectively

[50, 51]. Another possibility is thatSq
I (t) and Sq

Q(t) may be linear combinations of the real and
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imaginary parts of the CSS [155]. In this study the former approach was employed, i.e. Sq
I (t) =

Re {Sq(t)} andSq
Q(t) = Im {Sq(t)}. The resultant spreaded I-channel and Q-channel streams are

given by:

cI,q
m (t) =

Y∑

j=0

cI,q
m,j .x

I
q (t − j.Ts).S

q
I (t) (5.30)

and:

cQ,q
m (t) =

Y∑

j=0

cQ,q
m,j .x

Q
q (t − j.Ts).S

q
Q(t) (5.31)

respectively, whereY = W − 1 or Y = W/2 − 1 for balanced or unbalanced (dual-channel) trans-
mitter structures, respectively. InEq. (5.30) andEq. (5.31),Ts [s] is the symbol duration. The actual
pulse shaping of the spreaded I-channel and Q-channel information are now accomplished using user-
q’s in-phase and quadrature pulse shaping filters, characterised by theimpulse responseshI

p,q(t) and

hQ
p,q(t), respectively. The resultant I-channel and Q-channel spreadedpulse shaped symbols are given

by:
sI,q
m (t) = cI,q

m (t) ⊗ hI
p,q(t) (5.32)

and:
sQ,q
m (t) = cQ,q

m (t) ⊗ hQ
p,q(t) (5.33)

respectively, where⊗ denotes convolution.

Lastly, the in-phase and quadrature pulse shaped symbol streams are bandlimited by the transmit
filtershI

Tx,q(t) andhQ
Tx,q(t), respectively, to give user-q’s complex DS/SSMA QPSK transmitter out-

put signal:
sq
m(t) = Re {sq

m(t)} + j. Im {sq
m(t)}

= sI,q
m (t) ⊗ hI

Tx,q(t) + j.sQ,q
m (t) ⊗ hQ

Tx,q(t)
(5.34)

5.3.2 COMPLEX DS/SSMA QPSK RAKE RECEIVER STRUCTURE AND OPERATION

Assume that user-q’s mth complex DS/SSMA QPSK transmitter output signal traverses a time-
invariant discrete multipath fading channel (seeSection2.4.1), consisting ofLq statistically inde-
pendent flat fading (seeSection2.5.1.1) paths [156]. The average path gain and delay associated with
this multipath channel’sith path, fori = 1, 2, ..., Lq, areβ

q
i andτ q

i , respectively. Note that the com-
plex input to user-q’s receiver, denoted byrq

m(t), will consist not only of a distorted version of the
signal generated by user-q’s transmitter, but also distorted signals originating from the transmitters of
the other users in the CDMA system.

Since a multipath fading channel exhibits a tapped delay line nature, it is apparent that the receiver
is provided withLq scaled replicas of the same transmitted signal, each replica experiencing flatfad-
ing, which is hopefully statistically independent from that experienced by the other replicas [47,110].
Hence, a receiver that is capable of optimally processing the received signal, collecting the signal
energy contained within each of the received multipath components, will achieve the performance of
an equivalentLq-th order diversity communication system. In1958 Price andGreen[157] proposed
such a receiver structure for which the name ”RAKE receiver” has been coined, since its energy ac-
cumulation action is somewhat analogous to an ordinary garden rake.Fig. 5.4 depicts the RAKE
receiver structure [43, 47], capable of optimally processing user-q’s complex received signal [158].
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Figure 5.4: Complex DS/SSMA QPSK RAKE Receiver Structure
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The first step in the demodulation process is to bandlimit the AWGN present in thecomplex received
signalrq

m(t) using the I-channel lowpass receive filterhI
Rx,q(t) and Q-channel lowpass receive filter

hQ
Rx,q(t). The resultant filtered complex received signal is given by:

rq
m,filtered(t) = Re

{

rq
m,filtered(t)

}

+ j. Im
{

rq
m,filtered(t)

}

= Re {rq
m(t)} ⊗ hI

Rx,q(t) + j. Im {rq
m(t)} ⊗ hQ

Rx,q(t)
(5.35)

Next, the noisy flat fadedLq received delayed versions of user-q’s mth original complex trans-
mitted signal are realigned with the last received multipath component. This is accomplished by
creatingLq delayed versions of the signalrq

m,filtered(t), namelyrq
m,filtered

(
t −

(
τ̂ q
Lq − τ̂ q

i

))
, with

i = 1, 2, ..., Lq. The termτ̂ q
i is an estimate of the path delay of theith multipath component. In order

for the RAKE receiver to function optimally, it requires perfect knowledge of the path delay of each
of the multipath components, i.e.τ̂ q

i = τ q
i for i = 1, 2, ..., Lq (seeSection3.3.5).

Since the multipath components arriving at the receiver have experiencedstatistically independent flat
fading and attenuation, as dictated by the power delay profile of user-q’s multipath fading channel (see
Section2.4.2), each received component’s contribution to the total realignedmth complex received
signal varies. In order to increase the influence of strong multipath components and decrease the influ-
ence of weak multipath components, each of the delayed complex received signal versions is scaled,
prior to demodulation, with an estimate (seeSection3.3.5) of its average envelope amplitude (seeSec-
tion 2.4.1). For example, the delayed filtered complex received signalrq

m,filtered

(
t −

(
τ̂ q
Lq − τ̂ q

i

))
is

scaled by the average envelope amplitude estimateβ̂
q

i . The use of this scaling technique is com-
monly referred to as MRC [43, 47, 152]. Other popular RAKE combining techniques areEqual Gain
Combining(EGC) andDifferential Phase Combining(DPC) [158]. Optimal MRC processing of the
complex received signal only occurs if the receiver has perfect knowledge of the average envelope

amplitude of each of the multipath components, i.e.β̂
q
i = β

q
i for i = 1, 2, ..., Lq.

Next, the receiver phase corrects each of the scaled and delayed versions of themth filtered com-
plex received signal. For theith delayed, scaled and filtered complex received signal compo-

nent β̂
q

i .r
q
m,filtered

(
t −

(
τ̂ q
Lq − τ̂ q

i

))
, this is accomplished by mixing it with the complex exponent

exp
(

−j.φ̂q
i (t − (τ̂Lq − τ̂ q

i ))
)

. The instantaneous phaseφ̂q
i (t − (τ̂Lq − τ̂ q

i )) is an estimate (seeSec-

tion 3.3.5) of the channel phase changes experienced by theith complex received multipath com-
ponent at the time of its reception, as well as phase distortion added by the I-channel and Q-channel
receive filters. Coherent demodulation takes place in the event that the receiver has perfect knowledge
of the path delays, I-channel and Q-channel receive filter phase distortions and each of the multipath
component’s channel phase [86], i.e.φ̂q

i (t − (τ̂Lq − τ̂ q
i )) = φq

i (t − (τLq − τ q
i )) for i = 1, 2, ..., Lq.

In order to despread user-q’s mth complex received signal, each of theLq phase corrected I-channel
and Q-channel signals are respreaded with delayed versions of user-q’s I-channel and Q-channel
spreading sequences,Sq

I

(
t − τ̂ q

Lq − τ̂ q
Rx

)
andSq

Q

(
t − τ̂ q

Lq − τ̂ q
Rx

)
, respectively. The time delayŝτ q

Lq

andτ̂ q
Rx introduced into the spreading sequences are estimates of the total delay experienced by the

realigned set of complex received signals and the time delay introduced by the receive filters, respec-
tively. Despreading is completely successful only if the receiver has perfect knowledge of these time
delays.

Continuing the demodulation procedure, the I-channel and Q-channel despreaded signals of theith

RAKE receiver tap are now processed by the respective matched filters, hI,i
m,q(t) andhQ,i

m,q(t). These
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filters are matched to the chip-level pulse shaping filters employed in the DS/SSMA QPSK trans-
mitter. The outputs of theLq I-channel and Q-channel matched filters are sampled at time instances
t = a.Tchip + τ̂ q

Lq + τ̂ q
Rx, with Tchip the duration of a spreading sequence chip. Each of the I-channel

and Q-channel matched filter outputs are accumulated for a duration ofTs [s], whereafter the accumu-
lated values are normalised with respect toTs/Tchip. TheLq I-channel accumulated values are then
linearly combined to give an estimate of thejth symbol in the original transmitted I-channel symbol
vectorcI,q

m , created by the DS/SSMA QPSK transmitter:

yI,q
m,j =

Tchip

Ts

Lq
∑

i=1

Ts/Tchip∑

a=1

[(

β̂
q

i

[

Re
{

rq
m,filtered

(
t −

(
τ̂ q
Lq − τ̂ q

i

))}

. cos
(

φ̂q
i (t − (τ̂Lq − τ̂ q

i ))
)

−

Im
{

rq
m,filtered

(
t −

(
τ̂ q
Lq − τ̂ q

i

))}

. sin
(

φ̂q
i (t − (τ̂Lq − τ̂ q

i ))
)]

×

Sq
I

(
t − τ̂ q

Lq − τ̂ q
Rx

))
⊗ hI,i

m,q(t)
]

t=j.Ts+a.Tchip+τ̂q

Lq +τ̂q
Rx

(5.36)
Linearly combining the normalisedLq Q-channel accumulated values results in an estimate of thejth

symbol of the original transmitted Q-channel symbol vectorcQ,q
m :

yQ,q
m,j =

Tchip

Ts

Lq
∑

i=1

Ts/Tchip∑

a=1

[(

β̂
q

i

[

Im
{

rq
m,filtered

(
t −

(
τ̂ q
Lq − τ̂ q

i

))}

. sin
(

φ̂q
i (t − (τ̂Lq − τ̂ q

i ))
)

+

Re
{

rq
m,filtered

(
t −

(
τ̂ q
Lq − τ̂ q

i

))}

. cos
(

φ̂q
i (t − (τ̂Lq − τ̂ q

i ))
)]

×

Sq
Q

(
t − τ̂ q

Lq − τ̂ q
Rx

))

⊗ hQ,i
m,q(t)

]

t=j.Ts+a.Tchip+τ̂q

Lq +τ̂q
Rx

(5.37)
Finalising the demodulation process, user-q’s DS/SSMA QPSK RAKE receiver creates the output
vectoryq

m, which is an estimate of the original DS/SSMA QPSK transmitter input vectorcq
m. This is

accomplished by one of two possible methods: If the transmitter structure is configured for balanced
modulation,yq

m is constructed by linearly combining the elements fromyI,q
m andyQ,q

m . Alternatively,
a parallel-to-serialconverter (denoted by the blockP/S in Fig. 5.4) createsyq

m by interlacing the
elements ofyI,q

m andyQ,q
m .

5.3.3 AVERAGE OUTPUT FADING AMPLITUDE CALCULATION FOR COMPLEX
DS/SSMA QPSK SYSTEMS WITH RAKE RECEIVERS

The first step in the calculation of user-q’s average fading amplitude for theith multipath fading
channel component is to delay an estimate of its instantaneous fading amplitudeα̂q

i (t) by
(
τ̂ q
Lq − τ̂ q

i

)
.

Next, this delayed estimate of theith channel component’s instantaneous fading amplitude is filtered
using an averaging filterhi

ave,q(t), which has an impulse response identical to the matched filters
used inFig. 5.4. Recall that the delayed complex received signalrq

m,filtered

(
t −

(
τ̂ q
Lq − τ̂ q

i

))
, with

i = 1, 2, ..., Lq, is scaled by the average envelope amplitude estimateβ̂
q
i during MRC. Hence, the av-

erage fading amplitudes associated with the elements in the receiver output vectoryq
m are normalised

averages of the linear combination of the delayed average fading amplitudesexperienced by each of
the multipath components. However, the calculation thereof differs for the balanced and unbalanced
DS/SSMA QPSK communication system configurations inFig. 5.3 andFig. 5.4: For the balanced
modulation scenario, the same data bits are transmitted on the I-channel and Q-channel. Hence, cal-
culation of an estimate of the average fading amplitude associated with thejth element of user-q’s
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receiver output vectoryq
m, is accomplished as follows:

α̂
q
m,j =

Tchip

Ts

Lq
∑

i=1

Ts/Tchip∑

a=1

β̂
q
i

[
α̂q

i

(
t −

(
τ̂ q
Lq − τ̂ q

i

))
⊗ hi

ave,q(t)
]

t=j.Ts+a.Tchip+τ̂q

Lq +τ̂q
Rx

(5.38)

whereβ̂
q

i and τ̂ q
i are estimates of theith multipath component’s average envelope amplitude (see

Section2.4.1) and delay, respectively. In the case of dual-channel modulation,thejth set of symbols
that are transmitted on the I-channel and Q-channel are two consecutive data bits from the transmitter
input vectorcq

m, defined inSection5.3.1. Consequently, an estimate of the average fading amplitude
associated with the(2.j)th and(2.j + 1)th elements of user-q’s receiver output vectoryq

m, can be
calculated as follows:

α̂
q
m,(2.j) = α̂

q
m,(2.j+1)

=
Tchip

Ts

Lq
∑

i=1

Ts/Tchip∑

a=1

β̂
q
i

[
α̂q

i

(
t −

(
τ̂ q
Lq − τ̂ q

i

))
⊗ hi

ave,q(t)
]

t=(2.j).Ts+a.Tchip+τ̂q

Lq +τ̂q
Rx

(5.39)

5.3.4 ANALYTICAL BIT ERROR PROBABILITY FOR SINGLE USER DS/SSMA QPSK
SYSTEMS WITH RAKE RECEIVERS

In [47] an approximate bit error probability is derived for the RAKE receiver-based DS/SSMA QPSK
system discussed in the previous subsections. The derivation is made under the following assump-
tions:

• User-q is the only user present in the CDMA system. Consequently, MUI is absent from the
communication system.

• The periodic auto-correlation (seeSectionD.2.2) of user-q’s I-channel and Q-channel spreading
sequences is perfect, i.e.:

RSq
I
(t),Sq

I
(t) (τ) = RSq

Q
(t),Sq

Q
(t) (τ) = δ (τ) (5.40)

• The periodic cross-correlation (seeSectionD.2.3) between user-q’s I-channel and Q-channel
spreading sequences is perfect, i.e.:

RSq
I
(t),Sq

Q
(t) (τ) = 0 ∀τ (5.41)

• Slow Rayleigh (seeSection2.5.2.1) flat fading (seeSection2.5.1.1) is experienced by each of the
Lq statistically independent paths of user-q’s multipath fading channel.

• User-q’s DS/SSMA QPSK RAKE receiver has perfect knowledge of the instantaneous phase, delay
and envelope amplitude CSI parameters of each of theLq paths in the multipath fading channel.

Derivation of the bit error probability, valid for both balanced and unbalanced modulation, is accom-
plished by first recognising that the conditional probability of error for user-q’s RAKE receiver-based
DS/SSMA QPSK system is given by [47]:

P q
b

(

e|γq
b,m,j

)

= Q
(√

2.γq
b,m,j

)

(5.42)
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whereγq
b,m,j is user-q’s total received SNR per bit for thejth bit in themth vector of data bits. Thus,

user-q’s bit error probabilityP q
b (e) can obtained by averagingP q

b

(

e|γq
b,m,j

)

over the PDF of the total

SNR per bit, denoted byρ
(

γq
b,m,j

)

: If the flat fading experienced by each of theLq paths is slow

enough that the Rayleigh distributed fading amplitude may be regarded as a constant (during at least
one symbol interval), i.e.βq

i (t) = β
q
i for i = 1, 2, ..., Lq, it can be shown that the SNR per bit for the

jth bit in themth vector of data bits of user-q’s ith received multipath component is given by:

γq,i
b,m,j =

(

β
q
i

)2 E
q
b

N0
(5.43)

whereE
q
b is user-q’s average transmitted energy per bit. It is worthwhile to note that the energyper

bit for balanced and unbalanced modulation is identical for the transmitter structure shown inFig.
5.3 [50]. Thus, user-q’s total received SNR per bit for thejth bit in the mth message word can be
calculated as follows:

γq
b,m,j =

Lq
∑

i=1

γq,i
b,m,j =

E
q
b

N0

Lq
∑

i=1

(

β
q
i

)2
(5.44)

Sinceγq,i
b,m,j , with i = 1, 2, ..., Lq, are random variables with chi-squared distributions (with two

degrees of freedom), it can be shown that the PDF of the total SNR per bitis given by [47, 152]:

ρ
(

γq
b,m,j

)

=
Lq
∑

i=1




1

γq,i
b,m,j





Lq
∏

a=1,a 6=i

γq,i
b,m,j

γq,i
b,m,j − γq,a

b,m,j



 exp

(

−
γq

b,m,j

γq,i
b,m,j

)

 for γq
b,m,j ≥ 0

(5.45)
whereγq,i

bm,j is the average SNR per bit for thejth bit in themth message word vector on theith path,
defined as:

γq,i
b,m,j = E

[(

β
q
i

)2
]

Eq
b

N0
(5.46)

with E[ . ] denoting expectancy. Thus, withρ
(

γq
b,m,j

)

as defined byEq. (5.45), the bit error

probability for user-q can be determined as follows [47, 152]:

P q
b (e) =

∫ ∞

0
P q

b
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e|γq
b,m,j

)

ρ
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γq
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)

dγq
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







(5.47)

According to theCentral Limit Theorem(CLT), MUI can be incorporated intoEq. (5.47) by means
of a GA [49, 50], or improved GA, at high user loads. This entails modelling the MUI as a zero
mean Gaussian process with a variance ofσ2

MUI , and then adding this variance to the AWGN (see
Section2.2) variance present inEq. (5.47) [50]. The varianceσ2

MUI will be a function of the type
and the length of the spreading sequences used in the CDMA system, the received signal power of
each CDMA user’s signal at user-q’s receiver, and most importantly, the number of users present in
the CDMA system [50]. Although better approaches than the GA and improved GA are available
to described MUI in DS/SSMA systems [113], these usually requiring more complex, higher order
statistical analyses of the spreading sequences employed.

The complexity and scope this study’s multi-user multipath fading performance evaluation platform,
discussed inSection5.4.3, far exceeds the mobile environment assumed during the derivation ofthe
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theoretical BER performance curve ofEq. (5.47). Furthermore,Eq. (5.47)’s theoretical curve has
several deficiencies, as discussed above. As such, this theoretical curve was not used for reference
purposes during the examination of the simulated multi-user multipath fading channel BER perfor-
mance results, presented inSection6.5. Instead, Monte Carlo simulation results, presented byPovey
et al. in [158] for a32-tap RAKE receiver-based DS/SSMA system, are used for baseline reference
purposes.

5.4 GENERAL SIMULATION CONFIGURATIONS

The following three subsections detail the general experimental setups for the AWGN, flat fading
and multipath fading channel simulations ofChapter6. This includes the transmitter, receiver and
channel configurations employed in the simulation study.

5.4.1 SIMULATIONS IN AWGN CHANNEL CONDITIONS

Shown inFig. 5.5 is the general narrowband complex QPSK communication system employed in
the AWGN channel simulations ofChapter6. For a specificEb/N0 ratio, this simulation platform

Channel

Encoder
(with Optional Puncturer)

Complex
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Transmitter
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Channel Decoder
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Depuncturer)
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my
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{ }Im ( )mr t

Figure 5.5: General AWGN Channel Simulation Platform

operates as follows: Firstly, themth data vectordm is encoded by the channel encoder under inves-
tigation. If so required, the resultant set of code bits are then punctured(seeSection3.2.4), giving
cm. Next, the transmitter creates themth set of complex QPSK symbolssm(t) by modulating the
code bits incm. Table5.1 details the general configuration of the transmitter structure. Most of these

Table 5.1: Narrowband Complex QPSK Transmitter Configuration

Configuration Option/Parameter Setting

Symbol Rate [symbols/s] 1000

Effective RF Carrier [MHz] 900

Simulation RF Carrier [MHz] 0

Transmit Filters None

Pulse Shaping Filters Shaping: Square-Root Nyquist

Roll-off Factor:ς = 0.5

Modulation Approach Balanced
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parameters were arbitrarily chosen. For example, the QPSK symbol rate was conveniently chosen as
1000 symbols/s, since it has no bearing on the BER performance of such a system at a specificEb/N0

value in AWGN channel conditions. Although the simulations were performed completely in base-
band, i.e. at a carrier frequency of0 MHz, an effective RF frequency of900 MHz was assumed, since
this a common RF carrier frequency used in commercial wireless communication systems, such as
GSM. The effective RF carrier has no real influence on the BER performance results obtained under
AWGN channel conditions, but plays an important role in flat fading and frequency selective fading
simulations.

As indicated byTable5.2, square-root Nyquist pulse shaping [44, 154, 159, 160] was employed. A
square-root Nyquist pulse is defined as follows:

hsqrt−Nyq(t) =






1

1 −
(

4ςt
Tp

)2










(

1 − ς
√

Tp

)


sin

(
π(1−ς)t

Tp

)

(
π(1−ς)t

Tp

)



 +
4ς

π
√

Tp

(

cos

(
π (1 + ς) t

Tp

))




(5.48)
whereς is the roll-off factor [44, 159, 160] of the pulse. In this study a roll-off factor ofς = 0.5 was
used. The parameterTp represents the pre-pulse shaping symbol duration, which was set toTp = Ts

for the narrowband simulations in AWGN and flat fading channel conditions. Fig. 5.6 depicts a
normalised square-root Nyquist pulse forς = 0.5 and arbitraryTp. Thus, for the transmitter ofFig.
5.1,hI

p(t) = hQ
p (t) = hsqrt−Nyq(t) with Tp = Ts. An estimate of the baseband transmitted signal’s

bandwidth is easily calculated as follows [47]:

Bsig =
1

2.Ts
(1 + ς) = 750 Hz (5.49)

Next, the QPSK modulated symbols experience the adverse effects of AWGN, presenting the nar-
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Figure 5.6: Normalised Square-Root Nyquist Pulse Shape forς = 0.5
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rowband complex QPSK receiver, configured according toTable 5.2, with themth noisy input
rm(t). Table 5.2 states that the baseband receiver employs6th order lowpass elliptic receive fil-

Table 5.2: Narrowband Complex QPSK Receiver Configuration

Configuration Option/Parameter Setting

Symbol Rate [symbols/s] 1000

Effective RF Carrier [MHz] 900

Simulation RF Carrier Baseband Simulation

Symbol Synchronisation Perfect

Carrier Synchronisation Perfect

Receive Filters Type: Elliptic

Order:6

Cutoff Frequency [Hz]:fcut = 1/Ts = 1000

Passband Ripple [dB]:0.1

Stopband Attenuation [dB]:40

Demodulation Approach Balanced Matched Filtering

Matched Filters Shaping: Square-Root Nyquist

Roll-off Factor:ς = 0.5

ters [44, 114, 161] on the I-channel and Q-channel branches, which minimise the AWGN entering
the receiver. Shown inFig. 5.7 are the amplitude and phase responses of these filters, normalised
with respect to the cutoff frequencyfcut. This type of lowpass filter was used, since it exhibits linear
phase characteristics (see the bottom figure shown inFig. 5.7). Note thatfcut = 1000 Hz, which was
chosen somewhat larger thanBsig to ensure minimal phase distortion throughout the frequency band
0 ≤ f ≤ Bsig. Furthermore,Table5.2 states that square-root Nyquist matched filters are employed
on the I-channel and Q-channel of the narrowband complex QPSK receiver. Thus, it follows that
hI

m(t) = hQ
m(t) = hsqrt−Nyq(t) with Tp = Ts.

After demodulation, the channel decoder is presented withym, a noisy estimate of the original code
bits modulated by the narrowband complex QPSK transmitter. Before it attempts to decodeym, the
channel decoder first restores possible punctured code bits by declaring the necessary erasures (see

Section3.3.4). Thereafter its decoding efforts produced̂m, which is an estimate of the original data

bit vectordm. By comparinĝdm anddm, the number of errors incurred by the coded narrowband
complex QPSK system for themth vector of data bits at the currentEb/N0 is determined. Repeating
the above process numerous times a statistically acceptable BER can be determined.

5.4.2 SIMULATIONS IN FLAT FADING CHANNEL CONDITIONS

Fig. 5.8 depicts the general simulation platform employed in the flat fading simulations of Chapter
6. Except for the addition of a complex flat fading channel simulator, this simulation platform is
essentially identical to the AWGN channel simulation platform detailed inSection5.4.1. As such, the
narrowband complex QPSK transmitter and receiver, shown inFig. 5.8, are also configured according
to Table5.1 andTable5.2, respectively.

Table5.3 details the complex flat fading channel configurations considered inChapter6. Recall
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Figure 5.7: Amplitude and Phase Responses of the6th Order Lowpass Elliptic Receive Filters

Table 5.3: Possible Flat Fading Channel Simulator Configurations

Configuration Option/Parameter Settings Supported

Rician Factors [dB] 9, 6, 0,−100

100 (Velocity of 120 km/h, RF Carrier @900 MHz)

Doppler Spread [Hz] 67 (Velocity of 80 km/h, RF Carrier @900 MHz)

33 (Velocity of 40 km/h, RF Carrier @900 MHz)

from Table5.1 andTable5.2 that an effective RF carrier frequency of900 MHz is used. Thus, using
Eq. (2.2) with an angle of arrival ofθA(t) = 0 rad, the supported Doppler spread frequencies of33
Hz, 67 Hz and100 Hz relate to relative transmitter-to-receiver velocities of40 km/h, 80 km/h and
120 km/h, respectively. Recall fromSection5.4.1 that the QPSK transmitter’s output signal has a
bandwidth of approximatelyBsig = 750 Hz. SinceBD < Bsig, it follows that the system expe-
riences relatively slow flat fading. However, the ratio of signal bandwidth to Doppler spread is not
large enough to assume a fading amplitude that remains essentially constant during one QPSK sym-
bol period.

This simulation platform operates in a similar fashion as the AWGN channel simulation platform
discussed inSection5.4.1, with the exception of the following:

• Prior to the modulation of the channel coded bits by the narrowband complex QPSK transmitter,
optional interleaving (seeSection3.2.3) is now also supported. At the receiver de-interleaving (see
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Figure 5.8: General Flat Fading Channel Simulation Platform

Section3.3.3) can be performed to undo any interleaving introduced at the transmitter.

• The complex QPSK channel symbols experience not only the adverse effects of AWGN, but also
that of flat fading, created by the complex flat fading channel simulator.

• The channel decoder is capable of using CSI, obtained directly from thecomplex flat fading channel
simulator (seeSection2.6.2.5), in its decoding efforts.

5.4.3 SIMULATIONS IN FREQUENCY SELECTIVE FADING CHANNEL CONDITI ONS

Fig. 5.9 depicts the frequency selective fading channel simulation platform used in this study [156].
This platform is built around the RAKE receiver-based complex DS/SSMA QPSK communication
system discussed inSection5.3. Table5.4 summarises the general wideband transmitter configura-
tion supported by each of the users in the CDMA environment. As stated in this table, this dissertation
investigated the BER performances of coded wideband systems employing either unfiltered (seeSec-
tion D.3.1), or filtered (seeSectionD.3.2) CSS families: With unfiltered CSS families, such as the
Zadoff-Chu(ZC) andQuadriphase(QPH) families considered in this study, there is no bandlimiting
built into the CSSs. Thus, additional pulse shaping is required to ensure effective spectrum utilisa-
tion. Similar to the narrowband simulation platforms discussed in the previous sections, square-root
Nyquist pulse shaping is employed. However, pulse shaping is performedat CSS chip-level, i.e.
the pulse shapehsqrt−Nyq(t) shown inFig. 5.6 is employed withTp = Tchip. Thus, for the pulse
shaped CSS scenarios, the bandwidth of the baseband transmitter output signal can be approximated
as follows:

Bsig =
1

2.Tchip
(1 + ς) = 47250 Hz (5.50)

In the case of the pre-filtered ABC and DSB CE-LI-RU filteredGeneralised Chirp-like(GCL) CSSs,
no additional bandlimiting is required, i.e. simple rectangular pulse shaping canbe used. It has been
shown that, when the spreading sequence lengthMseq is sufficiently large, thelinearly interpolating
root-of-unityfiltering technique [7, 8] employed in the generation of a DSB CE-LI-RU filtered GCL
CSSs produces a signal bandwidth equivalent to that generated by Nyquist filtering with a roll-off
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Figure 5.9: General Multipath Fading Channel Simulation Platform

factor approachingς = 0. Thus, the signal bandwidth of a baseband complex DS/SSMA QPSK
communication system, configured to employ DSB CE-LI-RU filtered GCL CSSs,can be calculated
as follows:

Bsig =
1

2.Tchip
= 31500 Hz (5.51)

In the case of the ABC sequences, balanced quadrature modulation will result in only the lower or
upper sideband being transmitted, subsequently halving the required signal bandwidth:

Bsig =
1

4.Tchip
= 15750 Hz (5.52)

Up to 10 distinct CDMA users are supported by the simulation platform depictedin Fig. 5.9. How-
ever, only a single baseband complex RAKE receiver (user-1’s receiver was used in this study) is
present in the simulation platform, since only a single user’s corrupted signal is demodulated and
processed to determine the coded CDMA system’s BER performance. Otherusers’ signals present
at this receiver’s input create the MUI in the CDMA system. The BER performance of the RAKE
receiver-based complex DS/SSMA QPSK communication systems in the presence of MUI is not only
a function of the length of the CSSs employed (denoted byMseq), but also the selection of good CSSs
from a complete CSS family. This was found to be true for all of the CSS families considered, but
especially for ABC sequences. InSection6.5.1.3.2 andSection6.5.1.3.3 in-depth studies are under-
taken into the influence of these two factors on the BER performance of uncoded DS/SSMA QPSK
communication systems employing ABC sequences.

For each of the10 possible users in the CDMA system a unique complex multipath fading channel
simulator (seeSection2.6.3.2) configuration was chosen, since the movement of the users’ wideband
complex transmitters relative to the single complex RAKE receiver is stochastic.However, perfect
power control is assumed, i.e. the average powers of all the users’ corrupted signals entering user-1’s
RAKE receiver are equal. Listed inTable5.5 andTable5.6 are the complex multipath fading channel
simulator configurations for the10 possible users. Each user’s multipath fading channel simulator
was configured to have3 statistically independent paths, a choice frequently encountered in literature
related to simulation studies on wideband CDMA systems. The Rician factor and Doppler spread for
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Table 5.4: Wideband Complex DS/SSMA QPSK Transmitter Configuration

Configuration Option/Parameter Setting

CSS Families ABC, DSB CE-LI-RU Filtered GCL,

Supported Unfiltered ZC, Unfiltered QPH

Unspreaded Symbol Rates [symbols/s] 1032.786 (Length-61 ABC Sequences)

984.375 (Length-64 ABC Sequences)

496.063 (Length-127 ABC Sequences)

1000 (All Length-63 Sequences)

Spreading Sequence Lengths [chips] 61 (Only ABC Sequences)

63 (All CSS Families)

64 (Only ABC Sequences)

127 (Only ABC Sequences)

Spreading Sequence Rate [chips/s] 63000

Effective RF Carrier [MHz] 900

Simulation RF Carrier [MHz] 0

Transmit Filters None

Pulse Shaping Filters: Shaping: Square-Root Nyquist

Unfiltered Complex Spreading Sequences Roll-off Factor:ς = 0.5

Pulse Shaping Filters: Shaping: Rectangular

Filtered Complex Spreading Sequences Roll-off Factor: N/A

Modulation Approach Balanced

Power Control Perfect

the ith path of each user’s channel simulator, respectively denoted byKi andBD,i, were randomly
chosen from the options supported by the complex flat fading channel simulator, given inTable5.3.
Recalling the possible transmitter signal bandwidths for the different classes of CSSs, given byEq.
(5.50), Eq. (5.51) andEq. (5.52), the different signal duration possibilities can be estimated as
Tsig = 1/Bsig. With these signal bandwidths and durations known, each user’s path powers and
relative path delays, respectively denoted byτi andPi, with i = 1, 2, 3, were chosen according to
exponential decay power delay profiles (seeSection2.6.3.3) that conform to the requirements for fre-
quency selective fading, i.e.Bsig > BC andTsig < στ (seeSection2.5.1.1). Note that the maximum
excess delay (seeSection2.4.3.1) of user-1 is τmax = 200 µs, which is12.6 CSS chips, or one fifth
of a length-63 CSS in duration.

Table5.7 details the complex DS/SSMA QPSK RAKE receiver’s general configuration. Note that
the lowpass elliptic receive filters employed in the RAKE receiver were identical to those used in
the narrowband receivers, with the exception of the cutoff frequency, fcut = 1/Tchip = 63000 Hz.
Thus,Fig. 5.7, withfcut = 1/Tchip, also depicts the frequency response of the wideband system’s re-
ceive filters. Furthermore, the single RAKE receiver present in the CDMA system was configured to
be perfectly synchronised with the received signal initially generated by user-1’s wideband complex
transmitter, i.e. perfect carrier, chip and symbol synchronisation were assumed on each of the RAKE
taps.
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CHAPTER FIVE PERFORMANCEEVALUATION PLATFORMS

Table 5.5: Complex Multipath Fading Channel Simulator Configurations for Users1 to 5

User Number

1 2 3 4 5

P1 [dB] −0.1394 −0.3866 −0.2820 −0.5303 −1.0279

Path 1 K1[dB] 9 9 9 9 9

Setup BD,1 [Hz] 100 33 67 33 100

τ1 [µs] 0 20 30 10 40

P2 [dB] −15.1394 −10.8866 −12.2820 −9.5303 −7.0279

Path 2 K2 [dB] 0 0 0 0 0

Setup BD,2 [Hz] 67 100 33 67 33

τ2 [µs] 100 90 110 70 80

P3 [dB] −30.1394 −24.3866 −24.2820 −24.5303 −19.0279

Path 3 K3 [dB] −100 −100 −100 −100 −100

Setup BD,3 [Hz] 33 67 100 100 67

τ3 [µs] 200 180 190 170 160

RMS Delay Spreadστ [µs] 18.286 21.288 21.108 20.947 20.208

Coherence BandwidthBC [Hz] 10937 9395 9475 9548 9897

Table 5.6: Complex Multipath Fading Channel Simulator Configurations for Users6 to 10

User Number

6 7 8 9 10

P1 [dB] −0.3820 −0.2131 −0.3764 −0.2063 −0.5303

Path 1 K1[dB] 9 9 9 9 9

Setup BD,1 [Hz] 67 100 67 33 33

τ1 [µs] 20 30 10 0 30

P2 [dB] −10.8820 −13.7131 −10.8764 −13.7063 −9.5303

Path 2 K2 [dB] 0 0 0 0 0

Setup BD,2 [Hz] 100 100 67 33 67

τ2 [µs] 90 120 80 90 90

P3 [dB] −25.8820 −22.7131 −28.8764 −24.2063 −24.5303

Path 3 K3 [dB] −100 −100 −100 −100 −100

Setup BD,3 [Hz] 33 67 33 67 33

τ3 [µs] 190 180 200 160 190

RMS Delay Spreadστ [µs] 20.897 21.060 20.288 20.555 20.947

Coherence BandwidthBC [Hz] 9571 9497 9858 9730 9548
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CHAPTER FIVE PERFORMANCEEVALUATION PLATFORMS

Table 5.7: Wideband Complex DS/SSMA QPSK RAKE Receiver Configuration

Configuration Option/Parameter Setting

CSS Families ABC, DSB CE-LI-RU Filtered GCL,

Supported Unfiltered ZC, Unfiltered QPH

Unspreaded Symbol Rates [symbols/s] 1032.786 (Length-61 ABC Sequences)

984.375 (Length-64 ABC Sequences)

496.063 (Length-127 ABC Sequences)

1000 (All Length-63 Sequences)

Spreading Sequence Lengths [chips] 61 (Only ABC Sequences)

63 (All CSS Families)

64 (Only ABC Sequences)

127 (Only ABC Sequences)

Spreading Sequence Rate [chips/s] 63000

Effective RF Carrier [MHz] 900

Simulation RF Carrier [MHz] 0

Receive Filters Type: Elliptic

Order:6

Cutoff Frequency [Hz]:fcut = 63000

Passband Ripple [dB]:0.1

Stopband Attenuation [dB]:40

Matched Filters: Shaping: Square-Root Nyquist

Unfiltered Complex Spreading Sequences Roll-off Factor:ς = 0.5

Matched Filters: Shaping: Rectangular

Filtered Complex Spreading Sequences Roll-off Factor: N/A

Demodulation Approach Balanced Matched Filtering

RAKE Receiver MRC, Perfect Knowledge of Path Delays

Configuration and Instantaneous Fading Amplitudes

Symbol Synchronisation Perfect for Each RAKE Receiver Tap

Carrier Synchronisation Perfect for Each RAKE Receiver Tap

Code Lock Perfect for Each RAKE Receiver Tap
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CHAPTER FIVE PERFORMANCEEVALUATION PLATFORMS

The frequency selective fading channel simulation platform shown inFig. 5.9 operates as follows:
Firstly, user-1’s mth data bit vectord

1
m is encoded by the channel coder under investigation. If

so required, the channel coded bits are interleaved and/or punctured togive c1
m. The vectorc1

m is
modulated by user-1’s baseband complex DS/SSMA QPSK transmitter to gives1

m(t). The output
s1
m(t) is now processed by user-1’s complex multipath fading channel simulator. Similar processing

is done by the other users’ multipath fading channel simulators on their respective modulated symbols.
Next, the channel simulator outputs are summed, followed by the addition of AWGN. The result is
user-1’s complex RAKE receiver inputr1

m(t). This input is demodulated by the complex RAKE
receiver, givingy1

m, which is a soft estimate ofc1
m. Following possible de-puncturing and/or de-

interleaving ofy1
m, the channel decoder creates an estimate ofd

1
m, denoted bŷd

1

m. Repeating the

process described above numerous times, comparingd
1
m andd̂

1

m for each encoding instance, the BER
performance of the coded RAKE receiver-based complex DS/SSMA QPSK communication system
can be estimated for the current channel conditions.

5.5 CONCLUDING REMARKS

This chapter set out to describe the performance evaluation platforms implemented in the simulation
study of this dissertation. Firstly, the operation, average fading amplitude calculation and theoreti-
cal BER performances of the narrowband complex QPSK communication system employed in the
AWGN and flat fading channel simulations ofChapter6 were considered. This was followed by a
similar discussion on the wideband RAKE receiver-based complex DS/SSMAQPSK communication
system, employed inChapter6’s frequency selective fading channel simulations. Lastly,Chapter6’s
AWGN, flat fading and frequency selective fading channel simulation platforms, constructed using
the above mentioned narrowband and wideband communication systems, weredescribed in detail.
Listed below are the unique contributions that were made in this chapter:

1. Section5.2 describes the operation and theoretical BER performances of a novel baseband complex
QPSK communication system. This model is ideal for simulation purposes, since itnegates the use
of high sampling frequencies. A novel average fading amplitude CSI calculation technique is
presented inSection5.2.3.

2. A unique baseband RAKE receiver-based complex DS/SSMA QPSK communication system is
presented inSection5.3. The general operation of the baseband complex DS/SSMA QPSK trans-
mitter and RAKE receiver structures are detailed in this subsection.Section5.3.3 describes a
simple, but innovative method whereby average fading amplitude CSI can becalculated for each
of the output demodulated code bits after the RAKE receiver’s MRC demodulation efforts. Lastly,
a simplified theoretical derivation of the wideband system’s multipath fading channel BER perfor-
mance, in the absence of MUI, is considered.

3. A flexible baseband simulation platform, suitable for AWGN channel performance testing of chan-
nel coding schemes, is presented inSection5.4.1. This platform employs the narrowband complex
QPSK transmitter and receiver structures ofSection5.2. Furthermore, this platform includes real-
istic pulse shaping and receiver filters in order to ensure the authenticity ofthe simulation results
presented inChapter6.

4. Also built around the baseband complex QPSK transmitter and receiver structures described in
Section5.2, is the baseband flat fading channel simulation platform described inSection5.4.2.
This platform employs the novel complex implementation ofClarke’s flat fading channel simu-
lator model, presented inSection2.6.2.3. A number of frequently encountered Doppler spread
frequencies and Rician factors are supported by this simulation platform, making it possible to
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CHAPTER FIVE PERFORMANCEEVALUATION PLATFORMS

determine the BER performances for channel coding schemes in a multitude ofrealistic flat fading
channel conditions.

5. Section5.4.3 presents one of the major contributions of this dissertation, namely a baseband multi-
user multipath fading channel simulation platform, employing RAKE receiver-based complex
DS/SSMA QPSK communication systems (seeSection5.4.3). Not only is this simulation plat-
form a useful tool with which the communications engineer can determine the effects of multipath
fading on different channel coding schemes, but it also supports multi-user CDMA experiments.
Since each user’s wideband transmitter output signal is processed by anindividual complex multi-
path fading channel simulator, realistic wideband multi-user mobile communication environments
can be recreated.
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CHAPTER SIX

SIMULATION RESULTS

6.1 CHAPTER OVERVIEW

THIS chapter commences with extensive investigations into the operation of the complex flat and
multipath fading channel simulator structures, proposed inSection2.6.2.3 andSection2.6.3.2,

respectively. Numerous simulation results verify accurate functioning of the complex channel simu-
lators. Included are detailed time and frequency domain analyses of the output signals generated by
these complex channel simulators. Studies into the statistical behaviours of theproposed simulators
are also given.

Next, Chapter6 focusses on the narrowband complex QPSK and wideband complex DSSS/MA
QPSK communication systems, presented inSection5.2 andSection5.3, respectively. The func-
tioning of these narrowband and wideband communication systems are scrutinised in perfect and
fading channel conditions. A multitude of time signals, measured at crucial system interfaces, are
presented and extensively analysed. The frequency characteristicsof the output signals generated by
the narrowband and wideband communication systems’ transmitter structures are also investigated.

Chapter5 presented multi-functional AWGN (seeSection5.4.1), flat fading (seeSection5.4.2) and
multipath fading (seeSection5.4.3) simulation platforms, built around the narrowband complex
QPSK and wideband complex DSSS/MA QPSK communication systems (describedin Section5.2
andSection5.3, respectively), as well as the novel complex flat and multipath fading channel sim-
ulators (proposed inSection2.6.2.3 andSection2.6.3.2, respectively). These simulation platforms
were used to obtain the large number of simulated AWGN, flat fading and multipathfading channel
BER performance results, presented in the remainder ofChapter6. Simulated BER performance
results are given for uncoded narrowband and wideband systems, aswell as communication systems
employing various VA decoded convolutional and linear block coding schemes. Convolutional codes
considered include binary4-state, rateRc = 1/2 NSC codes (seeSection3.2.1.3.1), binary8-state,
rateRc = 2/3 RSC codes (seeSection3.2.1.3.2) and punctured (seeSection3.2.4) binary4-state,
rateRc = 1/2 RSC codes. VA decoded binary linear block codes (seeChapter4) investigated in-
clude Hamming(7, 4, 3) codes (seeSection3.2.2.3.1), cyclic(5, 3, 2) linear block codes (seeSection
3.2.2.2), interleaved (seeSection3.2.3) Hamming(7, 4, 3) codes and punctured BCH(15, 7, 5) codes
(seeSection3.2.2.3.2). In the case of the binary cyclic(5, 3, 2) block code, VA decoding using origi-
nal and reduced BCJR trellis structures are compared. The only VA decoded non-binary linear block
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CHAPTER SIX SIMULATION RESULTS

code considered in this study, with and without interleaving, is the RS(7, 5, 3) code (seeSection
3.2.2.3.3). BER performance improvements observed due to the inclusion of fading amplitude CSI
during the VA decoding of the convolutional and linear block codes investigated in this study, receive
special attention.

The simulation platforms ofChapter5, as well as the VA decoded convolutional and block cod-
ing schemes considered in this study, were developed in a C++ environmentusing an OOP approach.
A large number of Matlab scripts and functions, primarily responsible for thecreation and evalu-
ation of filters, pulse shapes, power delay profiles, interleavers and block code generator matrices,
were also developed. The BER performance results presented in this chapter were obtained through
command-line driven executable applications, compiled usingIntel’s ICC and GNU is Not Unix’s
(GNU) G++ compilers forLinux platforms. In order to minimise simulation execution times, the-
ses applications’ computational load were distributed over multiple workstationsin theUniversity of
Pretoria’s I-percube, donated byIntel. TheI-percubeis an HPC cluster, which consists of seventeen
2.4 GHz Pentium4 stations, each station running aMandrake Linux Operating System(OS). Fast
Ethernetconnections are used to interconnect the seventeen drone stations in the HPC cluster.Open
Mosix for Linux is responsible for transparent process migration and message handling between the
stations.Appendix Esupplies an index of the simulation software scripts, function, classes and com-
piled applications developed during this study. Upon request, aCompact Disc Read Only Memory
(CD-ROM) containing the simulation software modules listed inAppendix Ecan be obtained from
the author.

6.2 VALIDATION OF THE COMPLEX MOBILE CHANNEL SIMULATOR
MODELS

The following subsections present simulation results obtained during the testing and validation of the
novel complex flat and multipath fading channel simulators, presented inSection2.6.2.3 andSection
2.6.3.2, respectively.

6.2.1 COMPLEX FLAT FADING CHANNEL SIMULATOR

In order to verify the correctness of its operation, three simulation tests were performed on the com-
plex implementation ofClarke’s flat fading channel simulator, shown inFig. 2.5. These tests include
the measurement of output signals’ envelope PDFs, phase PDFs and Doppler spectra for the different
channel configurations, stated inTable5.3. All simulation results were obtained using the complex
exponential simulator input signalui(t) = exp (j.2π.fc.t), with the carrier frequency chosen as
fc = 2 kHz.

6.2.1.1 MEASURED ENVELOPE PROBABILITY DENSITY FUNCTION RESULTS

Fig. 6.1 shows measured envelope PDFs, obtained using the complex flat fadingchannel simulator,
configured for Rician factors ofKi = −100 dB, Ki = 0 dB andKi = 6 dB. These simulation results
were acquired by calculating the PDFs of the fading amplitude experienced by the simulator output
signalbi(t), for each of the different Rician factor scenarios. The fading amplitudeinformation was
extracted directly from the complex flat fading channel simulator usingEq. (2.56). Although it is
of no real consequence, it can be noted that the channel simulator was configured for a maximum
Doppler spread ofBD,i = 100 Hz during the execution of these tests.
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Figure 6.1: Measured Complex Flat Fading Channel Simulator Output SignalEnvelope PDF Results
for Rician Factors ofKi = −100 dB, Ki = 0 dB andKi = 6 dB
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Figure 6.2: Measured Complex Flat Fading Channel Simulator Output SignalPhase PDF Results for
Rician Factors ofKi = −∞ dB (Rayleigh),Ki = 0 dB (Rician) andKi = 6 dB (≈ Gaussian)
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CHAPTER SIX SIMULATION RESULTS

6.2.1.2 MEASURED PHASE PROBABILITY DENSITY FUNCTION RESULTS

With the complex flat fading channel simulator once again configured for a maximum Doppler spread
of BD,i = 100 Hz and Rician factors ofKi = −100 dB, Ki = 0 dB andKi = 6 dB, the measured
phase PDFs shown inFig. 6.2 were obtained as follows: Firstly, the instantaneous phase variation
φi(t) experienced by the simulator output signalbi(t) was extracted directly from the complex flat
fading channel simulator, usingEq. (2.57). The results shown inFig. 6.2 were then obtained by
calculating the PDF of the output signal’s phase variations for the different Rician factors.

6.2.1.3 MEASURED DOPPLER SPECTRA RESULTS

In order to determine whether the novel complex flat fading channel simulator produces valid Doppler
spectral characteristics, the simulator output signal’s PSD was measured for BD,i = 33 Hz, BD,i =
67 Hz andBD,i = 100 Hz. During these simulation tests, a Rician factor ofKi = −100 dB was
chosen, i.e. almost no LOS signal component was present in the simulator output signalbi(t). Fig. 6.3
shows the measured output signal PSD results obtained for the above mentioned channel configuration
parameters.
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Figure 6.3: Measured Complex Flat Fading Channel Simulator Output SignalPSD Results for Max-
imum Doppler Spreads ofBD,i = 33 Hz, BD,i = 67 Hz andBD,i = 100 Hz

6.2.1.4 DISCUSSION OF THE SIMULATION RESULTS

From the measured complex flat fading channel simulator results presentedin the preceding three
subsections, the following conclusions can be made:

• By comparingFig. 2.2 andFig. 6.1, it is clear that the novel complex flat fading channel sim-
ulator is capable of producing Rayleigh and Rician fading envelope PDFs that closely match the
mathematical models, discussed inSection2.5.2.
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• The theoretical flat fading channel phase distributions shown inFig. 2.3 and the measured complex
flat fading channel simulator output signal phase PDFs shown inFig. 6.2 are comparable. Thus,
the simulator is also capable of creating realistic flat fading channel phase distortions.

• Although the Doppler spectra presented inFig. 6.3 do not match the theoretical PSD shown in
Fig. 2.1 to a tee, it is close enough to ensure that the simulator output signal’s fading envelope
and phase exhibit acceptable temporal characteristics. Using higher order IIR Doppler filters will
deliver improved results, but at the cost of higher channel simulator complexity.

6.2.2 COMPLEX MULTIPATH FADING CHANNEL SIMULATOR

Temporal and spectral simulation results, substantiating the satisfactory operation of the novel com-
plex multipath fading channel simulator, presented inFig. 2.8 of Section2.6.3.2, is presented in the
following subsection. These results were obtained using a complex exponential simulator input signal
s(t) = exp (j.2π.fc.t), with a carrier frequency offc = 126 kHz. Furthermore, the simulation tests
were performed on a complex multipath fading channel simulator configured according to user-1’s
channel parameters, as given byTable5.5.

6.2.2.1 MEASURED PATH DELAYS AND POWER SPECTRAL DENSITIES

0

50

100

150

200

123

124

125

126

127

128

129

-180

-160

-140

-120

-100

-80

-60

-40

-20

Relative Path Delay [µs]

Path 3

Path 2

Frequency [kHz]

Path 1

Si
ng

le
-S

id
ed

 P
ow

er
 S

pe
ct

ra
l D

en
si

ty
 [

dB
]

Figure 6.4: Measured Path Delays and PSDs Created by User-1’s Complex Multipath Fading Channel
Simulator

Each of the three flat faded paths, created by the complex multipath fading channel simulator for
the complex input signals(t), were observed for a large number of samples. From the time signals
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obtained for each path, relative path delays and PSDs were determined.Fig. 6.4 summarises these
findings.

6.2.2.2 DISCUSSION OF THE SIMULATION RESULTS

From Fig. 6.4 it is clear that the first, second and third paths exhibit maximum Doppler spreads of
100 Hz, 67 Hz and33 Hz, respectively. The PSDs of the first and second paths also show different,
but noticeable LOS signal components, i.e. carrier components at126 kHz. Thus, these paths are
predominantly Rician distributed. The third path, however, experiences Rayleigh flat fading, since no
LOS component is present. In summary, the following conclusions can be drawn fromFig. 6.4:

• The novel complex multipath fading channel simulator is capable of generatinga variable number
of statistically independent flat faded paths. Each path can be configured with its own maximum
Doppler spread and Rician factor.

• The relative path delays and average path powers can be configured toexhibit realistic power delay
profiles. In this study, exponential decay power delay profiles (seeSection2.6.3.3) were employed.

• Only fixed relative path delays are supported by the complex multipath fading channel simulator.
Thus, the channel simulator can only mimic time invariant, or wide sense stationarymultipath
channels (seeSection2.4.1).

6.3 EVALUATION OF THE NARROWBAND COMPLEX QPSK
COMMUNICATION SYSTEM

The general operation of the narrowband complex QPSK communication system (described inSection
5.2), used during the BER performance evaluation tests performed in AWGNand flat fading channel
conditions, is evaluated in the following subsections. The complex QPSK transmitter and receiver
structures were configured according toTable5.1 andTable5.2, respectively. Furthermore, no AWGN
was included during the tests presented in the following subsections.

6.3.1 MEASURED TIME SIGNALS

Several I-channel and Q-channel narrowband complex QPSK receiver (seeSection5.2.2) time sig-
nals, including the matched filter and averaged fading amplitude outputs, weremeasured in noiseless,
flat fading channel conditions in order to ensure the receiver’s error-free operation. A complex flat
fading channel simulator (seeSection2.6.2.3) configuration, consisting of a9 dB Rician factor and33
Hz Doppler spread, were chosen for these tests. Time signals measured inthe receiver, together with
the transmitter’s original I-channel and Q-channel input symbol streams(prior to square-root Nyquist
pulse shaping), are shown inFig. 6.5. Note that the same symbols are present on the I-channel and
Q-channel, since the system was configured for balanced operation.

From this figure, it is clear that there is a time lag of approximately10 symbols between the trans-
mitter’s symbol streams (prior to pulse shaping) and the receiver’s demodulated streams. This is the
result of the time delays induced by the pulse shaping filters, elliptic receive filters (seeFig. 5.7) and
matched filters. Note that this delay can be reduced by employing asymmetrically matched square-
root Nyquist pulse shaping filtered in the transmitter and receiver [44]. Even with this time delay,
which is compensated for during the BER performance measurements, the receiver functions sat-
isfactorily (i.e. without any bit errors). Furthermore, it is clear that the average fading amplitude
calculation, accomplished by implementingEq. (5.13) in the receiver, was also successful, since it
tracks the average changes in the symbol amplitudes perfectly.
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Figure 6.5: Measured Narrowband Complex QPSK Receiver’s I-Channel and Q-Channel Time Sig-
nals

6.3.2 MEASURED EYE DIAGRAMS

Ensuring the correct operation of the I-channel and Q-channel square-root Nyquist pulse shaping fil-
ters (seeEq. (5.48)), employed in the narrowband complex QPSK transmitter (seeSection5.2.1),
entailed obtaining the eye diagrams of their outputs.Fig. 6.6 shows that the eyes created by the trans-
mitter’s pulse shaping filters are not open, which was to be expected for square-root Nyquist pulse
shaping.

Similar eye diagram results were obtained for the I-channel and Q-channel matched filter outputs
in the narrowband complex QPSK receiver, which are shown inFig. 6.7. From inspection it is clear
that the receiver’s eye diagrams are completely open at the appropriate sampling instances. This was
to be expected, since the square-root Nyquist pulse shaping in the transmitter and matched filtering
in the receiver combine to give overall Nyquist filtering with open eye diagrams [44]. Note that a
noiseless channel, without any fading effects, were used to obtain theseresults.

6.3.3 MEASURED POWER SPECTRAL DENSITIES

PSDs were calculated for several of the critical time signals present in the narrowband complex QPSK
communication system. These included PSDs for the transmitter’s I-channel and Q-channel symbol
streams, before and after square-root Nyquist pulse shaping, as well as PSDs for the outputs of the I-
channel and Q-channel AWGN limiting elliptic receive filters. A perfect channel, without any AWGN
or flat fading effects, was used to obtain these PSDs. From these results, depicted inFig. 6.8, it is
clear the square-root Nyquist pulse shaping limited the transmitter’s effective output signal bandwidth
from 1000 Hz to 750 Hz, as predicted byEq. (5.49). Furthermore, the PSDs for the outputs of the I-
channel and Q-channel elliptic receive filters show significant reductions in the frequency components
above750 Hz, without causing major distortions in the amplitude spectra of the information carrying
frequency band from0 Hz to750 Hz.
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Figure 6.6: Measured Eye Diagrams of the Narrowband Complex QPSK Transmitter’s I-Channel and
Q-Channel Pulse Shaping Filter Outputs
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Figure 6.7: Measured Eye Diagrams of the Narrowband Complex QPSK Receiver’s I-Channel and
Q-Channel Matched Filter Outputs
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Figure 6.8: Measured PSDs of the Narrowband Complex QPSK CommunicationSystem

6.3.4 DISCUSSION OF THE SIMULATION RESULTS

From the eye diagram, time signal and PSD simulation results presented in the preceding subsections,
the following observations can be made:

• The square-root Nyquist pulse shaping employed in the narrowband complex QPSK transmitter,
effectively reduces the required transmission bandwidth by25%.

• Applying square-root Nyquist matched filtering in the narrowband complexQPSK receiver, results
in open eye diagrams under perfect channel conditions, i.e. no ISI is present in the demodulated
signals.

• Initial limiting of the AWGN entering the narrowband complex QPSK receiver is successfully
accomplished by the6th order elliptic lowpass receive filters, present on the I-channel and Q-
channel branches (seeFig. 5.2). By splitting the Nyquist filtering function between the transmitter
and receiver, additional AWGN suppression is achieved.

• The average fading amplitude calculation method proposed inSection5.2.3 proved to be success-
ful. Thus, perfect fading amplitude CSI information can be extracted fromthe complex flat fading
channel simulator for use in the VA (seeSection4.4.2.2).

6.4 EVALUATION OF THE RAKE RECEIVER-BASED COMPLEX DS/SSMA
QPSK COMMUNICATION SYSTEM

In the following subsections the general operation of the complex RAKE receiver-based DS/SSMA
QPSK communication system, described inSection5.3, is evaluated. Recall fromSection5.4.3 that
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this communication system forms the basis of the simulation platform employed duringthe BER per-
formance evaluation tests performed in multipath fading channel conditions. The results presented in
the following subsections were obtained in noiseless channel conditions, with a single wideband trans-
mitter (seeFig. 5.3.1), configured according toTable5.4, and RAKE receiver (seeFig. 5.3.2), con-
figured according toTable5.7. Furthermore, the results presented here were obtained using length-63
CSSs.

6.4.1 MEASURED TIME SIGNALS

Time signals were measured at critical points in the complex DS/SSMA QPSK communication sys-
tem, functioning in noiseless multipath fading channel conditions. This was done to ensure the overall
error-free operation of the complex RAKE receiver-based DS/SSMA QPSK system’s modulator, de-
modulator and average fading amplitude estimator (seeSection5.3.3). ABC sequences (seeSection
D.3.2.2) and ZC CSSs (seeSectionD.3.1.1) were adequate selections to prove the operation of these
building blocks for filtered and unfiltered CSS families, respectively. The complex multipath fading
channel simulator (seeFig. 2.8 in Section2.6.3.2) employed, were configured according to user-1’s
channel parameters inTable5.5. Fig. 6.9 depicts the measured time signals obtained for the complex
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Figure 6.9: Measured I-Channel and Q-Channel Time Signals for a Wideband Complex DS/SSMA
QPSK Communication System Employing ABC Sequences (with Rectangular PulseShaping) in
Noiseless Multipath Fading Channel Conditions

DS/SSMA QPSK communication system using ABC sequences, without any additional chip-level
pulse shaping, other than the default rectangular pulse shaping. Similar results are shown inFig.
6.10 for a system employing ZC CSSs with square-root Nyquist pulse shaping (seeEq. (5.48)) in the
transmitter and matched filtering in the RAKE receiver.

FromFig. 6.9 andFig. 6.10 the following observations can be made: Firstly, the same symbols are
transmitted on the I-channel and Q-channel, since the system is configured for balanced operation.
Secondly, note the minor time delays between the transmitted symbols and demodulated symbols.
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Figure 6.10: Measured I-Channel and Q-Channel Time Signals for a Wideband Complex DS/SSMA
QPSK Communication System Employing ZC CSSs (with Square-Root Nyquist Pulse Shaping) in
Noiseless Multipath Fading Channel Conditions

This delay is approximately216 µs (τmax = 200µs maximum excess delay (seeEq. (2.13)), plus16
µs rectangular pulse shaping and matched filtering delay) for the system employing ABC sequences
and320 µs (τmax = 200µs maximum excess delay, plus120 µs square-root Nyquist pulse shaping
and matched filtering delay) for the system employing ZC CSSs.

6.4.2 MEASURED EYE DIAGRAMS

Shown inFig. 6.11 are the measured eye diagrams of the I-channel and Q-channel pulse shaping filter
outputs of a complex DS/SSMA QPSK transmitter, employing QPH CSSs with chip-level square-root
Nyquist pulse shaping. The motivation behind using QPH CSSs during the validation of the opera-
tion of the wideband complex transmitter’s square-root Nyquist pulse shaping filters, are two-fold:
Firstly, recall fromTable5.4 that no additional pulse shaping is employed for the ABC sequences and
DSB CE-LI-RU filtered GCL CSSs (seeSectionD.3.2.1). Secondly, QPH CSSs are chosen over ZC
CSSs, due to the fact that these CSSs’ chips take on only bipolar amplitude levels on the I-channel
and Q-channel branches prior to square-root Nyquist pulse shaping. Conversely, ZC CSSs exhibit a
multitude of chip amplitudes (seeSectionD.3.1 inAppendix D), resulting in intricate eye diagrams.

As was to be expected, the eyes inFig. 6.11 are not completely open. However, applying square-
root Nyquist matched filtering on the I-channel and Q-channel branches in the complex DS/SSMA
QPSK RAKE receiver, not only limits the AWGN and MUI entering the receiver, but also thoroughly
opens the eyes.Fig. 6.12 shows such I-channel and Q-channel matched filter output eye diagrams
for a complex RAKE receiver-based DS/SSMA QPSK system employing QPHCSSs (seeSection
D.3.1.2). Note that these eye diagram results were obtained in perfect noiseless channel conditions
with no multipath fading effects.
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Figure 6.11: Measured Eye Diagrams of the QPH CSS-Based Wideband Complex DS/SSMA QPSK
Transmitter’s I-Channel and Q-Channel Pulse Shaping Filter Outputs
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Figure 6.12: Measured Eye Diagrams of the QPH CSS-Based Wideband Complex DS/SSMA QPSK
RAKE Receiver’s I-Channel and Q-Channel Matched Filter Outputs

DEPARTMENT OFELECTRICAL, ELECTRONIC AND COMPUTER ENGINEERING 110

UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  eettdd  ––  SSttaapphhoorrsstt,,  LL    ((22000055))  
  
  
 
  



CHAPTER SIX SIMULATION RESULTS

6.4.3 MEASURED POWER SPECTRAL DENSITIES

A multitude of PSDs were calculated for RAKE receiver-based complex DS/SSMA QPSK commu-
nication systems, employing the filtered and unfiltered CSS families presented inAppendix D. The
PSDs were computed for transmitter output signals (before and after pulseshaping), as well as elliptic
receive filter output signals. Perfect noiseless channel conditions, with no multipath fading effects,
were used to obtain the PSD results presented here for DS/SSMA systems using lengthMseq = 63
CSSs.

Fig. 6.13 shows the PSD results obtained for a system employing unfiltered ZC CSSs. Note that
the first zero in the spectrum occurs at63000 kHz, as was to be expected. After square-root Nyquist
filtering, the transmission bandwidth required is reduced to approximatelyBsig = 47250 kHz, as was
predicted byEq. (5.50). Lastly, the PSD of the output of the6th order elliptic receive filter (bottom
PSD inFig. 6.13) clearly shows a considerable suppression of out-of-band signal components.

Results similar to that ofFig. 6.13 are shown inFig. 6.14 for a system employing QPH CSSs.
Once again, square-root Nyquist pulse shaping has limited the required transmission bandwidth to
approximatelyBsig = 47250 kHz. Furthermore,6th order elliptic receive filtering suppressed un-
wanted signal components entering the RAKE receiver outside this band.

The measured PSDs of the first filtered CSS family considered, showed inFig. 6.15, are those of
DSB CE-LI-RU filtered GCL sequences. Recall that no additional pulse shaping is employed for
these sequences, since built-in filtering occurs during their generation (see SectionD.3.2.1). Fur-
thermore, fromFig. 6.15 it is clear that, when this filtered CSS family is employed in a complex
DS/SSMA QPSK system (configured for balanced operation), transmitter output PSD characteristics
consistent with Nyquist’s minimum (roll-off factorς = 0) bandwidth criteria, as was claimed inSec-
tion D.3.2.1, are obtained. Thus, the required transmission bandwidth is approximatelyBsig = 31500
Hz, as was predicted byEq. (5.51). According to the bottom figure inFig. 6.15, the elliptic receive
filters once again limited the out-of-band noise entering the RAKE receiver.

Finally, the PSDs of a complex DS/SSMA QPSK system, employing ABC sequences in a balanced
configuration, fall under the spotlight inFig. 6.16. Note that the application of this CSS family in
such a transmitter configuration, results in SSB transmitter output PSDs. For the wideband system
presented in this study, upper sideband SSB transmitter output signals are generated. Furthermore, the
upper sideband appears in correspondence with Nyquist’s minimum (roll-off factor ς = 0) bandwidth
criteria. Thus, as predicted byEq. (5.52), the required transmission bandwidth is approximately
Bsig = 15750 Hz. Wideband noise (AWGN or MUI) entering the RAKE receiver will be sufficiently
bandlimited by the elliptic receive filters, as can be seen from the bottom PSD inFig. 6.16.

6.4.4 DISCUSSION OF THE SIMULATION RESULTS

Some insights into the operation of the complex RAKE receiver-based DS/SSMA QPSK communi-
cation system presented in this study, gained from the eye diagram, time signaland PSD simulation
results discussed in the preceding subsections, are as follows:

• The transmission bandwidth of complex DS/SSMA QPSK transmitters, employing unfiltered ZC
and QPH CSSs, were reduced by25% by employing square-root Nyquist pulse shaping. Fur-
thermore, the square-root Nyquist matched filtering, applied in the complex DS/SSMA RAKE
receivers for these CSS families, delivered open eye diagrams under perfect channel conditions.
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Figure 6.13: Measured PSDs of a Wideband Complex DS/SSMA QPSK Communication System
Employing Length-63 ZC CSSs
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Figure 6.14: Measured PSDs of a Wideband Complex DS/SSMA QPSK Communication System
Employing Length-63 QPH CSSs
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Figure 6.15: Measured PSDs of a Wideband Complex DS/SSMA QPSK Communication System
Employing Length-63 DSB CE-LI-RU filtered GCL CSSs
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Figure 6.16: Measured PSDs of a Wideband Complex DS/SSMA QPSK Communication System
Employing Length-63 ABC Sequences
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• By employing filtered CSSs, even greater improvements were made on the required transmission
bandwidth: DSB CE-LI-RU filtered GCL sequences require66.67% of the transmission bandwidth
that the unfiltered CSSs (with chip-level square-root Nyquist pulse shaping) require. Moreover, by
generating SSB wideband transmitter output signals, ABC sequences further reduce this bandwidth
requirement to only 33.33%.

• Primary limiting of AWGN and MUI entering the wideband complex DS/SSMA QPSK RAKE
receiver is effectively accomplished by the6th order elliptic lowpass filters, present on both the
I-channel and Q-channel branches (seeFig. 5.4). Further noise and interference suppression is
performed by the matched filtering, which attempts to maximise the SNR.

• From Fig. 6.9 andFig. 6.10 it is clear that the average fading amplitude calculation scheme for
complex DS/SSMA QPSK RAKE receivers, proposed inSection5.3.3, is successful for systems
employing filtered or unfiltered CSSs. Thus, perfect fading amplitude CSI information can be ex-
tracted, from a complex multipath fading channel simulator, for use in the VA (seeSection4.4.2.2).

• The PSDs of the QPH CSSs, shown inFig. 6.13, exhibit classicsinc-like profiles, since these
sequences are generated using multiple, unique binary sequences (seeSectionD.3.1.2). However,
the GCL CSSs [9] considered, i.e. ZC, ABC and DSB CE-LI-RU filtered GCL CSSs, appear to
possess relatively flat PSDs in their respective transmission bandwidths.This can be attributed to
their chirp-like natures (seeSectionD.3).

• Recall fromTable5.4 that the symbol rate of the complex DS/SSMA QPSK transmitters, employ-
ing lengthMseq = 63 CSSs, are1000 Hz prior to spreading. Hence, usingEq. (D.4) andEq. (D.5)
from SectionD.2.4, it follows thatSF = 63 andPG = 17.99 dB for all of the CSS families con-
sidered. Thus, in the presence of narrowband interferers or jamming signals, length-63 CSSs will
be able to improve the SNR (or signal-to-inference ratio, to be precise) of the wideband commu-
nication system by at least17.99 dB. Since ABC sequences only occupy half of the transmission
bandwidth required by the other CSSs considered, it can be argued thatDS/SSMA communication
systems employing these sequences will only be affected by jamming signals, attacking half of
the effective transmission bandwidth required by the non-SSB CSSs. Hence, it can be postulated
that ABC sequences will exhibit superior narrowband interference suppression, when compared to
the other CSSs families. In this study, however, SS was investigated purely as a MA mechanism,
and not as a narrowband interference suppression approach. As such, in this study theProcessing
Gain (PG) is not of such great importance, but rather the periodic auto-correlation (seeSection
D.2.2) and cross-correlation (seeSectionD.2.3) characteristics of the CSSs employed, since these
characteristics govern the BER performance of a DS/SSMA system due to the presence of MUI.

• An inspection of the PSDs presented inFig. 6.13 toFig. 6.16 reveals that, when compared to
DS/SSMA systems using binary spreading sequences or unfiltered CSSs,wideband systems em-
ploying either square-root Nyquist chip-level pulse shaping or the filtered CSS families described
in Appendix D, require less transmission bandwidth. This is most apparent for the ABC and DSB
CE-LI-RU filtered GCL CSSs. Thus, for a fixed data rate, using square-root Nyquist pulse shaping,
or CE-LI-RU filtering, in conjunction with CSSs, it is possible to employ longer sequences without
conceding PG or exceeding the transmission bandwidth requirements of an equivalent DS/SSMA
system using, for example, unfiltered binary Gold spreading sequences. This sequence length in-
crease (and resultant user capacity increase) can be modelled as an equivalentSpreading Sequence
Length Diversity(SSLD), a novel concept which is introduced inSectionD.2.6. Using the calcu-
lated bandwidth results, given byEq. (5.50) toEq. (5.52), for an unspreaded bit rate of1000 b/s
and CSS length ofMseq = 63, theBandwidth Expansion Factors (BEF) (seeSectionD.2.5) and
SSLDs given inTable6.1 were calculated for wideband complex DS/SSMA systems employing
the CSS families presented inAppendix D. Also given in this table, are the BEFs and SSLDs for
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DS/SSMA systems employing unfiltered binary Gold sequences, unfiltered ZCCSSs and unfiltered
QPH CSSs. According toTable6.1, in order to occupy a126 kHz transmission bandwidth, it is

Table 6.1: Comparison of the BEFs and SSLDs for Different Filtered and Unfiltered Spreading Se-
quence Families withfbit = 1000 b/s,Mseq = 63 chips andfchip = 63000 Hz.

Spreading Sequence Family BEF SSLD

Unfiltered Binary Gold Sequences 63 1

Unfiltered ZC CSSs 63 1

Unfiltered QPH CSSs 63 1

Square-Root Nyquist (Roll-off Factorς = 0.5) Filtered ZC CSSs 47.25 1.333

Square-Root Nyquist (Roll-off Factorς = 0.5) Filtered QPH CSSs 47.25 1.333

DSB CE-LI-RU filtered GCL CSSs 31.5 2

ABC Sequences 15.75 4

possible to use ABC sequences with four times the length (for example lengthMseq = 251) of
unfiltered binary Gold sequences, thereby producing a6 dB improvement in PG, better periodic
correlation characteristics (i.e. lowered RAKE self-noise and MUI levels), but most importantly,
a higher CDMA user capacity. To illustrate this statement, consider an arbitrary size-Mfiltered

fam

family of filtered length-Mfiltered
seq GCL-like CSSs (such as ABC or DSB CE-LI-RU filtered GCL

CSSs). IfMfiltered
seq is a prime number,Mfiltered

fam is calculated as follows (derived fromEq. (D.9)):

Mfiltered
fam = Mfiltered

seq − 1

≈ SSLD.Munfiltered
seq − 1

≈ SSLD.
(

Munfiltered
fam + 1

)

− 1

(6.1)

In this equationMunfiltered
seq and Munfiltered

fam respectively denote the CSS length (also a prime
number) and family size of an unfiltered CSS family, requiring the same transmission bandwidth
as the filtered CSS family. For example, a DS/SSMA system using unfiltered length Mseq = 61
ZC CSSs will require approximately the same transmission bandwidth as a systemusing length
Mseq = 241 ABC sequences. However, the ZC sequence-based system supportsonly 60 users,
whereas the ABC sequence-based system supports approximately243 = 4.(60 + 1) − 1 users
(to be precise, it supports up to240 users). Although the remainder of this study presents BER
performances for coded wideband RAKE receiver-based complex DS/SSMA systems using only
lengthMseq = 63 CSSs, the influence of sequence length on MUI in uncoded wideband complex
DS/SSMA systems, employing ABC sequences, is briefly investigated inSection6.5.1.3.3.

6.5 BIT-ERROR-RATE PERFORMANCE EVALUATION RESULTS

The following subsections present the BER performances results obtained for several different coding
schemes under AWGN, flat fading and multipath fading channel conditions.These coding schemes
include uncoded systems, NSC codes (seeSection3.2.1.3.1), RSC codes (seeSection3.2.1.3.2), bi-
nary cyclic block codes (VA decoded using original and reduced trellis structures (seeSection4.3.2)),
binary Hamming block codes (seeSection3.2.2.3.1) (with classic ML and VA decoding), binary
BCH block codes (seeSection3.2.2.3.2) with VA decoding, as well as non-binary RS block codes
(seeSection3.2.2.3.3) withBerlekamp-Massey(seeAppendix B) and VA decoding. The influence of
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puncturing (seeSection3.2.4) and interleaving (seeSection3.2.3) are also investigated for several of
these coding schemes.

Simple narrowband complex QPSK (seeSection5.2) transmitters (configured according toTable5.1)
and receivers (configured according toTable5.2) were employed in the AWGN and flat fading BER
performance evaluation platforms, shown inFig. 5.5 (seeSection5.4.1) andFig. 5.8 (seeSection
5.4.2), respectively.Table5.3 summarises the different channel configurations considered duringthe
flat fading channel BER performance tests.

Multipath fading BER performance test results were obtained using the simulation platform por-
trayed inFig. 5.9 (seeSection5.4.3).Table5.4 andTable5.7 detail the respective complex DS/SSMA
QPSK transmitter (seeSection5.3.1) and RAKE receiver (seeSection5.3.2) configurations employed
by each of the users in the CDMA system. Up to10 users were supported in these performance eval-
uation tests in order to investigate the effects of MUI.Table5.5 andTable5.6 contain the individual
complex multipath fading channel simulator (seeSection2.6.3.2) configurations, associated with each
of the10 possible CDMA users. Results presented here not only contrast the BERperformances ob-
tained using different CSS families, but also the influence of CSS length andsequence selection
approach for ABC sequence-based CDMA system.

6.5.1 UNCODED COMMUNICATION SYSTEMS

In the following two subsections simulated and theoretical BER performance results are presented
for uncoded narrowband complex QPSK communication systems (seeSection5.2), functioning in
AWGN (seeSection2.2) and flat fading (seeSection2.5.1.1) channel conditions. Thereafter, simu-
lated BER performance results are presented for uncoded wideband complex DS/SSMA QPSK sys-
tems (seeSection5.3), employing the filtered and unfiltered CSSs ofAppendix D, in multi-user fre-
quency selective fading (seeSection2.5.1.1) channel conditions. The results given here will be used
as baseline references for the simulated BER performance results of the coded systems, presented in
the remainder of this chapter.

6.5.1.1 AWGN CHANNEL RESULTS

Fig. 6.17 shows the simulated BER performance of an uncoded complex QPSK communication
system (seeSection5.2) in an AWGN environment (seeSection2.2). The theoretical curve, defined
by Eq. (5.20), is also present on this figure.

6.5.1.2 FLAT FADING CHANNEL RESULTS

The simulated BER performance results for uncoded complex QPSK systems (seeSection5.2), op-
erating in flat fading channel conditions with maximum Doppler spreads (seeSection2.4.3.3) of
BD,i = 33 Hz andBD,i = 100 Hz, are shown inFig. 6.18 andFig. 6.19, respectively. The simulated
results shown here include BER curves for Rician factors (seeSection2.5.2.2) ofKi = −100 dB (i.e.
fading amplitudes with near-Rayleigh PDFs),Ki = 0 dB andKi = 9 dB. Also depicted on these
figures are the uncoded system’s AWGN BER performance curve, as well as the theoretical BER
performance curve for slow Rayleigh flat fading channel conditions, given byEq. (5.24).
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Figure 6.17: BER Performances of an Uncoded Narrowband Complex QPSK Communication Sys-
tem in AWGN Channel Conditions
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Figure 6.18: BER Performances of an Uncoded Narrowband Complex QPSK Communication Sys-
tem in Flat Fading Channel Conditions,BD,i = 33 Hz
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Figure 6.19: BER Performances of an Uncoded Narrowband Complex QPSK Communication Sys-
tem in Flat Fading Channel Conditions,BD,i = 100 Hz

6.5.1.3 MULTIPATH FADING CHANNEL RESULTS

6.5.1.3.1 BER Performance Results for the Different CSS Families

The simulated BER performance curves for uncoded RAKE receiver-based complex DS/SSMA
QPSK communication systems, employing lengthMseq = 63 ABC (seeSectionD.3.2.2), DSB CE-
LI-RU filtered GCL (seeSectionD.3.2.1), ZC (seeSectionD.3.1.1) and QPH (seeSectionD.3.1.2)
CSSs in multipath fading channel conditions, are shown inFig. 6.20,Fig. 6.21,Fig. 6.22 andFig.
6.23, respectively. Note that sequences were optimally selected (seeSection6.5.1.3.2) for the ABC
sequences scenario, whereas arbitrarily selected sequences were used during the experiments with
DSB CE-LI-RU filtered GCL, ZC and QPH CSSs. The reasoning behind thissequence selection ap-
proach is motivated inSection6.5.1.3.2.

In Fig. 6.20 toFig. 6.23 simulated BER performance curves are shown for complex DS/SSMA QPSK
communication systems employing two different types of receiver structures: Firstly, the BER per-
formance curves for systems employing classic non-RAKE receiver structure (i.e. single tap RAKE
receivers) are shown. Secondly, simulated BER performance results for systems using the complex
DS/SSMA QPSK RAKE receiver structure ofFig. 5.4, are depicted. In the case of the RAKE
receiver-based simulations, user-1’s receiver was configured according toTable5.7, with the RAKE
receiver’s tap delays and weights configured for perfect MRC (seeSection5.3.2) by matching them
to user-1’s unique multipath fading channel parameters. Due to their obvious superior performances,
only RAKE receiver structures were used to obtain the multipath fading channel simulation results
presented in the remainder of this chapter. For reference purposes, the BER performance of an un-
coded DS/SSMA QPSK communication system (without a RAKE receiver), operating in a single
path, non-fading AWGN channel, is also present on these figures.
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Figure 6.20: BER Performances of Uncoded Wideband Complex QPSK Communication Systems
Employing ABC Sequences in Multi-User Multipath Fading Channel Conditions,Mseq = 63
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Figure 6.21: BER Performances of Uncoded Wideband Complex QPSK Communication Systems
Employing DSB CE-LI-RU Filtered GCL CSSs in Multi-User Multipath Fading Channel Conditions,
Mseq = 63
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The simulated BER performance results, presented byPovey et al.in [158] for a DS/SSMA system a
employing32-tap RAKE receiver structure, are also included inFig. 6.20,Fig. 6.21,Fig. 6.22 and
Fig. 6.23. In [158],Povey et al.considered a DS/SSMADifferential Phase Shift Keying(DPSK) sys-
tem, configured for a bit rate of4.8 kb/s and a PN spreading sequence of lengthMseq = 1024 chips.
The multipath fading channel modelPovey et al.employed during their Monte Carlo simulations,
consisted ofL = 32 resolvable paths, each path configured to generate a Rayleigh fading distribution
(seeSection2.5.2.1) and maximum Doppler spread ofBD,i = 100 Hz (seeSection2.4.3.3). Fur-
thermore, this multipath fading channel implements an exponential decay powerdelay profile (see
Section2.6.3.3) and a maximum excess delay ofτmax = 6.5 µs (seeSection2.4.3.1), with the32
paths evenly spread over this time frame. In their study,Povey et al.considered MRC, DPC and EGC
RAKE combining techniques.
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Figure 6.22: BER Performances of Uncoded Wideband Complex QPSK Communication Systems
Employing ZC CSSs in Multi-User Multipath Fading Channel Conditions,Mseq = 63

6.5.1.3.2 The Influence of CSS Selection - An ABC Sequences Case Study

Not only is it intuitively understandable, but also a known fact that the spreading sequence length
Mseq is the predominant factor dictating the sequence family sizeMfam. For example, for the GCL
sequences [9] considered in this study (ABC, DSB CE-LI-RU filtered GCL and ZC CSSs), the family
size can be determined usingEq. (D.9). From this equation it is apparent that the largest sequence
families are obtained using prime sequence lengths. This notwithstanding, generation of GCL CSSs
[9] require the selection of sequence numbers that are relatively prime toMseq. As such, in order to
obtain a valid length-63 ABC sequence, the sequence numbera must be selected such thata ∈ SNv,
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Figure 6.23: BER Performances of Uncoded Wideband Complex QPSK Communication Systems
Employing QPH CSSs in Multi-User Multipath Fading Channel Conditions,Mseq = 63

with SNv the valid sequence number set, given by:

SNv =
{

SN1
v , SN2

v , ..., SN
Mfam
v

}

={1, 2, 4, 5, 8, 10, 11, 13, 16, 17, 19, 20, 22, 23, 25, 26, 29, 31, 32,

34, 37, 38, 40, 41, 43, 44, 46, 47, 50, 52, 53, 55, 58, 59, 61, 62}
(6.2)

Although all of these sequence numbers represent unique CSSs that can be assigned toMuser unique
CDMA users, care must be taken during this assignment process in orderto maximising the BER per-
formance of the DS/SSMA system with regards to MUI, especially whenMfam > Muser. Optimal
sequence selection for aMuser-user CDMA system involves finding theMuser CSSs which exhibit
the best periodic auto-correlation and cross-correlation properties (seeSectionD.2) for all possible
pair-wise comparisons of sequences in the family. This exhaustive search selection process can be ex-
tremely tedious to perform manually, as well as fairly complex to automate, especially for long CSSs
that exhibit intricate periodic correlation functions [48]. Hence, spreading sequence designers are
always interested in finding simple rule-of-thumb sequence selection algorithms for popular spread-
ing sequence families. One such a rule-of-thumb selection method for GCL CSSs has been proposed
by StaphorstandLinde in [162]. The proposed optimal GCL CSS selection method generates the

subset of optimal valid sequence numbersSNo ⊆ SNv, with SNo =
{

SN1
o , ..., SN

Moptimal
o

}

. This

is accomplished by firstly settingSN1
o = 1, followed by exhaustively extracting allSN i

o ∈ SBv,

with i = 2, ..., Moptimal, for which SN i
o mod

(

SN j
v

)

6= 0, with j = 2, ..., Mfam andj 6= i. Thus,

according to the proposed selection algorithm, the optimal values of the sequence numbera must not
only be limited to integer values relatively prime toMseq, but also all possible pair-wise combinations
of the elements inSNo, except for pairings withSN1

o = 1, must be relatively prime. Executing this
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selection procedure for the valid sequence number set given byEq. (6.2) for lengthMseq = 63 ABC
sequences, the following optimal valid sequence number subset is obtained:

SNo = {1, 2, 5, 11, 13, 17, 19, 23, 29, 31} (6.3)

Fig. 6.24 presents the simulated multi-user multipath fading BER performance curvesobtained for
uncoded complex DS/SSMA QPSK systems, employing length-63 ABC sequences arbitrarily se-
lected fromEq. (6.2)’s valid sequence number set and sequentially selected fromEq. (6.3)’s optimal
sequence number set. Both non-RAKE and RAKE complex receiver structures are considered.
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Figure 6.24: BER Performances of Uncoded Wideband Complex QPSK Communication Systems
Employing Arbitrarily and Optimally Selected ABC Sequences in Multi-User MultipathFading
Channel Conditions,Mseq = 63

Similar experiments were performed with complex DS/SSMA systems employing DSB CE-LI-RU
filtered GCL and ZC CSSs, but no major BER performance improvements wereobtained. Thus, the
success of the proposed sequence selection technique is limited to ABC sequences. As such, the
multi-user multipath fading results presented in the remainder of this chapter were obtained with op-
timally selected ABC sequences and arbitrarily selected DSB CE-LI-RU filtered GCL, ZC and QPH
CSSs.

6.5.1.3.3 The Influence of CSS Length - An ABC Sequences Case Study

According to the discussion inSection6.4.4 on the comparison of the spectral characteristics of the
different CSS families considered in this study, it is possible to increase the length of filtered CSSs
by a factor of SSLD in order to produce a BEF equivalent to that obtainedwhen direct spreading
is performed with unfiltered CSSs or binary sequences. Longer sequence lengths provide larger se-
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quence family sizes, which in turn allows for increased user capacity in the DS/SSMA system without
increasing transmission bandwidth or relinquishing PG. Moreover, at a fixed user load, longer CSSs
produce better BER performances than shorter CSSs, due to their improved periodic correlation char-
acteristics [48].Fig. 6.25 depicts the multi-user multipath fading channel BER performances obtained
using length61, 64, 63, and127 ABC sequences in a complex RAKE receiver-based DS/SSMA sys-
tem. Length-127 ABC sequences are of particular interest, since these sequences produce a BEF
nearly identical to that of length-63 DSB CE-LI-RU filtered GCL CSSs, which is used extensively
during the remainder of this chapter’s multi-user multipath fading channel simulations. Simulated
curves are included onFig. 6.25 for length-61 and length-64 ABC sequences in order to investigate
the validity of widespread beliefs that prime length and even length ABC sequences produce superior
and inferior MUI BER performances, respectively. Note that, for all ofthe sequence lengths con-
sidered, the ABC sequences assigned to CDMA users were optimally selected from the respective
sequence families, as described inSection6.5.1.3.2.
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Figure 6.25: BER Performances of Uncoded Wideband Complex QPSK Communication Systems
Employing ABC Sequences of Different Lengths in Multi-User Multipath Fading Channel Conditions

6.5.1.4 DISCUSSION OF THE SIMULATION RESULTS

The following important observations can be made from the uncoded narrowband and wideband
communication systems’ AWGN, flat fading and multipath fading channel BER performance results,
presented in the preceding three subsections:

1. Conclusions and observations from the AWGN channel results:

• The simulated and theoretical BER performance curves for narrowbandcomplex QPSK com-
munication systems, operating in AWGN channel conditions, shown inFig. 6.17, are almost
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identical, as was to be expected. The slight deviation between these two curves can be at-
tributed to the AWGN-limiting operation of the elliptic receive filters (seeSection5.4.1).

2. Conclusions and observations from the flat fading channel results:

• The BER performance curve shown inFig. 6.18 for flat fading channel conditions with a
Rician factor ofKi = −100 dB (i.e. Rayleigh fading amplitude PDF) and a maximum
Doppler spread ofBD,i = 33 Hz, closely resembles the theoretical curve, defined byEq.
(5.24). However, the same can not be said for theBD,i = 100 Hz maximum Doppler spread
scenario (shown inFig. 6.19), especially at highEb/N0 values. The difference in the degree
of similarity between the theoretical and simulated curves for different maximumDoppler
spread scenarios can easily be explained: Recall fromSection5.2.4.2 that a slow flat fading
channel, where the fading amplitude stays essentially constant during eachsymbol interval,
was assumed in the derivation ofEq. (5.24). As such, for the symbol rate of1000 Hz (see
Table5.1), a maximum Doppler spread ofBD,i = 33 Hz results in a slow flat fading channel
scenario, which is similar to the theoretical channel conditions assumed inSection5.2.4.2.

3. Conclusions and observations from the multi-user multipath fading channel results:

(a) Comparison of complex DS/SSMA systems employing length-63 CSSs from the different
families considered in this study:

• From the multipath fading channel results shown inFig. 6.20 toFig. 6.23, it is clear
that, for a single user scenario, the3-tap RAKE receivers perform better than the non-
RAKE receivers for all families of CSSs considered in this study. This is also true for
the 5-user and10-user CDMA systems employing DSB CE-LI-RU filtered GCL, ZC
and QPH CSSs. In the case of ABC sequences, the RAKE receiver structure produces
results that are inferior to regular single branch DSSS/MA QPSK receivers. This can
be attributed to the weak periodic auto-correlation and cross-correlation properties [48]
(seeSectionD.2.3) of ABC sequences, which result in the generation of excessive self-
noise and MUI on each of the respective taps of the complex DS/SSMA QPSKRAKE
receiver (seeFig. 5.4). DSB CE-LI-RU filtered GCL CSSs also suffer from poor periodic
correlation characteristics [48], which are arguably the major contributingfactors for the
RAKE receiver’s less than impressive BER performance results (if weighed against the
BER performances of the non-RAKE receiver), when compared to thatof the ZC and
QPH CSS-based systems.

• The DSB CE-LI-RU filtered GCL and ABC sequences tend to exhibit inferior periodic
cross-correlation properties [48]. As a result, these CSSs generate more MUI than the ZC
and QPH CSSs, which yields poor BER performances at high user loads.For example,
from Fig. 6.21, a10-user complex RAKE receiver-based DS/SSMA QPSK system, em-
ploying DSB CE-LI-RU filtered GCL CSSs, operating atEb/N0 = 13 dB, has a BER of
Pb(e) ≈ 1/430, whereas system employing ABC sequences performs even worse with
an error floor ofPb(e) ≈ 1/140. In contrast, of all the CSS families considered, a10-
user CDMA system employing ZC CSSs delivers the best performance atEb/N0 = 13
dB, with a BER ofPb(e) ≈ 1/650.

• In general, the use of RAKE receivers did not results in large BER performance im-
provements over that of the non-RAKE receivers. This can be attribute tothe fact that
the first propagation path in each CDMA user’s exponential decay power delay profile
(seeSection2.6.3.3) carries the majority of the transmitted output power. FromTa-
ble 5.5 it follows that, if user-1 transmits at1 W output power,0.9684 W, 0.0306 W
and 0.00096841 W of the transmitted power will be carried by paths1, 2 and 3, re-
spectively. As such, a non-RAKE receiver effectively processes0.9684 W of the total
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received power. Thus, by using RAKE receiver structures, a tentative improvement of at
least10. log10

(
1

0.9684

)
= 0.1394 dB in averageEb/N0 was to be expected. The fact that

gains higher than this are achieved, especially at low user loads, is the nettresult of the
diversity obtained through the RAKE receiver’s MRC operation.

• FromFig. 6.20,Fig. 6.21,Fig. 6.22 andFig. 6.23 it is abundantly clear that, irrespective
of the CSS family employed, the32-tap RAKE receiver system, presented byPovey
et al. in [158], outperforms the3-tap RAKE receiver system presented in this study,
even though the multipath fading channel environment they considered wasfar more
severe (L = 32 independent paths with no LOS signal component present on any of
the paths). However, their RAKE receiver linearly processes 32 distinct copies of the
transmitted signal, thereby achieving extremely high diversity gains. According to the
CLT [47], by combining such a high number of statistically independent Rayleigh paths,
more ideal, Gaussian-like channel conditions are produced. Furthermore, the length
Mseq = 1024 PN sequence considered in their study has near-perfect periodic auto-
correlation properties (seeSectionD.2.2). Hence, no detrimental self-noise is generated
inside the RAKE receiver structure. However, the same can not be said of RAKE receiver
structures employing the CSSs presented inAppendix D.

• The BER performance results obtained byPovey et al.[158], presented inFig. 6.20,Fig.
6.21,Fig. 6.22 andFig. 6.23, indicate that MRC is a more powerful RAKE combining
technique than EGC or DPC [158]. As such, it justifies this study’s use of MRC in
the RAKE receiver structures of the wideband complex DS/SSMA QPSK systems used
throughout the multi-user multipath fading channel simulations.

(b) Investigation into the influence of the sequence selection approach onthe BER performance
of a ABC sequence-based DS/SSMA system:

• Fig. 6.24 is evidence that a complex DS/SSMA system employing length-63 ABC se-
quences, chosen according toStaphorstand Linde’s proposed optimal GCL sequence
selection method [162] (detailed inSection6.5.1.3.2), has a BER performance superior
to that of a system employing arbitrarily selected sequences. This is especially true for
high user loads. For example, when employed in a10-user RAKE receiver-based com-
plex DS/SSMA system at a BER ofPb(e) = 3/100, optimally selected ABC sequences
show a gain of6 dB over arbitrarily selected ABC sequences. These remarkable gains,
however, are only obtainable for ABC sequences, since using the proposed optimal se-
quence selection method in conjunction with DSB CE-LI-RU filtered GCL and ZCCSSs,
deliver mediocre BER performance improvements.

• By allowing only the CSSs with the best periodic cross-correlation characteristics (see
SectionD.2.3) to be assigned to CDMA users, the proposed optimal sequence selection
method of [162] (seeSection6.5.1.3.2) not only improves the overall BER performance
of a complex DS/SSMA system employing ABC sequences, but also improves the BER
performances of RAKE receivers relatively to non-RAKE receiversfor non-unity user
loads. FromFig. 6.20 andFig. 6.24 it is apparent that MRC RAKE reception is out-
performed by non-RAKE reception for5-user and10-user complex DS/SSMA systems
employing arbitrarily selected ABC sequences. Optimally selecting CSSs, however, im-
proves the5-user RAKE receiver-based system to a comparable level as the non-RAKE
receiver-based system. Unfortunately, at high user loads, such as the 10-user scenario,
the optimal sequence selection method ofSection6.5.1.3.2 is incapable of avoiding the
poor periodic cross-correlation characteristics of ABC sequences [48]. Hence, for this
user load the self-noise generated by the RAKE receiver structure still outweighs the
diversity gains it achieves through MRC.
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(c) Investigation into the influence of sequence length on the BER performance of ABC
sequence-based DS/SSMA systems:

• As was to be expected, the complex RAKE receiver-based DS/SSMA system employing
length-127 ABC sequences outperforms all of the other complex DS/SSMA systems em-
ploying shorter ABC sequences. This can be attributed to the improvement ofthe CSSs’
periodic correlation characteristics as the sequence length increases [48]. Unfortunately,
for a 10-user CDMA environment, the BER performance of the RAKE receiver-based
complex DS/SSMA system employing length-127 ABC sequences is only marginally
better than that of a system using length-63 DSB CE-LI-RU filtered GCL CSSs (seeFig.
6.21). Note that both these systems have similar BEFs. However, by arbitrarily selecting
CSSs, the length-127 ABC sequence-based system supports a maximum of126 CDMA
users, whereas the length-63 DSB CE-LI-RU filtered GCL CSS-based system supports
only 36 users (seeEq. (6.2)). Hence, it can be concluded that, using ABC sequences
instead of binary or unfiltered CSSs, increases the PG and user capacity(directly related
to the SSLD, introduced inSectionD.2.6) of DS/SSMA systems, without unduly in-
creasing their BEFs. The increased user capacity does, however, come at the expense of
inferior BER performances, making this CSS family a poor choice for CDMA purposes.

• ComparingFig. 6.21’s BER performance results for the RAKE receiver-based complex
DS/SSMA systems employing length-61 and length-63 ABC sequences (these systems
have comparable PGs and BEFs), it is apparent that the popular belief [48] that GCL
CSSs with prime numbered sequence lengths exhibit superior periodic cross-correlation
properties (seeSectionD.2.3), resulting in lower MUI levels, is fallacious. However,
using prime numbered sequence lengths do increase the user capacity of the system
dramatically, as shown byEq. (D.9) in SectionD.3.1.1.

• From Fig. 6.21 it is clear that the RAKE receiver-based complex DS/SSMA system
employing length-64 ABC sequences exhibits the weakest BER performance results,
due to the high levels of MUI present in the CDMA system. Hence, even numbered
sequence lengths must be avoided for GCL CSSs, not only because of the limited family
sizes that can be generated (seeEq. (D.9)), but also because of these sequences’ poor
periodic cross-correlation characteristics (seeSectionD.2.3).

6.5.2 BINARY CONVOLUTIONAL CODED COMMUNICATION SYSTEMS

The following subsections present simulated BER performance results forclassic binary4-state, rate
Rc = 1/2 NSC (seeSection3.2.1.3.1) and8-state, rateRc = 2/3 RSC (seeSection3.2.1.3.2) coded
narrowband complex QPSK systems (seeSection5.2) in AWGN and flat fading channel conditions, as
well as wideband complex DS/SSMA QPSK communication systems (seeSection5.3) in multi-user
multipath fading channel conditions. Note that lengthMseq = 63 CSSs were employed in the RAKE
receiver-based complex DS/SSMA communication systems during the multi-usermultipath fading
channel simulations. The ABC sequences used were selected for optimum periodic cross-correlation
(seeSection6.5.1.3.2), whereas the CSSs used from the other families were arbitrarily selected. The
BER performance results discussed here serve as baseline references during the examination of the
simulation results for the VA decoded linear block codes, presented later in this chapter.

6.5.2.1 4-STATE, RATERC = 1/2 NSC CODED COMMUNICATION SYSTEMS

In the following subsections the BER performance results of the4-state, rateRc = 1/2 NSC code,
defined by the following generator matrix (seeSection3.2.1.1):

GCC(D) =
[

1 + D2 1 + D + D2
]

(6.4)
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are presented and examined. From [47] the minimum free distance (seeSection3.2.1.2) of this binary
NSC code isdfree = 5. Furthermore, according toSection3.2.1.2, this NSC code has a minimal
encoder structure with a constraint length ofv = 2. As such, a simple sliding window VA decoder
(seeSection3.3.1) with a window size [47] ofω = 5.v = 10 trellis sections (seeSection3.3.1.1)
was employed as ML decoder. Both hard and soft decision (seeSection4.4.2.2) decoding approaches
were considered. In the case of soft decision decoding, the effects of using perfect fading amplitude
CSI (seeSection3.3.5) in the VA metric calculations on the BER performance results, were also
investigated.

6.5.2.1.1 AWGN Channel Results

Fig. 6.26 shows several simulated BER performance curves for4-state, rateRc = 1/2 NSC coded
(seeSection3.2.1.3.1) narrowband complex QPSK communication systems (seeSection5.2), oper-
ating in AWGN channel conditions (seeSection2.2). Hard and soft decision (without using fading
amplitude CSI in the VA branch metric calculations) decoding BER performanceresults are present
on Fig. 6.26. Also depicted on this figure is the BER performance curve of an uncoded narrowband
QPSK system in AWGN, theoretically defined byEq. (5.20).
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Figure 6.26: BER Performances of4-State, RateRc = 1/2 NSC Coded Narrowband Complex QPSK
Communication Systems in AWGN Channel Conditions

6.5.2.1.2 Flat Fading Channel Results

Simulated flat fading channel (seeSection2.5.1.1) BER performance results of4-state, rateRc = 1/2
NSC (seeSection3.2.1.3.1) coded narrowband complex QPSK communication systems (seeSection
5.2) for maximum Doppler spreads (seeSection2.4.3.3) ofBD,i = 33 Hz andBD,i = 100 Hz, are
shown inFig. 6.27 andFig. 6.28, respectively. These figures depict simulated BER performance
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results for Rician factors (seeSection2.5.2.2) ofKi = −100 dB, Ki = 0 dB andKi = 9 dB.
Furthermore, two soft decision decoding approaches were investigated, namely soft decision decoding
without any fading amplitude CSI and soft decision decoding with perfect fading amplitude CSI (see
Section3.3.5 andSection5.2.3). Also depicted on these figures are simulated BER performance
curves for uncoded QPSK systems in AWGN, as well asEq. (5.24)’s theoretical BER performance
curve for uncoded narrowband QPSK systems in slow Rayleigh flat fading channel conditions.
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Figure 6.27: BER Performances of4-State, RateRc = 1/2 NSC Coded Narrowband Complex QPSK
Communication Systems in Flat Fading Channel Conditions,BD,i = 33 Hz

6.5.2.1.3 Multipath Fading Channel Results

Fig. 6.29,Fig. 6.30,Fig. 6.31 andFig. 6.32 present the simulated multi-user multipath fading channel
BER performance results obtained for4-state, rateRc = 1/2 NSC coded RAKE receiver-based wide-
band complex DS/SSMA QPSK systems (seeSection5.3), employing lengthMseq = 63 ABC (see
SectionD.3.2.2), DSB CE-LI-RU filtered GCL (seeSectionD.3.2.1), ZC (seeSectionD.3.1.1) and
QPH (seeSectionD.3.1.2) CSSs, respectively. Results are shown for sliding window VA decoding
using hard decisions, soft decisions without any fading amplitude CSI andsoft decisions with perfect
fading amplitude CSI (seeSection3.3.5 andSection5.3.3). For comparative purposes, the simu-
lated BER performances for the uncoded RAKE receiver-based wideband complex DS/SSMA QPSK
systems, presented inSection6.5.1.3.1, are also present on these figures. Also shown is the BER
performance of an uncoded DS/SSMA QPSK communication system (without aRAKE receiver),
operating in a non-fading AWGN environment.
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Figure 6.28: BER Performances of4-State, RateRc = 1/2 NSC Coded Narrowband Complex QPSK
Communication Systems in Flat Fading Channel Conditions,BD,i = 100 Hz
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Figure 6.29: BER Performances of4-State, RateRc = 1/2 NSC Coded Wideband Complex QPSK
Communication Systems Employing ABC Sequences in Multi-User Multipath Fading Channel Con-
ditions,Mseq = 63
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Figure 6.30: BER Performances of4-State, RateRc = 1/2 NSC Coded Wideband Complex QPSK
Communication Systems Employing DSB CE-LI-RU Filtered GCL CSSs in Multi-User Multipath
Fading Channel Conditions,Mseq = 63
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Figure 6.31: BER Performances of4-State, RateRc = 1/2 NSC Coded Wideband Complex QPSK
Communication Systems Employing ZC CSSs in Multi-User Multipath Fading Channel Conditions,
Mseq = 63
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Figure 6.32: BER Performances of4-State, RateRc = 1/2 NSC Coded Wideband Complex QPSK
Communication Systems Employing QPH CSSs in Multi-User Multipath Fading ChannelConditions,
Mseq = 63

6.5.2.1.4 Discussion of the Simulation Results

From the simulated AWGN, flat fading and multi-user multipath fading channel BER performance
results for the 4-state, rateRc = 1/2 NSC coded narrowband and wideband communication systems,
presented in the preceding subsections, the following conclusions can bedrawn:

1. Conclusions and observations from the AWGN channel results:

• From the simulated AWGN channel BER performances for4-state, rateRc = 1/2 NSC coded
narrowband complex QPSK communication systems, shown inFig. 6.26, it is clear that the
system employing soft decision VA decoding of the convolutional code exhibits a measured
asymptotic gain of approximately3.6 dB over the uncoded system. This measured coding
gain corresponds withEq. (3.8)’s calculated maximum asymptotic gain ofCGsoft

CC = 3.98
dB.

• ComparingFig. 6.26’s soft decision VA decoding BER performance results with that of the
hard decision decoding approach, a2 dB asymptotic gain is evident, as was to be expected
[47] (seeSection3.2.1.2).

• At low Eb/N0 values, hard and soft decision VA decoding of the rateRc = 1/2 NSC code in
AWGN channel conditions result in poorer BER performances than the uncoded system. To
be precise, soft decision VA decoding starts to show gains forEb/N0 > 1 dB, whereas hard
decision VA decoding is only useful forEb/N0 > 4.2 dB. TheEb/N0 points at which coded
systems start to show gains over the uncoded system are commonly referred to as theBER
cross-over points[47].
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2. Conclusions and observations from the flat fading channel results:

• On closer investigation of the flat fading channel simulation results (presented inFig. 6.27 and
Fig. 6.28), it is evident that the BER performances of hard and soft decisionVA decoded rate
Rc = 1/2 NSC codes improve as the Rician factorKi (seeSection2.5.2.2) increases. Since
binary NSC codes were initially intended for FEC purposes in AWGN channel conditions,
this BER performance improvement can be attributed to the increase in the channel’s LOS
component, resulting in the fading amplitude PDF changing from a Rayleigh-likedistribution
to a Gaussian-like distribution (seeSection2.5.2.2).

• A comparison ofFig. 6.27 andFig. 6.28 shows that the hard and soft decision VA decoded
rateRc = 1/2 NSC codes’ BER performances deteriorate as the maximum Doppler spread
frequency decreases. At fixed symbol rate of1000 symbols/s (seeSection5.4.2), a maximum
Doppler spread ofBD,i = 33 Hz will result in more information bits being corrupted during
a slow deep fade, than during a fasterBD,i = 100 Hz deep fade. Thus, for a maximum
Doppler spread ofBD,i = 100 Hz, bit error occurrences incurred by the channel will appear
less bursty in nature. Since binary NSC codes are not intended to combat bursty errors, they
are better suited for fast flat fading channels than for slow flat fading channels.

• From Fig. 6.27 andFig. 6.28 it is apparent that hard decision VA decoding lags soft de-
cision decoding (without any fading amplitude CSI) by approximately2 dB. Soft decision
VA decoding, with fading amplitude CSI, in turn performs better that soft decision decoding
without fading amplitude CSI. However, this performance improvement is minuscule. For
theBD,i = 33 Hz scenario, an improvement of approximately0.15 dB was obtained for all
Rician factors, whereas an average improvement of0.25 dB can be observed forBD,i = 100
Hz.

• The simple binary rateRc = 1/2 NSC code shows impressive coding gains over uncoded
systems. For example, forBD,i = 100 Hz andKi = 9 dB, soft decision VA decoding
(without fading amplitude CSI) shows a gain of5 dB at a BER ofPb(e) = 10−3. Furthermore,
comparing the results ofFig. 6.27 andFig. 6.28 for a fixedKi, it is clear that the rate
Rc = 1/2 NSC code exhibits larger coding gains forBD,i = 100 Hz than forBD,i = 33 Hz.

3. Conclusions and observations from the multi-user multipath fading channel results:

• From the multi-user multipath fading channel results shown inFig. 6.29, Fig. 6.30, Fig.
6.31 andFig. 6.32, it is apparent that the increased MUI, created by additional CDMA users
sharing the mobile communication environment, has a definite negative impact on the BER
performance of the rateRc = 1/2 NSC code. However, even for ABC sequences, no error
floors are apparent at highEb/N0. Thus, for the unfiltered and filtered CSS families con-
sidered, this binary NSC code effectively combats MUI through code diversity. In fact, for
the1-user and5-user scenarios, better BER performances were obtained through soft deci-
sion VA decoding than that achievable by a single user uncoded system, operating purely in
AWGN.

• From a comparison of the results given inFig. 6.29,Fig. 6.30,Fig. 6.31 andFig. 6.32 it is
evident that rateRc = 1/2 NSC coded complex DS/SSMA systems employing the unfiltered
CSS families perform superior to those using the pre-filtered CSS families. Specifically,
pre-filtered ABC sequences exhibited the weakest BER performances,whereas QPH CSSs
showed the best performances, marginally outperforming ZC CSSs. For example, for a10-
user CDMA environment, ZC CSSs performed no worse than0.25 dB below QPH CSSs for
hard decision VA decoding.

• For 1-user and5-user CDMA environments, it is barely possible to distinguish between the
BER performance results of the rateRc = 1/2 NSC coded complex DS/SSMA systems
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employing the unfiltered ZC and QPH CSS families, both for the hard and soft decision VA
decoding scenarios. These exceptional BER performances, even athigh user loads, can be
attributed to the unfiltered CSS families’ superior periodic cross-correlationproperties, as was
also observed for the uncoded systems inSection6.5.1.3.1. For a10-user system, however,
there is a marked decrease in BER performance, even for the unfiltered CSS families.

• A comparison of hard decision and soft decision VA decoding of the rateRc = 1/2 NSC code
in multi-user multipath fading channel conditions, indicates that, at low user loads, hard deci-
sion decoding asymptotically lags soft decision decoding (without fading amplitude CSI) by
the characteristic2 dB margin, irrespective of the CSS family used by the wideband complex
DS/SSMA communication systems. This observation also remains true at high user loads,
except for ABC sequences, where the asymptotic gain of soft decision (without fading am-
plitude CSI) over hard decision VA decoding expands to approximately2.5 dB. Furthermore,
inclusion of perfect fading amplitude CSI during soft decision decoding results in a further
0.25 dB improvement, regardless of the user load or the CSS family employed in the CDMA
system.

6.5.2.2 8-STATE, RATERC = 2/3 RSC CODED COMMUNICATION SYSTEMS

The binary IIR RSC code (seeSection3.2.1.3.2) considered here is depicted inFig. A.2 of Appendix
A and is defined by the generator matrix given inEq. (3.11). According toTableA.5, the minimum
free distance (seeSection3.2.1.2) of this code isdfree = 4. Furthermore, the RSC code considered
here has a constraint length (seeSection3.2.1.2) ofv = 3. As such, a simple sliding window VA, with
a window size ofω = 5.v = 15 trellis sections, was employed as ML decoder. Both hard and soft
decision decoding (with and without perfect fading amplitude CSI (seeSection3.3.5)) approaches
are considered. Due to time constraints, this code’s BER performances were determined, through
extensive simulations, for only AWGN and flat fading channel conditions.

6.5.2.2.1 AWGN Channel Results

Several simulated BER performance curves for 8-state, rateRc = 2/3 RSC coded (seeSection
3.2.1.3.2) narrowband complex QPSK communication systems (seeSection5.2), functioning in
AWGN channel conditions (seeSection2.2), are shown inFig. 6.33. Note from this figure that
VA decoding using both hard and soft decision metric calculations were considered. Obviously, in
the case of soft decision decoding no fading amplitude CSI was used. TheBER performance curve
of an uncoded narrowband QPSK system in AWGN channel conditions, theoretically defined byEq.
(5.20), is also depicted in this figure.

6.5.2.2.2 Flat Fading Channel Results

Fig. 6.34 andFig. 6.35 show simulated flat fading channel (seeSection2.5.1.1) BER performance
results of8-state, rateRc = 2/3 RSC (seeSection3.2.1.3.2) coded narrowband complex QPSK
communication systems (seeSection5.2) for maximum Doppler spreads (seeSection2.4.3.3) of
BD,i = 33 Hz andBD,i = 100 Hz, respectively. Simulated BER performance results for Rician fac-
tors (seeSection2.5.2.2) ofKi = −100 dB, Ki = 0 dB andKi = 9 dB are present on these figures.
Hard and soft decision VA decoding of the 8-state, rateRc = 2/3 RSC codes were considered. Note
that two soft decision decoding approaches were investigated, namely soft decision decoding without
any fading amplitude CSI and soft decision decoding with perfect fading amplitude CSI (seeSection
3.3.5 andSection5.2.3). These figures also include simulated BER performance curves foruncoded
QPSK systems in AWGN, as well as theoretical BER performance curves for uncoded QPSK systems
in slow Rayleigh flat fading channel conditions, defined byEq. (5.24).
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Figure 6.33: BER Performances of8-State, RateRc = 2/3 RSC Coded Narrowband Complex QPSK
Communication Systems in AWGN Channel Conditions
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Figure 6.34: BER Performances of8-State, RateRc = 2/3 RSC Coded Narrowband Complex QPSK
Communication Systems in Flat Fading Channel Conditions,BD,i = 33 Hz
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Figure 6.35: BER Performances of8-State, RateRc = 2/3 RSC Coded Narrowband Complex QPSK
Communication Systems in Flat Fading Channel Conditions,BD,i = 100 Hz

6.5.2.2.3 Discussion of the Simulation Results

Listed below are several conclusions, drawn from the simulated AWGN andflat fading channel BER
performance results for the8-state, rateRc = 2/3 RSC coded narrowband complex QPSK commu-
nication systems, presented in the preceding subsections:

1. Conclusions and observations from the AWGN channel results:

• With a measured AWGN channel asymptotic coding gain of3.8 dB over an uncoded nar-
rowband complex QPSK communication system,Fig. 6.33 corroboratesEq. (3.8)’s theoret-
ical maximum coding gain ofCGsoft

CC = 4.23 dB for the soft decision VA decoded8-state,
rateRc = 2/3 RSC code. Note that this code’s coding gain is not only superior to that of
the 4-state, rateRc = 1/2 NSC code, considered inSection6.5.2.1, but it also requires a
lower bandwidth sacrifice. However, decoding complexity for the RSC code exceeds that of
the NSC code, since the RSC code’s VA functions on a8-state trellis (seeSection3.3.1.1),
whereas the NSC code’s VA employs a4-state trellis.

• A comparison ofFig. 6.33’s hard and soft decision VA decoding results in AWGN, reveals an
expected asymptotic coding gain of2.1 dB for soft decision decoding over the hard decision
decoding.

• The cross-over points for hard and soft decision VA decoding in AWGNchannel conditions
are1.7 dB and4.3 dB, respectively. Although the RSC code considered here is more powerful
thanSection6.5.2.1’s NSC code in terms of coding gain, its error correcting capabilities only
become useable at higherEb/N0 values. This undesirable characteristic, inherent in all RSC
codes, is the major reason why NSC codes have attracted more attention sincethe inception
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of convolutional coding in the1960’s. However, the introduction of TCs has sparked a new
and vigourous interest in RSC codes, due to their inherent recursive structures [88].

2. Conclusions and observations from the flat fading channel results:

• Fig. 6.34 andFig. 6.35 confirm that an increase in the flat fading channel’s Rician factorKi

(seeSection2.5.2.2), results in improved BER performances for both hard and soft decision
VA decoded rateRc = 2/3 RSC codes.

• From the flat fading channel simulation results (presented inFig. 6.34 andFig. 6.35), it is
clear that the binary RSC code investigated here is better suited for non-bursty type errors,
since its BER performances forBD,i = 100 Hz exceed that ofBD,i = 33 Hz.

• As was the case with the AWGN channel conditions, hard decision VA decoding of the rate
Rc = 2/3 RSC code in a flat fading environment produced BER performance results inferior
to that obtained through soft decision decoding. Specifically, soft decision VA decoding
(without fading amplitude CSI), shows a familiar2 dB asymptotic gain over hard decision
decoding for allKi andBD,i = 100 Hz. However, forBD,i = 33 Hz, this soft decision
over hard decision gain is less, measuring approximately1.7 dB for bothKi = −100 dB and
Ki = 9 dB.

• The inclusion of perfect fading amplitude CSI during soft decision VA decoding produced
gains of0.2 dB and0.1 dB over standard soft decision decoding (i.e. without fading amplitude
CSI) in flat fading channel conditions withBD,i = 100 Hz andBD,i = 33 Hz, respectively.

• The coding gains observed for the rateRc = 2/3 RSC in flat fading conditions are far less im-
pressive than those obtained for the rateRc = 1/2 NSC code, considered inSection6.5.2.1.
This can be largely attributed to the fact that thedfree of the RSC code is smaller than that
of the NSC code. It is also interesting to note that, just as was the case with the binary NSC
code ofSection6.5.2.1, better BER performances are obtained at higher maximum Doppler
spreads.

6.5.3 COMMUNICATION SYSTEMS EMPLOYING VITERBI DECODED LINEAR
BLOCK CODES

The following subsections present simulated BER performances of Viterbidecoded binary Hamming
(7, 4, 3) and non-binary RS(7, 5, 3) coded communication systems under varying channel condi-
tions. These codes were tested in AWGN and flat fading channel conditions, using narrowband com-
plex QPSK communication systems (presented inSection5.2), as well as multi-user multipath fading
channel conditions, using wideband complex DS/SSMA communication systems (presented inSec-
tion 5.3). The RAKE receiver-based complex DS/SSMA communication systems employed length
Mseq = 63 CSSs. For all of the CSS families considered, except ABC sequences, CSSs were arbitrar-
ily selected from their respective sequence families. With the ABC sequences, CSSs were optimally
selected, as discussed inSection6.5.1.3.2.

6.5.3.1 BINARY HAMMING(7, 4, 3) CODED COMMUNICATION SYSTEMS

Simulated AWGN, flat fading and multi-user multipath fading BER performance results for the classic
binary Hamming(7, 4, 3) code (seeSection3.2.2.3.1), described by the generator matrix defined
in Eq. (4.4), are presented and examined in this subsection. Note that the binary Hamming code
considered here is systematic and, like all other Hamming codes, has a minimum Hamming distance
(seeSection3.2.2.2) ofdmin = 3 bits. Furthermore, its BCJR trellis (seeSection4.2), which is not
shown here due to its fairly complex structure, has a depth of8 layers of nodes, each layer consisting
of 8 nodes with 2 branches emanating from each active node. Both classic ML (brute force code book
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searches) and VA (seeSection4.4) decoding approaches were considered using hard and soft (with
and without perfect fading amplitude CSI) decision (seeSection4.4.2) strategies.

6.5.3.1.1 AWGN Channel Results

In Fig. 6.36 simulated AWGN channel (seeSection2.2) BER performances are shown for binary
Hamming(7, 4, 3) coded (seeSection3.2.2.3.1) narrowband complex QPSK communication systems
(seeSection5.2). Both hard decision and soft decision (without using any fading amplitude CSI)
classic ML [47] and VA decoding (seeSection4.4) results are present on this figure. Furthermore,
the BER performance curve of an uncoded narrowband QPSK system inAWGN channel conditions,
theoretically defined byEq. (5.20), is also given in this figure as baseline reference.
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Figure 6.36: BER Performances of Binary Hamming(7, 4, 3) Coded Narrowband Complex QPSK
Communication Systems in AWGN Channel Conditions

6.5.3.1.2 Flat Fading Channel Results

Simulated BER performance results are shown inFig. 6.37 andFig. 6.38 for classic ML decoded bi-
nary Hamming(7, 4, 3) coded narrowband complex QPSK communication systems (seeSection5.2)
in flat fading channel conditions (seeSection2.5.1.1) with maximum Doppler spreads (seeSection
2.4.3.3) ofBD,i = 33 Hz andBD,i = 100 Hz, respectively. Similar results are shown respectively in
Fig. 6.39 andFig. 6.40 for VA decoding. Hard and soft (with and without perfect fading amplitude
CSI) decision decoding were considered for both the classic ML and the VA decoding approaches.
Furthermore, for bothBD,i = 33 Hz andBD,i = 100 Hz, results include simulated BER curves for
Rician factors (seeSection2.5.2.2) ofKi = −100 dB, Ki = 0 dB andKi = 9 dB. The theoretical
BER performance curves for uncoded QPSK systems in slow Rayleigh flatfading channel conditions,
defined byEq. (5.24), as well as simulated BER performance curves for uncoded QPSKsystems in
AWGN channel conditions are present on all four figures.
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Figure 6.37: BER Performances of Binary Hamming(7, 4, 3) Block Coded Narrowband Complex
QPSK Communication Systems in Flat Fading Channel Conditions,BD,i = 33 Hz, Classic ML
Decoding
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Figure 6.38: BER Performances of Binary Hamming(7, 4, 3) Block Coded Narrowband Complex
QPSK Communication Systems in Flat Fading Channel Conditions,BD,i = 100 Hz, Classic ML
Decoding
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Figure 6.39: BER Performances of Binary Hamming(7, 4, 3) Block Coded Narrowband Complex
QPSK Communication Systems in Flat Fading Channel Conditions,BD,i = 33 Hz, VA Decoding
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Figure 6.40: BER Performances of Binary Hamming(7, 4, 3) Block Coded Narrowband Complex
QPSK Communication Systems in Flat Fading Channel Conditions,BD,i = 100 Hz, VA Decoding
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6.5.3.1.3 Multipath Fading Channel Results

Simulated multi-user multipath fading channel BER performance results for binary Hamming(7, 4, 3)
coded RAKE receiver-based wideband complex DS/SSMA QPSK systems (seeSection5.3) with VA
decoding, employing lengthMseq = 63 ABC (seeSectionD.3.2.2), DSB CE-LI-RU filtered GCL (see
SectionD.3.2.1), ZC (seeSectionD.3.1.1) and QPH (seeSectionD.3.1.2) CSSs, are shown inFig.
6.41,Fig. 6.42,Fig. 6.43 andFig. 6.44, respectively. Hard and soft decision (with and without fading
amplitude CSI (seeSection3.3.5 andSection5.3.3)) VA decoding (seeSection4.4) were considered
during these simulations. Also depicted on these figures are the simulated BER performances for
uncoded RAKE receiver-based wideband complex DS/SSMA QPSK systems (presented inSection
6.5.1.3.1), as well as the BER performance of an uncoded system, without aRAKE receiver, operating
in a purely AWGN environment.
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Figure 6.41: BER Performances of Binary Hamming(7, 4, 3) Coded Wideband Complex QPSK
Communication Systems Employing ABC Sequences in Multi-User Multipath Fading Channel Con-
ditions,Mseq = 63

6.5.3.1.4 Discussion of the Simulation Results

The preceding subsections’ simulated AWGN, flat fading and multi-user multipath fading channel
BER performance results for VA decoded binary Hamming(7, 4, 3) codes, running on narrowband
complex QPSK communication systems and RAKE receiver-based wideband complex DS/SSMA
QPSK systems, were thoroughly examined. The list below summarises the conclusions drawn from
these results:
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Figure 6.42: BER Performances of Binary Hamming(7, 4, 3) Coded Wideband Complex QPSK
Communication Systems Employing DSB CE-LI-RU Filtered GCL CSSs in Multi-User Multipath
Fading Channel Conditions,Mseq = 63
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Figure 6.43: BER Performances of Binary Hamming(7, 4, 3) Coded Wideband Complex QPSK
Communication Systems Employing ZC CSSs in Multi-User Multipath Fading Channel Conditions,
Mseq = 63
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Figure 6.44: BER Performances of Binary Hamming(7, 4, 3) Coded Wideband Complex QPSK
Communication Systems Employing QPH CSSs in Multi-User Multipath Fading ChannelConditions,
Mseq = 63

1. Conclusions and observations from the AWGN channel results:

• According toEq. (3.25), a soft decision ML decoded binary Hamming(7, 4, 3) code, imple-
mented on narrowband complex QPSK communication system in an AWGN environment,
delivers a theoretical maximum asymptotic coding gain ofCGsoft

BC = 2.11 dB atEb/N0 = 15
dB. Fig. 6.36 shows this theoretical coding gain to be adequately accurate for both classic
ML and VA decoding with soft decisions, since a measured asymptotic codinggain of1.9 dB
can be observed for both decoding strategies.

• From Fig. 6.36 it is apparent that hard and soft decision VA decoding of binary Hamming
(7, 4, 3) codes, employed on narrowband complex QPSK systems in AWGN channel con-
ditions, deliver BER performances virtually identical to classic hard and soft decision ML
decoding (brute force code book searches [47]).

• Soft decision ML decoding’s distinctive2 dB gain over hard decision ML decoding in
AWGN [47] is unmistakeably noticeable fromFig. 6.36. Furthermore, note that the sys-
tem complexity associated with a hard decision ML decoded binary Hamming(7, 4, 3) code
barely justifies the resultant improvement in BER performance. However, for soft decision
ML decoding a cross-over point (seeSection6.5.2.1.4) of approximately0.5 dB can be ob-
served. As such, it can be argued that the use of simple binary Hamming(7, 4, 3) codes
(with soft decision VA decoding) in high SNR applications warrants the increased system
complexity.

2. Conclusions and observations from the flat fading channel results:
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• Comparisons ofFig. 6.37 withFig. 6.39, andFig. 6.38 withFig. 6.40 verify that, for both
hard and soft decision metric calculations, classic ML decoding and VA trellisdecoding of the
binary Hamming(7, 4, 3) code achieve equivalent BER performances in varying flat fading
channel conditions.

• From the myriad of flat fading simulation results presented inSection6.5.3.1.2, it is abun-
dantly clear that the BER performance of VA and classic ML decoded binary Hamming
(7, 4, 3) codes, employed in narrowband QPSK systems, improve as the channel’s LOS signal
component increases with respect to the NLOS signal component. On average, however, the
increased BER performance obtained by increasingKi, is most evident atBD,i = 100 Hz.
This was to be expected, since the binary Hamming(7, 4, 3) code is not designed to mitigate
the detrimental effects of error bursts, which manifested itself with increased durations as the
fading rate becomes slower.

• A comparison of hard decision decoding with soft decision decoding (without fading ampli-
tude CSI) in a flat fading environment reveals soft decision decoding’srenowned2 dB gain
over hard decision decoding. Inclusion of perfect fading amplitude CSIduring soft decision
decoding resulted in a marginal improvement in the measured performances.This improve-
ment, which is most noticeable atKi = −100 dB, was approximately0.25 dB forBD,i = 100
Hz, whereas as an average gain of0.4 dB is discernible forBD,i = 33 Hz.

3. Conclusions and observations from the multi-user multipath fading channel results:

• Substantiating the AWGN and flat fading channel observations, the resultspresented inFig.
6.41, Fig. 6.42, Fig. 6.43 andFig. 6.44 for VA decoded binary Hamming(7, 4, 3) block
codes in multi-user multipath fading channel conditions indicate that this linear block code
is not particularly effective for FEC purposes. For the single user scenario, hard decision VA
decoded Hamming(7, 4, 3) codes, implemented on RAKE receiver-based wideband complex
DS/SSMA QPSK communication systems, only starts to show gains forEb/N0 > 6 dB,
irrespective of the CSS family employed. Strangely enough, as the user load increases, hard
decision VA decoding makes headway over uncoded systems at lower averageEb/N0 values.
The conclusion that can be formulated from this is that the binary Hamming(7, 4, 3) code
does have some potency against the effects of MUI, even though it was not designed for that
purpose. When soft decision VA decoding (without fading amplitude CSI)is employed in
a single user CDMA system, asymptotic gains of up to2.5 dB and2.2 dB are achieved by
the filtered and unfiltered CSS families, respectively. This correlates well with the expected
AWGN coding gain ofCGsoft

BC = 2.11 dB, predicted byEq. (3.25).

• As was to be expected, the pre-filtered CSSs were once again outperformed by the unfiltered
CSS families. According toFig. 6.41,Fig. 6.42,Fig. 6.43 andFig. 6.44, VA decoded binary
Hamming(7, 4, 3) linear block codes, running on RAKE receiver-based complex DS/SSMA
QPSK systems employing ABC sequences deliver the poorest BER performance results,
whereas QPH CSSs has the best BER performance results at high user loads, closely fol-
lowed by ZC CSSs. In fact, the performance difference between ZC andQPH CSSs never
exceeds0.25 dB. In third place is DSB CE-LI-RU filtered GCL CSSs, which outperform
ABC sequences for all decoder approaches and user load scenarios. Also worth mentioning
is that this filtered CSS family performs comparable with the unfiltered families considered,
even for a10-user load.

• Once again the unfiltered CSS families’ superior periodic cross-correlation properties are ev-
ident. For both hard and soft decision VA decoding, the1-user and5-user BER performance
results for binary Hamming(7, 4, 3) coded complex DS/SSMA systems employing the unfil-
tered ZC and QPH CSS families are nearly the same. However, for a10-user CDMA system,
there is a marked decrease in BER performance, even for the unfiltered CSS families.
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• At low user loads soft decision (without fading amplitude CSI) VA decodingof the binary
Hamming(7, 4, 3) linear block code in multi-user multipath fading channel conditions per-
forms approximately2 dB better than hard decision VA decoding, regardless of the CSS
family used. At higher user loads, this asymptotic gain decreases. For example, at a BER
of Pb(e) = 2/100 for a 10-user QPH CSS-based CDMA system, soft decision decoding
(without fading amplitude CSI) exhibits a gain of only1.8 dB over hard decision decoding.
This performance decrease at high user loads is most severe for the filtered CSS families.
Furthermore, an additional average improvement of0.2 dB is attained by including perfect
fading amplitude CSI during soft decision VA decoding, irrespective of the user load or the
CSS family employed in the CDMA system.

6.5.3.2 NON-BINARY REED-SOLOMON(7, 5, 3) CODED COMMUNICATION SYSTEMS

Gauging the BER performances of Viterbi decoded non-binary RS blockcodes (seeSection3.2.2.3.3)
in AWGN, flat fading and multi-user multipath fading channel conditions is the focus of the following
subsections. Due to the complexity of the BCJR trellis structures (seeSection4.3) of non-binary linear
block codes, the applicability of the block-wise VA as efficient ML trellis decoder was evaluated
only on the simple RS(7, 5, 3) code, operating inGF

(
23

)
, defined by the generator polynomial of

Eq. (3.35). Since this RS code is cyclic (seeSection3.2.2.2), its non-systematic generator matrix
can be constructed using the procedure outlined inSection3.2.2.2. This non-systematic generator
matrix can be reworked into a systematic form (seeSection3.2.2.2) by performing a number of row
and column permutations (using, for example, Gaussian elimination) inGF

(
23

)
, resulting in the

following systematic generator matrix:

GBC =









1 0 0 0 0 ϕ4 ϕ
0 1 0 0 0 ϕ5 ϕ
0 0 1 0 0 ϕ5 ϕ3

0 0 0 1 0 1 1
0 0 0 0 1 ϕ4 ϕ3









(6.5)

whereϕ is a primitive element ofGF
(
23

)
. This code has a minimum Hamming distance ofdmin = 3

GF
(
23

)
symbols and its BCJR trellis (seeSection4.2), which is not shown here due to its extremely

complex structure, has a depth of8 layers of nodes, each layer consisting of64 nodes with8 branches
emanating from each active node.

Also included in the simulation results presented in the following subsections, are the BER perfor-
mance curves obtained using Berlekamp-Massey syndrome decoding (seeAppendix B). These results
act as baseline references for the hard decision VA decoding (seeSection4.4) results. Soft decision
VA decoding (seeSection4.4.2.2) with no fading amplitude CSI is compared to soft decision VA
decoding with perfect fading amplitude CSI (seeSection3.3.5).

6.5.3.2.1 AWGN Channel Results

Fig. 6.45 depicts simulated AWGN channel BER performances for narrowbandcomplex QPSK com-
munication systems (seeSection5.2) employing non-binary RS(7, 5, 3) codes (seeSection3.2.2.3.3),
with message and code word symbols fromGF

(
23

)
. Not only are hard decision and soft decision

(without using any fading amplitude CSI) VA decoding (seeSection4.4) results present on this figure,
but also hard decision results obtained through classic Berlekamp-Massey syndrome decoding (see
Appendix B). As baseline reference, the theoretical BER performance curve of an uncoded narrow-
band QPSK system in AWGN channel conditions, defined byEq. (5.20), is also present on this figure.
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Figure 6.45: BER Performances of Non-Binary RS(7, 5, 3) Coded Narrowband Complex QPSK
Communication Systems in AWGN Channel Conditions

6.5.3.2.2 Flat Fading Channel Results

Fig. 6.46 andFig. 6.47 depict BER performance results (obtained through simulations) for non-binary
RS (7, 5, 3) (seeSection3.2.2.3.3) coded narrowband complex QPSK communication systems (see
Section5.2) operating in flat fading channel (seeSection2.5.1.1) conditions with maximum Doppler
spreads (seeSection2.4.3.3) ofBD,i = 33 Hz andBD,i = 100 Hz, respectively. As shown on
these figures, Rician factors (seeSection2.5.2.2) ofKi = −100 dB, Ki = 0 dB andKi = 9 dB
were considered. Furthermore, note that both hard and soft decision VA decoding (seeSection4.4)
of the RS(7, 5, 3) codes were evaluated, with fading amplitude CSI (seeSection3.3.5 andSection
5.2.3) of varying degrees of accuracy being employed during the soft decision decoding simulation
experiments. Also included on both figures are the simulated BER performance curves of uncoded
QPSK systems in AWGN channel conditions, as well asEq. (5.24)’s theoretical BER performance
curve for uncoded QPSK systems in slow Rayleigh flat fading channel conditions.

6.5.3.2.3 Multipath Fading Channel Results

Fig. 6.48,Fig. 6.49,Fig. 6.50 andFig. 6.51 depict simulated multi-user multipath fading channel
BER performance results for non-binary RS(7, 5, 3) coded (seeSection3.2.2.3.3) RAKE receiver-
based wideband complex DS/SSMA QPSK systems (seeSection5.3), which make use of length
Mseq = 63 ABC (seeSectionD.3.2.2), DSB CE-LI-RU filtered GCL (seeSectionD.3.2.1), ZC
(seeSectionD.3.1.1) and QPH (seeSectionD.3.1.2) CSSs, respectively. VA decoding (seeSection
4.4) was employed, with both hard and soft decision (with and without fadingamplitude CSI (see
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Figure 6.46: BER Performances of Non-binary RS(7, 5, 3) Coded Narrowband Complex QPSK
Communication Systems in Flat Fading Channel Conditions,BD,i = 33 Hz

Section3.3.5 andSection5.3.3)) BER performance results shown on these figures for each of the
CSS families. Furthermore,Section6.5.1.3.1’s uncoded RAKE receiver-based wideband complex
DS/SSMA QPSK systems’ simulated BER performances, as well as the BER performance of an
uncoded system (without a RAKE receiver), operating in a purely AWGNenvironment, are also
shown for baseline reference purposes.

6.5.3.2.4 Discussion of the Simulation Results

Numerous simulated AWGN, flat fading and multi-user multipath fading channel BER performance
results are presented in the preceding subsections for non-binary RS(7, 5, 3) coded narrowband com-
plex QPSK communication systems and RAKE receiver-based wideband complex DS/SSMA QPSK
systems. Classic Berlekamp-Massey and block-wise VA decoding approaches were considered. From
these results the following interesting observations and valuable conclusions can be made:

1. Conclusions and observations from the AWGN channel results:

• Fig. 6.45’s simulated AWGN channel BER performance results undeniably affirms the ap-
plicability of the hard decision VA as a viable ML decoder replacement for theclassic
Berlekamp-Massey syndrome decoding algorithm (seeAppendix B).

• The simulated AWGN channel soft decision VA decoding results for a non-binary RS(7, 5, 3)
coded narrowband complex QPSK system, presented inFig. 6.45, not only exhibit the ex-
pected2 dB improvement over hard decision decoding, but also an asymptotic codinggain of
2.8 dB over an uncoded system. This measurement correlates well withEq. (3.25)’s theoret-
ical maximum coding gain ofCGsoft

BC = 3.1 dB atEb/N0 = 15 dB.
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Figure 6.47: BER Performances of Non-binary RS(7, 5, 3) Coded Narrowband Complex QPSK
Communication Systems in Flat Fading Channel Conditions,BD,i = 100 Hz

-10 -5 0 5 10 15
10

-4

10
-3

10
-2

10
-1

10
0

Average E
b
/N

0
 [dB]

Si
m

ul
at

ed
 B

it
 E

rr
or

 P
ro

ba
bi

li
ty

1-User, no RAKE, AWGN
1-User, Uncoded
1-User, RS (7,5,3), Hard Input
1-User, RS (7,5,3), Soft Input, No Fading Amp. CSI
1-User, RS (7,5,3), Soft Input, Perfect CSI
5-Users, Uncoded
5-Users, RS (7,5,3), Hard Input
5-Users, RS (7,5,3), Soft Input, No Fading Amp. CSI
5-Users, RS (7,5,3), Soft Input, Perfect CSI
10-Users,Uncoded
10-Users, RS (7,5,3), Hard Input
10-Users, RS (7,5,3), Soft Input, No Fading Amp. CSI
10-Users, RS (7,5,3), Soft Input, Perfect CSI

Figure 6.48: BER Performances of Non-Binary RS(7, 5, 3) Coded Wideband Complex QPSK Com-
munication Systems Employing ABC Sequences in Multi-User Multipath Fading Channel Condi-
tions,Mseq = 63
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Figure 6.49: BER Performances of Non-Binary RS(7, 5, 3) Coded Wideband Complex QPSK Com-
munication Systems Employing DSB CE-LI-RU Filtered GCL CSSs in Multi-User Multipath Fading
Channel Conditions,Mseq = 63
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Figure 6.50: BER Performances of Non-Binary RS(7, 5, 3) Coded Wideband Complex QPSK
Communication Systems Employing ZC CSSs in Multi-User Multipath Fading Channel Conditions,
Mseq = 63
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Figure 6.51: BER Performances of Non-Binary RS(7, 5, 3) Coded Wideband Complex QPSK Com-
munication Systems Employing QPH CSSs in Multi-User Multipath Fading Channel Conditions,
Mseq = 63

• The respective cross-over points (seeSection6.5.2.1.4) for hard and soft decision VA decoded
non-binary RS(7, 5, 3) codes on narrowband complex QPSK systems are5 dB and1 dB.
Strangely enough, these cross-over points are akin to those of the binary Hamming(7, 4, 3)
code (considered inSection6.5.3.1), which is a substantially less powerful linear block code.

2. Conclusions and observations from the flat fading channel results:

• As indicated byFig. 6.46 andFig. 6.47, VA decoded non-binary RS(7, 5, 3) linear block
codes show marked BER performance improvements in flat fading channelconditions as the
channels’ Rician factorsKi (seeSection2.5.2.2) increase. This was to be expected, since an
increase in a flat fading channel’s Rician factor tends to make it appear more Gaussian-like
in nature, which is necessary requirement by all linear block codes, including RS codes, for
optimal BER performances.

• Inspection ofFig. 6.46 andFig. 6.47 not only shows that VA decoded non-binary RS codes,
implemented on a narrowband complex QPSK communication system, perform better at
higher maximum Doppler spreads, but also that the gain of soft decision decoding, with
perfect fading amplitude CSI, over that of soft decision decoding, without fading amplitude
CSI, increases as the maximum Doppler spread increases. For a Rician factor of Ki = 9
dB, this gain is approximately0.26 dB and0.4 dB for BD,i = 33 Hz andBD,i = 100 Hz,
respectively.

• As stated previously, the RS code performs better atBD,i = 100 Hz than atBD,i = 33 Hz.
However, the performance improvement is less dramatic than that observedfor the foregoing
binary convolutional and linear block codes. This can be attributed to the fact that RS codes
are burst error correcting codes, capable of correcting groups oferrors. Recall that the RS
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(7, 5, 3) code considered here has admin = 3 GF
(
23

)
symbols. Hence, each code word is

capable of correcting a single error burst, consisting of3 well-organised (i.e. adjacent) bit
errors.

• In flat fading channel conditions, hard decision VA decoding lags softdecision VA decoding
by almost3 dB. ForBD,i = 100 Hz andKi = 9 dB, this gain is not asymptotic, since it
increases non-linearly as the averageEb/N0 increases.

3. Conclusions and observations from the multi-user multipath fading channel results:

• Investigation of the multi-user multipath fading channel results given inFig. 6.48,Fig. 6.49,
Fig. 6.50 andFig. 6.51 confirms that the VA decoding of non-binary RS(7, 5, 3) linear block
codes, implemented on RAKE receiver-based wideband complex DS/SSMA QPSK systems,
delivers marked BER performance improvements for all CSS families considered. Although
the non-binary RS code effectively combats the bursty errors induced by the multipath fading
channel, it is not as efficient at mitigating the effects of MUI as the binary rateRc = 1/2 NSC
code, considered inSection6.5.2.1. This is most noticeable for ABC sequences, where hard
decision VA decoding in a10-user system exhibits a cross-over point only at7 dB. For the
other CSS families, this crossover-point is substantially lower, especially for the unfiltered
families.

• When soft decision (without fading amplitude CSI) VA decoding is employed ina single user
environment, the RS(7, 5, 3) code performs better at highEb/N0 values than an uncoded
DS/SSMA system operating in purely AWGN channel conditions. Furthermore, for the sin-
gle user scenario, soft decision (without fading amplitude CSI) VA decoding of RS code
exhibits increasing coding gains over the uncoded system as the averageEb/N0 increases.
For example, atPb(e) = 10−3 a coding gain ofCGsoft

BC = 3.4 dB is observed, irrespective of
the CSS family used.

• In terms of overall performance, the unfiltered CSSs exhibited the best performances, with
QPH CSSs outperforming ZC CSSs by no more than0.3 dB at high user loads. As was to
be expected, ABC sequences demonstrated the poorest BER performances, which is evident
from a comparison of the results shown inFig. 6.48, Fig. 6.49, Fig. 6.50 andFig. 6.51.
DSB CE-LI-RU filtered GCL CSSs again delivered BER performances far superior to ABC
sequences, coming close to that of the unfiltered CSS families.

• Soft decision (without fading amplitude CSI) VA decoding of the non-binary RS (7, 5, 3)
linear block code at low user loads performs approximately2.7 dB better than hard decision
VA decoding, regardless of the CSS family used. This asymptotic gain decreases as the user
load increases. For example, for ZC CSSs soft decision decoding (without fading amplitude
CSI) exhibits a gain of only2.5 dB over hard decision decoding at a BER ofPb(e) = 2/1000
in a 10-user system. Furthermore, by including perfect fading amplitude CSI during soft
decision VA decoding, an additional average improvement of0.2 dB is attained, regardless of
the user load or the CSS family employed in the CDMA system.

6.5.4 REDUCING THE COMPLEXITY OF A BCJR TRELLIS - THE BINARY CYCLIC
(5, 3, 2) LINEAR BLOCK CODE

The VA decoding of linear block codes employing reduced trellis structures, obtained using the ap-
proach outlined inSection4.3.2, falls under the spotlight in the following subsections. Recall from
Section4.3.2 that finding a minimal trellis structure for a(n, k, dmin) block code is a tedious process.
As such, only the simple binary cyclic(5, 3, 2) block code (seeSection3.2.2.2), used as an example
to illustrate the trellis reduction technique ofSection4.3.2, is used here. This code’s original system-
atic generator matrix is given byEq. (4.22), with its corresponding unreduced BCJR trellis structure
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shown inFig. 4.3. After executing the trellis reduction procedure, an equivalent binary cyclic (5, 3, 2)
block code with the minimal trellis structure shown inFig. 4.4 was obtained. Note that this equivalent
code, defined byEq. (4.22), is non-systematic. Thus, obtaining the simulation results presented in
the following subsections required not only VA decoding, but also a mapping of decoded code words
to decoded message words. In contrast, obtaining decoded message words for the systematic block
codes, presented in the preceding subsections, simply involved stripping the parity symbols from the
decoded code words.

Due to time constraints, only AWGN and flat fading channel BER performance simulation tests were
performed, using narrowband complex QPSK systems (seeSection5.2), on VA decoded (seeSec-
tion 4.4) binary cyclic(5, 3, 2) block codes with reduced complexity trellises. Both hard and soft
decision VA decoding approaches were considered. The influence ofusing perfect fading amplitude
CSI (seeSection3.3.5 andSection5.2.3) during soft decision decoding (seeSection4.4.2.2) was also
investigated.

6.5.4.1 AWGN CHANNEL RESULTS

Simulated AWGN channel BER performance results for VA decoded binarycyclic (5, 3, 2) linear
block codes, running on narrowband complex QPSK communication systems (seeSection5.2), are
given in Fig. 6.52. Present on this figure are results obtained by performing hard andsoft decision
VA decoding (seeSection4.4) on the original and reduced complexity trellises, shown inFig. 4.3 and
Fig. 4.4, respectively. Note that the soft decision decoding results were obtained without the use of
fading amplitude CSI in the VA metric calculations. For comparative purposes,the theoretical BER
performance curve of an uncoded narrowband QPSK system in AWGN channel conditions, defined
by Eq. (5.20), is also present on this figure.

6.5.4.2 FLAT FADING CHANNEL RESULTS

This subsection is concerned with the simulated BER performance results obtained for binary cyclic
(5, 3, 2) codes with VA decoding using original and reduced complexity trellises, tested on narrow-
band complex QPSK communication systems, operating in flat fading channel conditions. The first
set of figures (Fig. 6.53 andFig. 6.54) show the simulated BER performance results obtained through
hard and soft decision (with and without perfect fading amplitude CSI) VAdecoding (seeSection4.4)
using the original unreduced trellis structure ofFig. 4.3 for maximum Doppler spreads (seeSection
2.4.3.3) ofBD,i = 33 Hz andBD,i = 100 Hz, respectively. Comparable results are respectively con-
tained inFig. 6.55 andFig. 6.56 for VA decoding using the reduced trellis structure ofFig. 4.4. For
both sets of figures, Rician factors (seeSection2.5.2.2) ofKi = −100 dB, Ki = 0 dB andKi = 9
dB were considered. Also provided on all four figures presented in thissubsection, are the theoretical
BER performance curve for uncoded QPSK systems in slow Rayleigh flat fading channel conditions
(defined byEq. (5.24)), as well as simulated BER performance curves for uncoded QPSK systems in
AWGN channel conditions.

6.5.4.3 DISCUSSION OF THE SIMULATION RESULTS

The effects of using reduced trellis structures during the VA decoding ofbinary cyclic(5, 3, 2) block
coded narrowband complex QPSK communication systems, operating in AWGN and flat fading chan-
nel conditions, was the focus of the preceding subsections. From the simulated BER performance
results obtained, the following conclusions can be drawn:

1. Conclusions and observations for the AWGN channel results:
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Figure 6.52: AWGN Channel BER Performance Results for NarrowbandComplex QPSK Commu-
nication Systems Employing Binary Cyclic(5, 3, 2) Linear Block Codes with VA Decoding Using
Original and Reduced Trellis Structures
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Figure 6.53: BER Performances of Binary Cyclic(5, 3, 2) Block Coded Narrowband Complex QPSK
Communication Systems in Flat Fading Channel Conditions (BD,i = 33 Hz), VA Decoding Using
the Original Trellis Structure ofFig. 4.3

DEPARTMENT OFELECTRICAL, ELECTRONIC AND COMPUTER ENGINEERING 152

UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  eettdd  ––  SSttaapphhoorrsstt,,  LL    ((22000055))  
  
  
 
  



CHAPTER SIX SIMULATION RESULTS

-10 -5 0 5 10 15
10

-6

10
-5

10
-4

10
-3

10
-2

10
-1

10
0

Average E
b
/N

0
 [dB]

Si
m

ul
at

ed
 B

it
 E

rr
or

 P
ro

ba
bi

li
ty

Uncoded Rayleigh, Theoretical BER
Uncoded, K=-100dB, Simulated BER
Uncoded, K=9dB, Simulated BER
Uncoded, AWGN, Simulated BER
Cyclic (5,3,2) Coded, Original Trellis, Hard Input, K=-100dB
Cyclic (5,3,2) Coded, Original Trellis, Soft Input, No Fading Amp. CSI, K=-100dB
Cyclic (5,3,2) Coded, Original Trellis, Soft Input, Perfect CSI, K=-100dB
Cyclic (5,3,2) Coded, Original Trellis, Hard Input, K=9dB
Cyclic (5,3,2) Coded, Original Trellis, Soft Input, No Fading Amp. CSI, K=9dB
Cyclic (5,3,2) Coded, Original Trellis, Soft Input, Perfect CSI, K=9dB

Figure 6.54: BER Performances of Binary Cyclic(5, 3, 2) Block Coded Narrowband Complex QPSK
Communication Systems in Flat Fading Channel Conditions (BD,i = 100 Hz), VA Decoding Using
the Original Trellis Structure ofFig. 4.3
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Figure 6.55: BER Performances of Binary Cyclic(5, 3, 2) Block Coded Narrowband Complex QPSK
Communication Systems in Flat Fading Channel Conditions (BD,i = 33 Hz), VA Decoding Using
the Reduced Trellis Structure ofFig. 4.4
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Figure 6.56: BER Performances of Binary Cyclic(5, 3, 2) Block Coded Narrowband Complex QPSK
Communication Systems in Flat Fading Channel Conditions (BD,i = 100 Hz), VA Decoding Using
the Reduced Trellis Structure ofFig. 4.4

• FromFig. 6.52 it is clear that, in AWGN channel conditions, VA decoding of a simple binary
cyclic (5, 3, 2) linear block code using original (seeSection4.2) and reduced complexity (see
Section4.3.2) BCJR trellis structures deliver almost identical BER performances. This was
to be expected, since the reduced complexity trellis was obtained usingEq. (4.22)’s generator
matrix, which is a non-systematic equivalent of the original generator matrix,given byEq.
(4.18).

• In terms of coding gain, soft decision VA decoded binary cyclic(5, 3, 2) linear block codes
deliver mediocre BER performances in AWGN channel conditions. Soft decision VA de-
coding shows a simulated asymptotic coding gain of0.7 dB over an uncoded narrowband
complex QPSK system (comparable withEq. (3.25)’s theoretical gain ofCGsoft

BC = 0.79
dB), as well as a cross-over point (seeSection6.5.2.1.4) of1 dB. Since hard decision VA
decoding asymptotically lags soft decision decoding by3 dB (unexpectedly higher than the
classic2 dB) in terms of BER performance, the uncoded system will outperform hard decision
VA decoding at any SNR.

2. Conclusions and observations from the flat fading channel results:

• A comparison ofFig. 6.53 withFig. 6.54, andFig. 6.55 withFig. 6.56, confirms the follow-
ing expected observations: For both theBDi

= 33 Hz andBDi
= 100 Hz flat fading channel

scenarios, VA decoding of the binary cyclic(5, 3, 2) linear block code (using the original and
reduced complexity trellis structures) delivers increasingly improved BER performances as
the channels’ Rician factors increase. Furthermore, soft decision VA decoding, with perfect
fading amplitude CSI, shows gains of0.25 dB atBDi

= 100 Hz and0.1 dB atBDi
= 33 Hz
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over soft decision VA decoding without any fading amplitude CSI. Lastly, on average the VA
decoded binary cyclic(5, 3, 2) block code performs better at a faster fading rate, since it is
not intended to correct large error bursts.

• Inexplicably, in flat fading channel conditions, the VA decoding of the binary cyclic(5, 3, 2)
code, using the reduced complexity trellis structure, performs weaker thanwhen the origi-
nal trellis is used. For example, withBD,i = 100 Hz andKi = 9 dB, VA decoding using
the reduced trellis structure lags by0.75 dB in performance. This difference in BER perfor-
mance for the different trellis structures is less severe for the slowerBD,i = 33 Hz channel
configuration, measuring only0.3 dB for Ki = 9 dB. Although the author of this dissertation
is unable to deliver a bona fide explanation for this phenomenon, it can be conjectured that
these inferior performances, obtained using the reduced complexity trellis structure, might be
attributed to error propagation: Recall that the equivalent binary cyclic(5, 3, 2) code obtained
after executing the trellis reduction procedure described inSection4.3.2, is non-systematic.
As such, VA decoding alone will not produce an estimate of the original datainput vectordm.
A second stage ML mapping from decoded code word estimateĉm to decoded message word

estimatêdm is required. Thus, any errors present inĉm after VA decoding will not only prop-
agate, but possibly increase in quantity by performing the second stage MLmapping. The
end result is reduced BER performances. In [163]Fossorier et al.made similar observations
when linear block codes with identical dimensions anddmin, but with different generator
matricesGBC were compared.Fossorier et al.went on to show that the systematic encoding
of linear block codes not only simplifies decoding, but also minimises the probability of a bit
error.

6.5.5 COMMUNICATION SYSTEMS EMPLOYING INTERLEAVED VITERBI
DECODED LINEAR BLOCK CODES

The nett result of flat and frequency selective fading on wirelessly transported data streams is the phe-
nomenon of error bursts [60]. Certain types of codes, such as non-binary RS block codes (seeSection
3.2.2.3.3), are inherently designed to mitigate the detrimental effects of such error bursts [164]. How-
ever, using interleaving and de-interleaving (seeSection3.2.3) in conjunction with channel coding
yields remarkable BER performance improvements for communication systems operating in fading
channel conditions, even when burst error correcting codes are already employed [60]. The following
subsections investigate the BER performance improvements gained by using interleaved VA decoded
(seeSection4.4) binary Hamming(7, 4, 3) and non-binary RS(7, 5, 3) linear block codes in nar-
rowband complex QPSK (seeSection5.2) and wideband complex DS/SSMA QPSK (seeSection
5.3) communication systems, operating in flat and multi-user multipath fading channel conditions,
respectively. Similar toSection6.5.3, the RAKE receiver-based complex DS/SSMA communication
systems employed lengthMseq = 63 CSSs. Again, for all of the CSS families considered, except
ABC sequences, sequences were arbitrarily selected from their respective sequence families. For the
ABC sequences case, sequences were optimally selected (seeSection6.5.1.3.2).

A simple random number generator interleaver (seeSectionC.3.2) of lengthN = 105 bits was
employed for both the binary Hamming (7,4,3) (seeSection3.2.2.3.1) and non-binary RS(7, 5, 3)
(seeSection3.2.2.3.3) linear block coded systems. The choice for the length of the interleaver is jus-
tified as follows: From the chosen flat fading channel parameters (shown in Table5.1) and multipath
fading channel parameters (shown inTable 5.5 andTable 5.6), the minimum Doppler spread (see
Section2.4.3.3) considered in this study ismin {BD,i} = 33 Hz. Furthermore, both the narrowband
complex QPSK and wideband complex DS/SSMA QPSK transmitters are configured for balanced
modulation with coded, unspreaded symbol rates of 1000 b/s (seeTable5.1 andTable5.4). As such,
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a quick rule-of-thumb calculation shows that a slow deep fade can corrupt a maximum of approxi-
mately1000/33 ≈ 30 coded bits. Thus, an interleaver length ofN = 105 is more than adequate to
spread the effects of such a worst case scenario error burst overmultiple code words.

6.5.5.1 INTERLEAVED BINARY HAMMING(7, 4, 3) CODED COMMUNICATION SYSTEMS

The binary Hamming(7, 4, 3) code (seeSection3.2.2.3.1) considered inSection6.5.3.1 is revisited
here again. Since each code word consists of7 bits, interleaving using the lengthN = 105 ran-
dom number generator interleaver results in the shuffling of15 complete code words’ code bits. VA
decoded interleaved Hamming(7, 4, 3) coded narrowband complex QPSK and wideband complex
DS/SSMA systems’ simulated BER performances are presented and discussed in the following sub-
sections for flat fading and multi-user multipath fading channel conditions, respectively. Again, hard
and soft decision VA decoding (seeSection4.4.2) are considered, with varying degrees of fading
amplitude CSI (seeSection3.3.5) employed during soft decision decoding.

6.5.5.1.1 Flat Fading Channel Results

Fig. 6.57 andFig. 6.58 present the simulation results, obtained during the BER performance tests per-
formed for interleaved binary Hamming(7, 4, 3) coded (seeSection3.2.2.3.1) narrowband complex
QPSK communication systems (seeSection5.2) in flat fading (seeSection2.5.1.1) channel condi-
tions, with maximum Doppler spreads (seeSection2.4.3.3) ofBD,i = 33 Hz andBD,i = 100 Hz,
respectively. Hard and soft decision VA decoding (seeSection4.4), following the de-interleaving
process, were considered for Rician factors (seeSection2.5.2.2) ofKi = −100 dB, Ki = 0 dB
andKi = 9 dB. Results are shown for soft decision decoding without any fading amplitude CSI and
soft decision decoding with perfect fading amplitude CSI (seeSection3.3.5 andSection5.2.3). Also
depicted on these figures areEq. (5.24)’s theoretical BER performance curve for an uncoded QPSK
system in slow Rayleigh flat fading channel conditions, as well as simulated BER performance curves
for uncoded QPSK systems in the presence of only AWGN.

6.5.5.1.2 Multipath Fading Channel Results

Simulated multi-user multipath fading channel BER performance results for block-wise VA decoded
(seeSection4.4) interleaved binary Hamming(7, 4, 3) codes (seeSection3.2.2.3.1), running on
RAKE receiver-based wideband complex DS/SSMA QPSK systems (seeSection5.3), are shown
in Fig. 6.59,Fig. 6.60,Fig. 6.61 andFig. 6.62 for lengthMseq = 63 ABC (seeSectionD.3.2.2),
DSB CE-LI-RU filtered GCL (seeSectionD.3.2.1), ZC (seeSectionD.3.1.1) and QPH (seeSection
D.3.1.2) CSSs, respectively. Both hard and soft decision (with and without fading amplitude CSI (see
Section3.3.5 andSection5.3.3)) block-wise VA decoding of the interleaved binary Hamming(7, 4, 3)
codes were considered. The simulated uncoded RAKE receiver-based wideband complex DS/SSMA
QPSK systems’ multi-user multipath fading channel BER performance results,presented inSection
6.5.1.3.1, are also present on these figures for comparative purposes, as is the BER performance of an
uncoded non-RAKE DS/SSMA system, operating solely in AWGN.

6.5.5.1.3 Discussion of the Simulation Results

The preceding two subsections presented flat and multipath fading BER performance results for
interleaved binary Hamming(7, 4, 3) coded narrowband complex QPSK and wideband complex
DSSS/MA QPSK systems (with de-interleaving and VA decoding employed in the RAKE receiver),
respectively. Listed below are several noteworthy observations and important conclusions drawn from
these results:
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Figure 6.57: BER Performances of Interleaved Binary Hamming(7, 4, 3) Coded Narrowband Com-
plex QPSK Communication Systems in Flat Fading Channel Conditions,BD,i = 33 Hz
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Figure 6.58: BER Performances of Interleaved Binary Hamming(7, 4, 3) Coded Narrowband Com-
plex QPSK Communication Systems in Flat Fading Channel Conditions,BD,i = 100 Hz
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Figure 6.59: BER Performances of Interleaved Binary Hamming(7, 4, 3) Coded Wideband Com-
plex QPSK Communication Systems Employing ABC Sequences in Multi-User MultipathFading
Channel Conditions,Mseq = 63
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Figure 6.60: BER Performances of Interleaved Binary Hamming(7, 4, 3) Coded Wideband Com-
plex QPSK Communication Systems Employing DSB CE-LI-RU Filtered GCL CSSs in Multi-User
Multipath Fading Channel Conditions,Mseq = 63
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Figure 6.61: BER Performances of Interleaved Binary Hamming(7, 4, 3) Coded Wideband Com-
plex QPSK Communication Systems Employing ZC CSSs in Multi-User Multipath Fading Channel
Conditions,Mseq = 63
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Figure 6.62: BER Performances of Interleaved Binary Hamming(7, 4, 3) Coded Wideband Complex
QPSK Communication Systems Employing QPH CSSs in Multi-User Multipath Fading Channel
Conditions,Mseq = 63
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1. Conclusions and observations from the flat fading channel results:

• ContrastingFig. 6.57 withFig. 6.39, andFig. 6.58 withFig. 6.40 reveal that the interleaving
process substantially improved the BER performance of hard and soft decision VA decoded
binary Hamming(7, 4, 3) codes in flat fading channel conditions (especially for theBD,i =
33 Hz case). For example, withBD,i = 100 Hz andKi = 9 dB atPb(e) = 10−4, interleaving
improved soft decision VA decoding (without any fading amplitude CSI) by approximately
1.75 dB. However, as the Rician factorKi decreases, the gains obtained using interleaving
reduce. Thus, it can be argued that the fading channel’s tendency to move from a Gaussian-
like to a Rician-like statistical demeanour, starts to overtake the temporal characteristics as
the dominating channel effect.

• A comparison ofFig. 6.57 withFig. 6.58 shows that, even after interleaving, VA decoded
binary Hamming(7, 4, 3) block codes in flat fading channel conditions withBD,i = 33 Hz
show inferior BER performances to that obtained forBD,i = 100 Hz. However, the perfor-
mance difference is far less extreme than was the case with the non-interleaved VA decoded
binary Hamming(7, 4, 3) block codes (seeSection6.5.3.1.2). Thus, it can be concluded that
a lengthN = 105 interleaver was not sufficiently capable of decomposing error bursts to
obtain IID fading distributions on the received code bits.

• By incorporating interleaving into the binary Hamming(7, 4, 3) coded narrowband complex
QPSK system (operating in flat fading channel conditions), the resultantimprovement ob-
tained by employing perfect fading amplitude CSI during soft decision VA decoding, in-
creased. This is particularly evident atBD,i = 33 Hz. For example, atPb(e) = 10−4 with
Ki = 9 dB, fading amplitude CSI improved soft decision VA decoding by approximately
0.25 dB when using interleaving, whereas the non-interleaved scenario showed an almost
negligible gain of0.05 dB.

2. Conclusions and observations from the multi-user multipath fading channel results:

• Comparing the multi-user multipath fading results presented inSection6.5.3.1.3 andSection
6.5.5.1.2 for VA decoded non-interleaved and interleaved binary Hamming(7, 4, 3) linear
block codes, respectively, indicates that the use of interleaving improvedthe BER perfor-
mance positively. The largest performance improvements were observedat low user loads
with hard decision VA decoding. For example, by using interleaving togetherwith hard deci-
sion VA decoding, a1-user system with a BER ofPb(e) = 2/1000 obtained a gain of almost1
dB, irrespective of the CSS family. By employing soft decision decoding (without fading am-
plitude CSI), this gain diminished to0.8 dB. However, it was still adequate enough to boost
the single user’s multipath fading performance results over that of the uncoded DS/SSMA
system (without RAKE reception) in AWGN channel conditions forEb/N0 > 4 dB.

• FromSection6.5.5.1.2’s BER performance results for the different filtered and unfiltered CSS
families considered in this study, it is apparent that, after interleaving, ABC sequences still
exhibit the poorest MUI performance, distantly followed by DSB CE-LI-RU filtered GCL
CSSs. However, by incorporating interleaving into VA decoded binary Hamming (7, 4, 3)
codes, these two pre-filtered CSS families showed the largest BER performance improve-
ments for the10-user scenario. Thus, it can be speculated that interleaving actually alleviates
the detrimental correlative and temporal effects of the MUI caused by the CSSs’ poor peri-
odic cross-correlation properties, thereby creating less bursty errors. The unfiltered QPH and
ZC CSS families, which performed almost identically, surpassed ABC and DSBCE-LI-RU
filtered GCL CSSs for all VA decoder approaches and user load options.

• Differing from the observations made fromSection6.5.5.1.1’s flat fading channel results, it
was discovered that, in multi-user multipath fading channel conditions, interleaving has no
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influence on the performance improvement obtained by incorporating fading amplitude CSI
into soft decision VA decoding. The same can also be said of the asymptotic gain of soft
decision (without fading amplitude CSI) over hard decision VA decoding, since it remains
constant at2 dB, regardless of the user load or CSS family used.

6.5.5.2 INTERLEAVED NON-BINARY REED-SOLOMON(7, 5, 3) CODED COMMUNICATION
SYSTEMS

Simulated BER performance curves are introduced in the following subsections for interleaved RS
(7, 5, 3) block coded (seeSection3.2.2.3.3) narrowband complex QPSK (seeSection5.2) and wide-
band complex DS/SSMA QPSK (seeSection5.3) communication systems, operating in flat fading
and multi-user multipath fading channels, respectively. The non-binary RS(7,5,3) code used through-
out these simulations, functions inGF

(
23

)
and is defined byEq. (6.5) inSection6.5.3.2. Since each

RS code word consists of sevenGF
(
23

)
code word symbols, with eachGF

(
23

)
symbol in turn con-

sisting of three bits, it follows that the lengthN = 105 random number generator interleaver shuffles
the information of5 consecutive code words prior to transmission. The following subsectionspresent
simulated BER performance results obtained through hard and soft decision (with and without perfect
fading amplitude CSI) VA decoding.

6.5.5.2.1 Flat Fading Channel Results

Simulated flat fading channel (seeSection2.5.1.1) BER performance results are shown inFig. 6.63
(maximum Doppler spread ofBD,i = 33 Hz) andFig. 6.64 (maximum Doppler spread ofBD,i = 100
Hz) for VA decoded (seeSection4.4) interleaved non-binary RS(7, 5, 3) coded (seeSection3.2.2.3.3)
narrowband complex QPSK communication systems (seeSection5.2). These figures contain simula-
tion results obtained using flat fading channels configured for Rician factors (seeSection2.5.2.2) of
Ki = −100 dB, Ki = 0 dB andKi = 9 dB. Hard and soft decision (with and without perfect fad-
ing amplitude CSI (seeSection3.3.5 andSection5.2.3)) branch metric calculation approaches were
considered for the VA decoding following the de-interleaving process in the receiver. Furthermore,
simulated BER performance curves for uncoded QPSK systems in AWGN conditions, as well asEq.
(5.24)’s theoretical BER performance curve for an uncoded QPSK system in slow Rayleigh flat fading
channel conditions, are also included onFig. 6.63 andFig. 6.64.

6.5.5.2.2 Multipath Fading Channel Results

Simulated multi-user multipath fading channel BER performance results for length Mseq = 63 ABC
(seeSectionD.3.2.2), DSB CE-LI-RU filtered GCL (seeSectionD.3.2.1), ZC (seeSectionD.3.1.1)
and QPH (seeSectionD.3.1.2) CSS-based interleaved non-binary RS(7, 5, 3) coded (seeSection
3.2.2.3.3) wideband complex DS/SSMA QPSK systems (seeSection5.3), with VA decoding (see
Section4.4) using BCJR trellises, are shown inFig. 6.65,Fig. 6.66,Fig. 6.67 andFig. 6.68, re-
spectively. Block-wise VA decoding approaches considered include hard and soft decision (with and
without fading amplitude CSI (seeSection3.3.5 andSection5.3.3)) decoding. Also present on these
figures are the simulated uncoded RAKE receiver-based wideband complex DS/SSMA QPSK sys-
tems’ multi-user multipath fading channel BER performance results, previously presented inSection
6.5.1.3.1.

6.5.5.2.3 Discussion of the Simulation Results

ContinuingSection6.5.5’s investigation into the effects of interleaving on block coded narrowband
complex QPSK and wideband complex DSSS/MA QPSK systems (with VA decoding) in flat fading
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Figure 6.63: BER Performances of Interleaved Non-Binary RS(7, 5, 3) Coded Narrowband Complex
QPSK Communication Systems in Flat Fading Channel Conditions,BD,i = 33 Hz

and multi-user multipath fading channel conditions, respectively,Section6.5.5.2 brought interleaved
non-binary RS(7, 5, 3) codes under the spotlight. Important conclusions and observations fromthese
results are listed below:

1. Conclusions and observations from the flat fading channel results:

• Coinciding with the findings ofSection6.5.5.1, the incorporation of interleaving into non-
binary RS(7, 5, 3) coded complex QPSK systems, employing VA decoding, improved the
overall BER performances in flat fading channel conditions. However, this improvement is
less dramatic for the non-binary RS(7, 5, 3) code than for the binary Hamming(7, 4, 3) code.
For example, a comparison betweenFig. 6.46 andFig. 6.63 indicates that interleaving de-
livers an additional gain of only0.2 dB for soft decision decoding (without fading amplitude
CSI) atPb(e) = 10−4 with BD,i = 100 Hz andKi = 9 dB. This modest gain can be at-
tributed to the fact that RS codes have the inherent capacity to correct bursty errors. It is
interesting to note, however, that the gains obtained for bothBD,i = 33 Hz andBD,i = 100
Hz by including interleaving, increase as the Rician factorKi decreases.

• Contrasting the flat fading channel results presented inSection6.5.3.2.2 with that given in
Section6.5.5.2.1 confirms the observations made inSection6.5.5.1: In general, applying in-
terleaving results in more impressive BER performances at lower maximum Doppler spreads.
For the VA decoded non-binary RS(7, 5, 3) code considered here, the resultant improvements
obtained through interleaving yield more comparable BER performances betweenBD,i = 33
Hz andBD,i = 100 Hz than was the case for the interleaved binary Hamming(7, 4, 3) codes.
This can once again be attributed to the RS code’s inherent ability to correctany small error
bursts still present at the output of the random interleaver.
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Figure 6.64: BER Performances of Interleaved Non-Binary RS(7, 5, 3) Coded Narrowband Complex
QPSK Communication Systems in Flat Fading Channel Conditions,BD,i = 100 Hz
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Figure 6.65: BER Performances of Interleaved Non-binary RS(7, 5, 3) Coded Wideband Complex
QPSK Communication Systems Employing ABC Sequences in Multi-User Multipath Fading Chan-
nel Conditions,Mseq = 63
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Figure 6.66: BER Performances of Interleaved Non-binary RS(7, 5, 3) Coded Wideband Complex
QPSK Communication Systems Employing DSB CE-LI-RU Filtered GCL CSSs in Multi-User Mul-
tipath Fading Channel Conditions,Mseq = 63
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Figure 6.67: BER Performances of Interleaved Non-binary RS(7, 5, 3) Coded Wideband Complex
QPSK Communication Systems Employing ZC CSSs in Multi-User Multipath Fading Channel Con-
ditions,Mseq = 63

DEPARTMENT OFELECTRICAL, ELECTRONIC AND COMPUTER ENGINEERING 164

UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  eettdd  ––  SSttaapphhoorrsstt,,  LL    ((22000055))  
  
  
 
  



CHAPTER SIX SIMULATION RESULTS

-10 -5 0 5 10 15
10

-4

10
-3

10
-2

10
-1

10
0

Average E
b
/N

0
 [dB]

Si
m

ul
at

ed
 B

it
 E

rr
or

 P
ro

ba
bi

li
ty

1-User, no RAKE, AWGN
1-User, Uncoded
1-User, Interl. RS (7,5,3), Hard Input
1-User, Interl. RS (7,5,3), Soft Input, No Fading Amp. CSI
1-User, Interl. RS (7,5,3), Soft Input, Perfect CSI
5-Users, Uncoded
5-Users, Interl. RS (7,5,3), Hard Input
5-Users, Interl. RS (7,5,3), Soft Input, No Fading Amp. CSI
5-Users, Interl. RS (7,5,3), Soft Input, Perfect CSI
10-Users,Uncoded
10-Users, Interl. RS (7,5,3), Hard Input
10-Users, Interl. RS (7,5,3), Soft Input, No Fading Amp. CSI
10-Users, Interl. RS (7,5,3), Soft Input, Perfect CSI

Figure 6.68: BER Performances of Interleaved Non-binary RS(7, 5, 3) Coded Wideband Complex
QPSK Communication Systems Employing QPH CSSs in Multi-User Multipath Fading Channel
Conditions,Mseq = 63

• ComparingFig. 6.63 andFig. 6.64 with the results given inSection6.5.3.2.2, it is apparent
that, in terms of the BER performance improvement obtained by including perfect fading am-
plitude CSI into the soft decision VA metric calculations, interleaving proved to be beneficial
only for low maximum Doppler spreads. By incorporating interleaving this gainincreased
from 0.2 dB to 0.4 dB for BD,i = 33 Hz, whereas no change was observed forBD,i = 100
Hz.

2. Conclusions and observations from the multi-user multipath fading channel results:

• Comparing the results given inSection6.5.3.2.3 andSection6.5.5.2.2, it is apparent that in-
terleaving has little influence on the BER performance of VA decoded non-binary RS(7, 5, 3)
block codes in multi-user multipath fading channel conditions. Only the RS(7, 5, 3) coded
complex DS/SSMA QPSK systems employing the ABC and DSB CE-LI-RU filtered GCL
CSSs showed notable improvements. For example, forPb(e) = 3/1000, the10-user ABC
sequence-based system showed an improvement of0.2 dB after interleaving. Thus, it can be
concluded that the RS code was sufficiently capable of handling the burstyerrors created by
the multipath fading and MUI, without having to resort to interleaving.

• For all of the CSS families considered, soft decision VA decoding of the interleaved RS
(7, 5, 3) block code in a single user CDMA system delivered better performances than an
uncoded non-RAKE DS/SSMA QPSK system in AWGN conditions withEb/N0 > 4 dB.

• As was to be expected, ABC sequences exhibited the poorest BER performances, especially
at high user loads. QPH and ZC CSSs delivered nearly identical BER performance results,
with DSB CE-LI-RU filtered GCL CSSs trailing by no more than1 dB for the10-user worst
case scenario.
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• Coinciding with the observations made from the soft decision VA decoded interleaved bi-
nary Hamming(7, 4, 3) block code’s multi-user multipath fading BER performance results,
it seems that interleaving has no significant influence on the performance improvements ob-
tained by incorporating fading amplitude CSI into the metric calculations.

6.5.6 COMMUNICATION SYSTEMS EMPLOYING VITERBI DECODED PUNCTURE D
CONVOLUTIONAL AND LINEAR BLOCK CODES

Rate adaptation through code puncturing (seeSection3.2.4) has become a standard feature in the
channel coding schemes employed by most commercial mobile communication systems (e.g. GSM,
GPRS and EDGE). The advantages of using puncturing are twofold: Firstly, puncturing allows for
flexible data rates using a single coding scheme, a crucial feature in any communication system that
is intended to supplybandwidth-on-demand. Secondly, puncturing enables the telecommunications
engineer to harness the error correction capabilities of powerful low rate codes, without having to
concede considerable transmission bandwidth [102–104].

The following subsections investigate the influence of puncturing on the BERperformances of VA de-
coded RSC codes (seeSection3.2.1.3.2) and binary BCH linear block codes (seeSection3.2.2.3.2).
BER performance results were obtained for these punctured codes on narrowband complex QPSK
communication systems (seeSection5.2), operating in AWGN and flat fading channel conditions.
Multi-user multipath fading simulation results are also presented for the binary BCH (15, 7, 5) code.
The RAKE receiver-based complex DS/SSMA communication systems (seeSection5.3) employed
during these simulations, were configured for lengthMseq = 63 CSSs. The ABC sequences used
were optimally selected, as described inSection6.5.1.3.2. CSSs were arbitrarily selected for the
other CSS families considered.

6.5.6.1 PUNCTURED BINARY 4-STATE, RATERC = 1/2 RSC CODED COMMUNICATION
SYSTEMS

In the following subsections a punctured [102–104] binary4-state, rateRc = 1/2 RSC code’s BER
performances are investigated in AWGN and flat fading channel conditions (multipath fading channel
conditions were omitted due to time constraints). FromTableA.3 the original4-state, rateRc = 1/2
RSC code is defined by the following generator matrix (seeSection3.2.1.3.2):

GCC(D) =
[

1 1+D2

1+D+D2

]

(6.6)

As indicated inTableA.3, this code has a minimum free distance ofdfree = 5. Code words generated
by the encoder structure, defined byEq. (6.6), is punctured according to the following puncturing
profile (seeSection3.2.4):

Υ =

[
1 1
1 0

]

(6.7)

UsingEq. (3.46), it readily follows that the resultant punctured code has a rate ofRp = 2/3, making it
comparable with the RSC code investigated inSection6.5.2.2. Furthermore, note that the systematic
information (seeSection3.2.1.2) remains intact after puncturing. Hence, this punctured code can
still be classified as a binary IIR RSC code (seeSection3.2.1.3.2). Furthermore, a equiprobable
symbol-generating information source was employed in the transmitter structures used during this
subsection’s simulations. As such, the receiver-end de-puncturers declare erasure values (seeEq.
(3.60)) ofΓm,i,a = 0 in the punctured bit positions, prior to sliding window VA decoding.
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6.5.6.1.1 AWGN Channel Results

Fig. 6.69 shows the simulated AWGN channel BER performance results, obtainedfor narrowband
complex QPSK communication systems, employing the punctured4-state, rateRc = 1/2 RSC code,
described inSection6.5.6.1. For comparative purposes the results presented inSection6.5.2.2 for the
8-state, rateRc = 2/3 RSC code are repeated inFig. 6.69. VA decoding using hard and soft decision
(without fading amplitude CSI) metric calculations were considered for both the unpunctured rate
Rc = 2/3 and punctured rateRc = 1/2 RSC codes.Eq. (5.20), which defines the theoretical BER
performance curve of an uncoded narrowband QPSK system in AWGN channel conditions, is also
included inFig. 6.69.
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Figure 6.69: BER Performances of Punctured4-State, RateRc = 1/2 RSC Coded Narrowband
Complex QPSK Communication Systems in AWGN Channel Conditions

6.5.6.1.2 Flat Fading Channel Results

Fig. 6.70 andFig. 6.71 show simulated BER performance results for punctured 4-state, rateRc =
1/2 RSC (seeSection3.2.1.3.2) coded narrowband complex QPSK communication systems (see
Section5.2) in flat fading channel conditions (seeSection2.5.1.1) with maximum Doppler spreads
of BD,i = 33 Hz andBD,i = 100 Hz, respectively. During these simulations the flat fading channel
configurations considered included Rician factors (seeSection2.5.2.2) ofKi = −100 dB, Ki = 0
dB andKi = 9 dB. After de-puncturing in the receiver, sliding window VA decoding of the 4-state,
rateRc = 1/2 RSC codes were performed. Both hard and soft decision decoding were considered,
with either perfect or no fading amplitude CSI (seeSection3.3.5 andSection5.2.3) used during soft
decision decoding. Simulated BER performance curves for uncoded QPSK systems in AWGN, as
well as theoretical BER performance curves for uncoded QPSK systemsin slow Rayleigh flat fading
channel conditions (defined byEq. (5.24)) are present onFig. 6.70 andFig. 6.71.
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Figure 6.70: BER Performances of Punctured4-State, RateRc = 1/2 RSC Coded Narrowband
Complex QPSK Communication Systems in Flat Fading Channel Conditions,BD,i = 33 Hz
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Figure 6.71: BER Performances of Punctured4-State, RateRc = 1/2 RSC Coded Narrowband
Complex QPSK Communication Systems in Flat Fading Channel Conditions,BD,i = 100 Hz
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6.5.6.1.3 Discussion of the Simulation Results

Punctured binary4-state, rateRc = 1/2 RSC coded narrowband complex QPSK systems were eval-
uated inSection6.5.6.1.1 andSection6.5.6.1.2. The narrowband systems were tested in AWGN and
flat fading channel conditions. From the simulated BER performance results presented in the two
preceding subsections, the following is evident:

1. Conclusions and observations from the AWGN channel results:

• The simulated AWGN channel results ofFig. 6.69 show that the punctured4-state, rate
Rc = 1/2 RSC code does not perform as well as the unpunctured8-state, rateRc = 2/3
RSC code ofSection6.5.2.2, even though both codes have the same minimum free distance.
This can be attributed to the fact puncturing decreased the effective minimumfree distance of
the rateRc = 1/2 RSC code. Exact calculation of the punctured code’s overall minimum free
distance is a cumbersome process. However, reverse engineeringEq. (3.8), using a measured
asymptotic coding gain ofGCsoft

CC = 2.2 dB for soft decision VA decoding over an uncoded
system, the effective minimum free distance for the punctured RSC code canbe estimated as
dfree = 3.

• It is interesting to note fromFig. 6.69’s AWGN channel results that, although the cross-over
point (seeSection6.5.2.1.4) for hard decision VA decoding of the punctured rateRc = 1/2
RSC code is higher than that of the unpunctured rateRc = 2/3 RSC code, these two codes
have similar cross-over points for soft decision VA decoding.

• In AWGN channel conditions (seeFig. 6.69), soft decision VA decoding of the punctured
rateRc = 1/2 RSC code shows an improvement of1.7 dB, which is less than the expected2
dB.

2. Conclusions and observations from the flat fading channel results:

• Fig. 6.70 andFig. 6.71 not only show that the punctured rateRc = 1/2 RSC code’s perfor-
mance in flat fading channel conditions improve as the Rician factorKi increases, but also
that the punctured RSC code is presented with more adverse temporal distortions to overcome
whenBD,i = 33 Hz. In general, the BER performances of hard and soft decision VA decoded
punctured rateRc = 1/2 RSC codes deteriorate as the maximum Doppler spread decreases,
regardless of the Rician factorKi.

• From theBD,i = 33 Hz andBD,i = 100 Hz flat fading channel results, shown inFig.
6.70 andFig. 6.71, respectively, it is clear that the use of perfect fading amplitude CSI
during soft decision VA decoding resulted in minor BER performance improvements. For the
BD,i = 100 Hz the improvement was most noticeable, measuring approximately0.25 dB for
Ki = 9 dB. Furthermore, it is interesting to note that the asymptotic gain of soft decision
decoding (without any fading amplitude CSI) over hard decision decodingis an impressive
2.5 dB for theBD,i = 100 Hz scenario, but only2 dB for BD,i = 33 Hz.

• The flat fading channel BER performance results, given inSection6.5.2.2.2, for the unpunc-
tured 8-state, rateRc = 2/3 RSC code, are superior to the results obtained here for the
punctured rateRc = 1/2 RSC code. Although practical implementation of both codes result
in identical bandwidth enlargements, the punctured RSC code has a smaller number of states
in its trellis (seeSection3.3.1.1), resulting in an inferior minimum free Hamming property
(seeSection3.2.1.2). This, in turn, produces weaker BER performances.
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6.5.6.2 PUNCTURED BINARY BCH(15, 7, 5) CODED COMMUNICATION SYSTEMS

The effects of puncturing on the BER performances of a VA decoded binary BCH(15, 7, 5) code (see
Section3.2.2.3.2), operating in varying channel conditions, are considered in thefollowing subsec-
tions. The code under investigation is defined by the following generator polynomial [47]:

gBC(p) = p8 + p7 + p6 + p4 + 1 (6.8)

which can be used to construct the following equivalent systematic generator matrix (seeSection
3.2.2.2):

GBC =













1 0 0 0 0 0 0 1 1 1 0 1 0 0 0
0 1 0 0 0 0 0 0 1 1 1 0 1 0 0
0 0 1 0 0 0 0 0 0 1 1 1 0 1 0
0 0 0 1 0 0 0 0 0 0 1 1 1 0 1
0 0 0 0 1 0 0 1 1 1 0 0 1 1 0
0 0 0 0 0 1 0 0 1 1 1 0 0 1 1
0 0 0 0 0 0 1 1 1 0 1 0 0 0 1













(6.9)

From [47] this BCH code has a minimum Hamming distance (seeSection3.2.2.2) ofdmin = 5
bits. Furthermore, since it has a code rate ofRc = 7/15, incorporating it into a communication
system will come at the expense of a114.29% inflation in transmission bandwidth. This bandwidth
expansion can be alleviated by incorporating the following puncturing profile (seeSection3.2.4) into
the communication system’s channel coding subsystem:

Υ =






























0 1 1 1
1 0 1 1
1 1 0 1
1 1 1 1
1 1 1 0
1 1 1 1
0 1 1 1
1 0 1 1
1 1 0 1
1 1 1 1
1 1 1 0
1 1 1 1
0 1 1 1
1 0 1 1
1 1 0 1






























(6.10)

From Eq. (3.46) it follows that, when using this puncturing profile in conjunction with the binary
BCH (15, 7, 5) block code, a punctured code rate ofRp = 4/7 is obtained. Thus, the resultant punc-
tured binary BCH code is comparable with the binary Hamming(7, 4, 3) code, examined inSection
6.5.3.1 andSection6.5.5.1. Although this puncturing profile was arbitrarily chosen to deliver anover-
all code rate ofRc = 4/7, the author did attempt to uniformly distribute the deletion of code bits from
consecutive BCH code words. However, at no point can it be claimed that the puncturing profile of
Eq. (6.10) is in any sense optimal.

The following subsections present AWGN and flat fading channel BER performance results, ob-
tained using narrowband complex QPSK communication systems (seeSection5.2) employing the
punctured binary BCH(15, 7, 5) block code. Also given here are multi-user multipath fading chan-
nel BER performance results for punctured binary BCH(15, 7, 5) block codes, running on wideband
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complex DS/SSMA QPSK communication systems (seeSection5.3). Hard decision VA decoding, as
well soft decision VA decoding, with varying degrees of fading amplitude CSI (seeSection3.3.5), are
considered. The punctured binary BCH(15, 7, 5) code BER performance results are compared with
that obtained for the binary Hamming(7, 4, 3) code.

6.5.6.2.1 AWGN Channel Results

Simulated AWGN channel BER performance results are depicted inFig. 6.72 for narrowband com-
plex QPSK communication systems, employing the punctured binary BCH(15, 7, 5) block code de-
tailed inSection6.5.6.2. As is clear from this figure, hard and soft decision (without fading amplitude
CSI) VA decoding results were obtained. Since the punctured binary BCH(15, 7, 5) code is com-
parable with the binary Hamming(7, 4, 3) block code ofSection6.5.3.1, the hard and soft decision
VA decoding AWGN channel results provided inFig. 6.36 are included inFig. 6.72. Also depicted
on this figure is the BER performance curve of an uncoded narrowbandQPSK system in AWGN,
theoretically defined byEq. (5.20).
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Figure 6.72: BER Performances of Punctured Binary BCH(15, 7, 5) Coded Narrowband Complex
QPSK Communication Systems in AWGN Channel Conditions

6.5.6.2.2 Flat Fading Channel Results

Flat fading channel (seeSection2.5.1.1) simulated BER performance results are depicted inFig.
6.63 (maximum Doppler spread ofBD,i = 33 Hz) andFig. 6.64 (maximum Doppler spread of
BD,i = 100 Hz) for VA decoded (seeSection4.4) punctured binary BCH(15, 7, 5) coded (seeSection
3.2.2.3.2) narrowband complex QPSK communication systems (seeSection5.2). Simulation results
are included for flat fading channels configured with Rician factors (see Section2.5.2.2) ofKi =
−100 dB, Ki = 0 dB andKi = 9 dB. After de-puncturing in the narrowband complex QPSK
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Figure 6.73: BER Performances of Punctured Binary BCH(15, 7, 5) Coded Narrowband Complex
QPSK Communication Systems in Flat Fading Channel Conditions,BD,i = 33 Hz

receiver, VA decoding using either hard or soft decisions (with and without perfect fading amplitude
CSI (seeSection3.3.5 andSection5.2.3)) were performed. For comparative purposes, simulated
BER performance curves for uncoded QPSK systems in AWGN, as well asthe theoretical BER
performance curve for uncoded QPSK systems in slow Rayleigh flat fading channel conditions (given
in Eq. (5.24)), are also included onFig. 6.73 andFig. 6.74.

6.5.6.2.3 Multipath Fading Channel Results

Fig. 6.75, Fig. 6.76, Fig. 6.77 andFig. 6.78 respectively show simulated multi-user multipath
fading channel BER performance results for length-63 ABC (seeSectionD.3.2.2), DSB CE-LI-RU
filtered GCL (seeSectionD.3.2.1), ZC (seeSectionD.3.1.1) and QPH (seeSectionD.3.1.2) CSS-
based punctured binary BCH(15, 7, 5) coded (seeSection3.2.2.3.2) wideband complex DS/SSMA
QPSK systems (seeSection5.3). Following the de-puncturing process (seeSection3.3.4) at the
RAKE receiver, block-wise VA decoding, using the binary BCH(15, 7, 5) code’s BCJR trellis, which
consists of16 layers with64 nodes each, was employed. Simulation results are given for hard and
soft decision (with and without fading amplitude CSI (seeSection3.3.5 andSection5.3.3)) VA decod-
ing approaches. The multi-user multipath fading and AWGN channel BER performance results for
uncoded RAKE receiver-based and non-RAKE receiver-based wideband complex DS/SSMA QPSK
systems, respectively, are also included on these four figures.

6.5.6.2.4 Discussion of the Simulation Results

The focus of the preceding three subsections were the effects of usingpuncturing in conjunction with
VA decoded binary BCH(15, 7, 5) codes. Simulated BER performance results were presented for
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Figure 6.74: BER Performances of Punctured Binary BCH(15, 7, 5) Coded Narrowband Complex
QPSK Communication Systems in Flat Fading Channel Conditions,BD,i = 100 Hz

punctured binary BCH(15, 7, 5) coded narrowband complex QPSK communication systems (oper-
ating in AWGN and flat fading channel conditions) and multi-user wideband complex DSSS/MA
QPSK systems (operating in multipath fading channel conditions). The following observations were
made from these results:

1. Conclusions and observations from the AWGN channel results:

• Investigation of the AWGN channel BER performance results for the VA decoded punctured
binary BCH(15, 7, 5) codes, implemented on narrowband complex QPSK systems (seeFig.
6.72), indicates that the puncturing process not only decreased the strain on the transmission
bandwidth, but also decreased the binary BCH(15, 7, 5) code’s error correcting capabili-
ties. For soft decision VA decoding of the punctured binary BCH(15, 7, 5) code a mundane
asymptotic coding gain of1.8 dB is achieved, whereas hard decision decoding shows a cod-
ing loss of1.9 dB. Thus, reverse engineeringEq. (3.25) shows that puncturing (using the
profile given byEq. (6.10)) has effectively decreased the BCH code’s minimum Hamming
distance (seeSection3.2.2.2) fromdmin = 5 to approximatelydmin = 3.

• Comparing the AWGN channel BER performance results for VA decoded binary Hamming
(7, 4, 3) and punctured binary BCH(15, 7, 5) codes on narrowband complex QPSK systems
(shown inFig. 6.36 andFig. 6.72, respectively), establishes that the soft decision decoding
(with or without fading amplitude CSI) of both codes deliver comparable results. However,
hard decision VA decoding of the binary BCH(15, 7, 5) code failed to perform at the same
level as hard decision VA decoded binary Hamming(7, 4, 3) codes. Specifically, for high av-
erageEb/N0 values, hard decision VA decoded BCH(15, 7, 5) codes showed an asymptotic
performance loss of2 dB when compared to the hard decision VA decoded binary Hamming
(7, 4, 3) code.
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Figure 6.75: BER Performances of Punctured Binary BCH(15, 7, 5) Coded Wideband Complex
QPSK Communication Systems Employing ABC Sequences in Multi-User Multipath Fading Chan-
nel Conditions,Mseq = 63
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Figure 6.76: BER Performances of Punctured Binary BCH(15, 7, 5) Coded Wideband Complex
QPSK Communication Systems Employing DSB CE-LI-RU Filtered GCL CSSs in Multi-User Mul-
tipath Fading Channel Conditions,Mseq = 63
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Figure 6.77: BER Performances of Punctured Binary BCH(15, 7, 5) Coded Wideband Complex
QPSK Communication Systems Employing ZC CSSs in Multi-User Multipath Fading Channel Con-
ditions,Mseq = 63
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Figure 6.78: BER Performances of Punctured Binary BCH(15, 7, 5) Coded Wideband Complex
QPSK Communication Systems Employing QPH CSSs in Multi-User Multipath Fading Channel
Conditions,Mseq = 63
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• Fig. 6.72 demonstrates that soft decision VA decoding of the punctured binaryBCH (15, 7, 5)
code outperforms hard decision decoding with approximately3 dB. This result far exceeds
the characteristic2 dB gain for hard over soft decision ML decoding, characteristic with
non-punctured linear block codes [47].

2. Conclusions and observations from the flat fading channel results:

• The punctured binary BCH(15, 7, 5) code exhibits an increase in flat fading channel BER
performance as the Rician factorKi increases (refer toFig. 6.73 andFig. 6.74). This is true
for bothBD,i = 33 Hz andBD,i = 100 Hz. On average, the punctured code performs best
at the maximum Doppler spread, i.e.BD,i = 100 Hz. Since the flat fading channel creates
shorter error bursts at higher maximum Doppler spreads, the VA decoding of the punctured
binary BCH(15, 7, 5) code (which is not intended for burst error correction) produces better
BER performance results, irrespective of the channel’s Rician factorKi.

• Referring toFig. 6.73 andFig. 6.74 it is clear that the use of perfect fading amplitude
CSI during the soft decision VA decoding of the punctured BCH(15, 7, 5) codes resulted
in relatively small gains over soft decision decoding (without any fading amplitude CSI).
For bothBD,i = 33 Hz andBD,i = 100 Hz this gain was approximately0.15 dB when
Ki = 9 dB. Moreover, hard decision VA decoding asymptotically lags soft decision decoding
(without any fading amplitude CSI) by1.75 dB for BD,i = 33 Hz, and2.25 dB for BD,i =
100 Hz.

• Recall fromSection6.5.6.2 that the puncturing profile defined byEq. (6.10) was designed
with the singular intention to reduce the binary BCH(15, 7, 5) code’s rate to that of the binary
Hamming(7, 4, 3) code, but still preserve its superior error correction capabilities. As was
observed from the AWGN channel results, puncturing unfortunately reduced the code’s effec-
tively minimum Hamming distance, resulting in poorer BER performances. Corresponding to
the observations made for AWGN channel conditions, a comparison of the simulated results
presented inSection6.5.3.1.2 andSection6.5.6.2.2 shows that, in flat fading channel condi-
tions, soft decision VA decoding of the two codes performed similarly. With hard decision
VA decoding, however, the binary BCH(15, 7, 5) codes proved to be inferior to the binary
Hamming(7, 4, 3) codes.

3. Conclusions and observations from the multi-user multipath fading channel results:

• MatchingSection6.5.6.2.3’s multi-user multipath fading BER results with that presented in
Section6.5.3.1.3 for VA decoded binary Hamming(7, 4, 3) codes, it is clear that soft decision
decoding of the binary Hamming(7, 4, 3) code and the punctured binary BCH(15, 7, 5) code
deliver nearly the same performances, irrespective of the quality of the fading amplitude CSI
employed in the metric calculations. Unfortunately, the BER performances obtained using
hard decision VA decoding of the punctured binary BCH(15, 7, 5) code follows the pattern
observed for the AWGN and flat fading channels. At a BER ofPb(e) = 2/1000, for example,
hard decision decoding of the punctured binary BCH(15, 7, 5) code exhibits a loss of1.5 dB
in a single user CDMA system, employing DSB CE-LI-RU filtered GCL CSSs. This poor
BER performance trend, observed for the hard decision VA decoding of the punctured binary
BCH (15, 7, 5) code, increases in severity as the user load increases, regardless ofthe CSS
family employed.

• On the whole, VA decoded punctured binary BCH(15, 7, 5) codes, implemented on RAKE
receiver-based DS/SSMA QPSK systems using ABC sequences, delivered the poorest BER
performances at high user loads. QPH CSSs produced the best results, with ZC CSSs a close
second. Furthermore, for the single user scenario at highEb/N0 values, only the unfiltered
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CSS families were capable of performing better or equivalent to the single user uncoded non-
RAKE receiver-based DS/SSMA QPSK system, operating purely in AWGN.However, the
unfiltered CSS families did come close to this AWGN curve, lagging by no more than0.2 dB
behind the unfiltered CSS families.

• Contrasting the hard and soft decision VA decoding results ofFig. 6.75,Fig. 6.76,Fig. 6.77
andFig. 6.78, soft decision decoding (without fading amplitude CSI) gains, ranging between
approximately2.4 dB and2.8 dB, can be observed for user loads ranging from low to high,
irrespective of the CSS family. Furthermore, the inclusion of perfect fading amplitude CSI
during soft decision VA decoding produces an average gain of0.2 dB for all user loads and
CSS families.

6.6 CONCLUDING REMARKS

Chapter6 presented a culmination of simulation results that investigated, evaluated and verified the
theories, algorithms, communication system building blocks, simulation platforms and VA decoded
coding schemes covered in the previous chapters. Firstly, it examined the operation of the novel
complex flat fading and multipath fading channel simulators, presented inSection2.6.2.3 andSection
2.6.3.2, respectively. Next, attention shifted to the verification of the narrowband complex QPSK
(seeSection5.2) and wideband complex DSSS/MA QPSK communication systems (seeSection5.3).
Lastly, numerous simulated AWGN, flat fading and multi-user multipath fading channel BER per-
formance results, obtained usingSection5.4’s comprehensive simulation platforms, were presented
and assessed for uncoded, as well as VA decoded convolutional andlinear block coded narrowband
and wideband communication systems. This chapter not only documents several interesting and im-
portant findings from the simulation results presented here, but it also makes a number of unique
contributions. Important results presented and novel contributions made by this chapter, are listed
below:

1. Measured phase and fading amplitude PDFs, as well as measured Doppler spectra, are presented
in Section6.2.1 for the novel complex fading channel simulator, featured inSection2.6.2.3. These
simulation results not only certifies the accuracy of the proposed complex flat fading channel simu-
lator’s operation, but also serves as proof of its flexibility in terms of supported fading distributions
and fading rates.

2. The functioning and configurability of the unique complex multipath fading channel simulator,
proposed inSection2.6.3.2, are authenticated inSection6.2.2 via simulated power delay profile
and Doppler spread PSD measurements.

3. Simulated time signals, PSDs and eye diagrams are given inSection6.3 for the unique complex
QPSK transmitter and receiver models, presented inSection5.2. The PSD and eye diagram results
were obtained in perfect, noiseless channel conditions, whereas the simulated time signals were
measured in noiseless, flat fading channel conditions. These results not only prove the optimal
operation of the proposed complex QPSK system, but also validates the average fading amplitude
calculation method, detailed inSection5.2.3.

4. The functioning of the proposed RAKE receiver-based wideband complex DS/SSMA QPSK sys-
tem, described inSection5.3, is scrutinised inSection6.4. Simulated PSDs for the ABC, DSB
CE-LI-RU filtered GCL, ZC and QPH CSS families considered in this study (see Appendix D),
were obtained in perfect noiseless channel conditions. These PSDs illustrate the perfect single
sideband and Nyquist bandwidth-like spectral characteristics of the ABCand DSB CE-LI-RU fil-
tered GCL CSSs, respectively. Eye diagram results (also obtained in perfect noiseless channel
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conditions) for the complex DS/SSMA QPSK system, employing QPH CSSs, verify the accept-
able operation of the square-root Nyquist chip-level pulse shaping filters, used at the wideband
transmitter and RAKE receiver for the unfiltered CSS families. Time signal measurements, pro-
cured in noiseless multipath fading channel conditions, certify the usefulness of the average fading
amplitude calculation method, proposed inSection5.3.3.

5. Chapter 6 presented numerous simulated AWGN, flat fading and multi-user multipath fading
channel BER performance results for binary NSC (seeSection3.2.1.3.1) and RSC (seeSection
3.2.1.3.2) codes. These results acted mostly as baseline references for the VA decoded binary and
non-binary linear block codes considered in this study. However, a number of unique contributions
were made to the discipline of convolutional coding, including an investigation into the effects of
perfect fading amplitude CSI on the soft decision VA decoding of convolutional codes, as well
as the influence of puncturing on binary RSC codes’ BER performances. The most significant
contribution, however, is the BER performance results obtained for VA decoded binary convolu-
tional codes, implemented on RAKE receiver-based wideband complex DS/SSMA systems. These
results substantiate convolutional codes’ effectiveness in combatting the effects of MUI and multi-
path fading.

6. Simulated AWGN and flat fading channel BER performance results, acquired for narrowband com-
plex QPSK systems employing VA decoded binary Hamming(7, 4, 3) and non-binary RS(7, 5, 3)
linear block codes (seeSection6.5.3.1 andSection6.5.3.2, respectively), are some of the ma-
jor contributions of this chapter. Even more pivotal are the simulated BER performance results
obtained for these VA decoded linear block codes, running on RAKE receiver-based wideband
complex DS/SSMA QPSK systems (employing the unfiltered and filtered CSS familiespresented
in Appendix D) in multi-user multipath fading channel conditions. From the results obtained for the
various mobile communication channel environments considered, it is evidentthat the application
of the VA to the BCJR trellis structures of linear block codes deliver optimal MLdecoding BER
performances.

7. Novel simulated AWGN and flat fading channel BER performance results are presented inSection
6.5.4 for binary cyclic(5, 3, 2) linear block codes, VA decoded using original and reduced com-
plexity trellis structures. These results show that BCJR trellis complexity has noinfluence on the
BER performance results obtained in AWGN conditions. However, for flatfading channel condi-
tions, usage of the reduced complexity BCJR trellis delivered slightly weakerBER performances.

8. Section6.5.5’s investigation into the BER performance improvements obtained by interleaving the
VA decoded binary Hamming(7, 4, 3) and non-binary RS(7, 5, 3) linear block codes in flat fad-
ing and multi-user multipath fading channel conditions, produced unique andvaluable simulation
results. From these results it can be surmised that interleaving improves the BER performances of
both the binary Hamming(7, 4, 3) and non-binary RS(7, 5, 3) linear block codes. However, the
improvements observed for the non-binary RS(7, 5, 3) linear block codes were less impressive,
due their inherent ability to mitigate the bursty errors typically created by fadingeffects in mobile
communication channels.

9. Section6.5.6.2 focused on the VA decoding of punctured binary BCH(15, 7, 5) linear block codes
in AWGN, flat fading and multi-user multipath fading channel conditions. Softdecision VA de-
coding of this punctured code delivered novel BER performance results comparable to the binary
Hamming(7, 4, 3) code (which also has a code rate ofRc = 4/7), irrespective of the quality of
the fading amplitude CSI used during the metric calculations. Hard decision VA decoding of the
punctured binary BCH(15, 7, 5) code, however, did not only performed inferior to soft decision
decoding, but also to hard decision VA decoding of the binary Hamming(7, 4, 3) code.
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10. This chapter’s simulated BER performance results for binary convolutional codes, as well as binary
and non-binary linear block codes, tested on narrowband and wideband communication systems
in flat fading and multi-user multipath fading channel conditions, respectively, are instrumental
in the determination of the influence of fading amplitude CSI during VA decoding. Of particular
interest in this study, were the underlying effects of code complexity, fading rates, Rician factors,
interleaving, puncturing, CDMA user loads and CSS families on the performance gains achieved
through soft decision VA decoding with fading amplitude CSI.

11. Although this chapter’s major contribution is undoubtable the simulated BER performances of VA
decoded binary and non-binary linear block codes, operating in a wide variety of mobile channel
conditions, the respective investigations ofSection6.5.1.3.2 andSection6.5.1.3.3 into the influ-
ence of CSS selection and length on the multi-user multipath fading channel BERperformances
of uncoded complex DS/SSMA QPSK systems, are also pivotal. Not only wasthe concept of
SSLD introduced (mathematically defined inSectionD.2.6), but also a simple GCL CSS selection
scheme, proposed byStaphorstandLinde in [162]. From the simulation results it is apparent that,
when used in RAKE receiver-based DS/SSMA systems, ABC sequencesdeliver mediocre BER
performances. However, for a fixed BEF (seeSectionD.2.5), ABC sequences support much higher
user loads than the other CSS families considered in this study. Furthermore,it was shown that care
must be taken in the selection of sequences from a ABC sequence family, since the assignment of
CSSs to CDMA users has a definite impact of the overall BER performance of the system due to
MUI.

DEPARTMENT OFELECTRICAL, ELECTRONIC AND COMPUTER ENGINEERING 179

UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  eettdd  ––  SSttaapphhoorrsstt,,  LL    ((22000055))  
  
  
 
  



CHAPTER SEVEN

CONCLUSIONS AND FUTURE RESEARCH

7.1 CHAPTER OVERVIEW

THE most significant conclusions forthcoming from the body of work presented in this study are
detailed in the first section of this final chapter. This is then followed by a number of possible

related research areas, identified during the run of the study.

7.2 CONCLUSIONS

This study thoroughly examined the viability of the VA as an efficient ML trellis decoder for linear
block codes in future wireless communication systems. Several VA decodedbinary and non-binary
linear block codes were extensively evaluated on narrowband QPSK and wideband DS/SSMA QPSK
communication systems, operating in realistic mobile communication channel conditions, ranging
from pure AWGN to multi-user multipath fading. Not only was the influence of different mobile
channel effects on the BER performances of VA decoded binary and non-binary linear block codes
considered, but also that of interleaving, puncturing, MUI and improvedVA metric calculations that
make use of fading amplitude CSI. From the body of work presented in this study, a large number of
conclusions can be drawn. The most significant findings are listed below:

1. Conclusions pertaining to the operation and statistical behaviour of the novel complex flat fading
and multipath fading channel simulator structures, presented inSection2.6.2.3 andSection2.6.3.2,
respectively:

(a) FromSection6.2.1’s measured Doppler spectra, as well as fading amplitude and phase PDF’s,
it is apparent that the novelClarke-based complex flat fading channel simulator, presented in
Section2.6.2.3, is capable of recreating flat fading channel conditions with realisticDoppler
spreading and fading distribution characteristics. Most importantly, the proposed flat fading
channel simulator structure is capable of doing so completely in baseband, eliminating the
need for undesirable carrier frequencies during simulation studies.

(b) Using Section2.6.3.3’s proposed exponential decay power delay profile creation method,
the novel complex multipath fading channel simulator, presented inSection2.6.3.2, can be
configured to recreate realistic outdoor frequency selective channelconditions, ideal for the
testing of wideband communication systems. The results shown inFig. 6.2.2.1 not only prove
that the proposed complex multipath fading channel simulator is capable of creating different
fading distributions on each of the propagation paths, but also distinct Doppler spreads.
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(c) Eq. (2.56) andEq. (2.57) enables the communication engineer to extract perfect fading
amplitude and phase CSI, respectively, for each flat fading propagation path in the complex
multipath fading channel simulator ofFig. 2.8. The extracted CSI can then be processed
in the receiver of the communication system under investigation for the purposes of carrier
tracking, code locking, improved decoder metric calculations, etc.

2. Conclusions relating to the theoretical analysis and functioning of the novel narrowband complex
QPSK and wideband RAKE receiver-based complex DS/SSMA QPSK communication system
models, introduced inSection5.2 andSection5.3, respectively:

(a) The narrowband complex QPSK transmitter and receiver simulation models, presented in
Section5.2, can be used to create baseband AWGN and flat fading channel performance
evaluation platforms for narrowband communication systems that support realistic carrier
tracking, transmit and receive filtering, pulse shaping and matched filtering. In the complex
QPSK receiver,Eq. (5.2.3) can be used to obtain accurate average fading amplitude estimates,
which is required by most CSI-enabled channel decoder structures.

(b) Section5.3 introduced novel wideband complex DS/SSMA QPSK transmitter and RAKE
receiver simulation models, capable of supporting the unfiltered and filteredCSS families
presented inAppendix D. These simulation models can be used to construct baseband per-
formance evaluation platforms that represent realistic CDMA systems in frequency selective
fading environments. Furthermore, not only can the communications engineer use the base-
band equivalent models to investigate the performance of channel codingschemes, but also
carrier tracking loops, power control schemes, code locked loops, pulse shaping filters, RAKE
combining techniques, the MUI characteristics of different CSS families, etc. Furthermore,
average fading amplitude calculation throughEq. (5.3.3) can be used to determine CSI for
SISO-type channel decoder structures.

3. Conclusions regarding the configurability, general operation and relevance of the flexible AWGN
(seeSection5.4.1), flat fading (seeSection5.4.2) and multi-user multipath fading channel (see
Section5.4.3) performance evaluation platforms constructed for this study:

(a) The performance evaluation platform shown inFig. 5.5 can be used to investigate the per-
formance of different channel coding schemes when implemented in a typical narrowband
digital communication system, operating in realistic AWGN channel conditions. Thus, un-
coded and coded narrowband QPSK communication systems, operating in channel conditions
without any fading effects (i.e. when there is no relative movement betweenthe transmitter
and receiver structures), can be recreated using this simulation platform.

(b) Coded and uncoded narrowband QPSK communication systems, operating in a wide variety
of flat fading channel conditions, can be investigated using the performance evaluation plat-
form of Fig. 5.8 in Section5.4.2. This flat fading channel performance evaluation platform
can not only be configured to recreate Rayleigh or Rician fading distribution, but also realistic
Doppler spreads. Hence, the performance of different channel coding schemes, implemented
in narrowband QPSK communication systems, can be experimentally determined for slow or
fast flat fading channel conditions with varying degrees of LOS signalstrength.

(c) The influence of realistic multipath fading channel effects on uncodedand coded wideband
DS/SSMA systems can be experimentally investigated by means of the multi-user perfor-
mance platform, shown inFig. 5.9. Each CDMA user active in the simulation platform,
can be assigned its own unique power delay profile in order to recreate realistic movement
of mobile users in a cellular environment. Furthermore, the influence of MUI,the near-far
effect and the accuracy of the RAKE receiver’s MRC efforts on the user capacity and BER
performance of the DS/SSMA system, can also be explored using this platform.
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(d) The AWGN, flat fading and multi-user multipath performance evaluation platforms, detailed
in Chapter5, were successfully implemented in C++ on theUniversity of Pretoria’s I-percube
HPC cluster, donated byIntel. Using this HPC cluster, numerous simulated BER perfor-
mance results were efficiently and swiftly obtained for a wide variety of uncoded and coded
narrowband and wideband communication systems in varying mobile channel conditions (see
Chapter6).

4. Conclusions from the extensive investigation into the construction, complexity calculation and
complexity reduction of linear block code BCJR trellises, as well as the application of the block-
wise VA to these trellis structures for optimal ML decoding (seeChapter4):

(a) Unlike convolutional codes, linear block codes are not state machines. Hence, the ortho-
dox approach whereby a convolutional code’s trellis diagram is constructed by creating a
time-indexed version of its state diagram, is not applicable to linear block codes. However,
following the BCJR syndrome-based trellis construction procedure, described inSection4.2,
an irregular trellis-like structure, containing paths representing only valid code words, can be
created for any binary or non-binary linear block code.

(b) BCJR trellis structures of linear block codes always start and end in state0. Hence, in contrast
to convolutional codes, no termination or tail biting overhead bits are required by a linear
block coder in order to supply the associated trellis decoder with known starting and ending
states. Thus, the trellis decoding of a linear block code is by default a block-wise operation,
eliminating the need for sliding window decoders, or intricate interleaver designs when such
codes are used as CCs in iteratively decoded PCCs.

(c) The complexity (i.e. number of active nodes and branches) of a linearblock code’s BCJR
trellis can be obtained from its state space profile, as described inSection4.3.1. In general, for
the(n, k, dmin) linear block codeC, having code and message word symbols fromGF

(
2ξ

)
,

the number of active nodesAN(C) is upper bounded by the dimensions of its BCJR trellis.
Since a BCJR trellis consist ofn + 1 sets of nodes, each set of nodes consisting of2ξ(n−k)

unique states, it follows thatAN(C) < 2ξ(n−k)(n + 1). Furthermore, withAN(C) known,
the number of branches in an expurgated trellis is upper bounded byNB(C) ≤ 2ξ(AN(C)−
1) (seeSection4.3.1).

(d) Unfortunately, the BCJR trellis structures required for the effectivetrellis decoding of pow-
erful linear block codes (i.e. low rate codes with high(n − k)), are exceeding large. This
is especially true for non-binary codes, such as RS block codes, operating inGF

(
2ξ

)
with

ξ > 1. By comparing the complexity of the BCJR trellis of a binary(n, k, dmin) linear block
code with that of a non-binary(n, k, dmin) linear block code, operating inGF

(
2ξ

)
, it is ap-

parent that the number of branches emanating from an active node in an BCJR trellis does
not only increase exponentially withξ, but so also does the number of unique states.

(e) The trellis reduction method presented inSection4.3.2 was shown to be successful in ob-
taining equivalent linear block code generator matrices that exhibit lower complexity BCJR
trellis structures. Unfortunately, the proposed trellis complexity reduction scheme requires an
exhaustive search through all equivalent generator matrices in orderto find those demonstrat-
ing the lowest state space complexities. This becomes an arduous task for linear block codes
with large dimensions. Luckily, the search process only has to be conducted once during
code design, prior to the hardware and/or software implementation of an appropriate trellis
decoder.

(f) In contrast to classic sub-optimal soft input linear block code decoding algorithms, such as the
algorithms proposed byChase[56] andMoorthy et al.[57], the block-wise VA algorithm can
efficiently accomplish optimal soft input ML decoding for any type of binaryor non-binary
linear block code.
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(g) It is safe to assume that most future mobile communication systems will support adaptive
channel coding schemes, capable of dynamically adjusting the level of error protection pro-
vided as a function of the channel characteristics and the end-users’ required QoS profiles.
The concept ofincremental redundancy, introduced in EDGE, is an excellent example of
current commercial systems that already incorporate adaptive channelcoding. Furthermore,
with the processing power of DSPs and ASICs rapidly increasing, the incorporation of iter-
atively decoded concatenated codes (such as TCs) in the suite of codessupported by future
commercial communication systems’ adaptive channel coding schemes, is becoming a real-
ity. Since most SISO-based iterative decoding algorithms require accurateCSI parameters,
CSI estimators (seeSection3.3.5) will become indispensable peripheral hardware/software
in future adaptive channel coding subsystems. This study showed that, using the fading am-
plitude CSI obtained by such estimators, fading channel BER performances of classic linear
block codes, possibly incorporated in the suites of supported channel codes of future adaptive
channel coding schemes, can be improved by as much as0.5 dB.

5. General conclusions from the simulated BER performance results for uncoded and coded narrow-
band complex QPSK communication systems, operating in AWGN channel conditions (seeSection
6.5):

(a) The AWGN channel BER performance results, presented inChapter6, is evidence that the
performance evaluation platform presented inSection5.4.1 is capable of precisely repro-
ducing the operations of uncoded and coded narrowband QPSK communication systems in
fade-free, pure AWGN channel conditions.

(b) Inspection of the simulated AWGN BER performances obtained for the binary and non-binary
linear block codes investigated in this study, establishes that the VA decodingapproach pro-
duces BER performance results equivalent to that obtained through classic optimal ML ex-
haustive code book searches. This is not only true for hard and softdecision trellis decoding
using the original BCJR trellis structures, but also when reduced complexityBCJR trellis
structures are used.

(c) Typical asymptotic gains, ranging from1.9 dB (VA decoded binary Hamming(7, 4, 3) code)
to 3 dB (VA decoded punctured binary BCH(15, 7, 5) code), were observed for hard deci-
sion over soft decision VA decoding. Thus, the soft input VA decodingof linear block codes
produces better AWGN BER performances than those obtained through classic hard deci-
sion decoding algorithms, such as the Berlekamp-Massey algorithm for non-binary RS block
codes.

6. General conclusions from the simulated BER performance results for uncoded and coded nar-
rowband complex QPSK communication systems, operating in flat fading channel conditions (see
Section6.5):

(a) The ability of the flat fading channel performance evaluation platform,presented inSection
5.4.2, to accurately reproduce the operation of uncoded and coded narrowband QPSK com-
munication systems in flat fading channel conditions with varying Rician factors and Doppler
spreads, is reflected by the myriad of flat fading channel BER performance results presented
in Chapter6.

(b) The PDF of the fading amplitude created by a flat fading channel ranges from pure Rayleigh
to pure Gaussian as the ratio of LOS to NLOS signal components vary from−∞ dB to ∞
dB. Furthermore, the convolutional and linear block codes investigated in this study are best
suited for mobile communication channels generating Gaussian-like signal amplitude PDFs.
Hence, the general tendency of coded narrowband complex QPSK communication systems
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to exhibit increased BER performances in flat fading channel conditionsas the Rician factor
increases, can be observed from the simulated BER performance resultsof Chapter6.

(c) As the ratio of maximum Doppler spread to transmitted symbol rate of a narrowband digi-
tal communication system, which utilises a flat fading channel as transmission medium, in-
creases, one intuitively expects the number of symbols lost due to deep fades to decrease. For
example, for theBD = 100 Hz fast flat fading channel scenario considered in this study, this
ratio calculates to10% for the selected transmitted symbol rate of1000 symbols/s. Thus, us-
ing a simple rule-of-thumb calculation, it is safe to assume that on average10 coded symbols
will be lost per deep fade in such flat fading channel conditions. Similarly,for theBD = 33
Hz slow flat fading scenario investigated in this study, the ratio of maximum Doppler spread
to transmitted symbol rate calculates to3.3%, which in turn translates to an average loss of
30 bits per deep fade. Hence, assuming a fixed transmitted symbol rate, the average size of
an error burst, induced by flat fading channel conditions, increasesas the maximum Doppler
spread decreases. Moreover, all channel coding schemes have limitedburst error correction
capabilities, depending on the complexity of the Galois field used for message and code word
symbol representation. Hence, the decrease in BER performance as themaximum Doppler
spread decreases relatively to the fixed transmitted symbol rate of1000 symbols/s, observed
for all of Chapter6’s coded narrowband complex QPSK systems in flat fading channel con-
ditions, was to be expected.

(d) Closer inspection of the simulated BER performance results ofSection6.5.1.2 shows that
an uncoded narrowband complex QPSK communication system, operating in a Rayleigh flat
fading channel with a maximum Doppler spread ofBD = 33 Hz, performs close to the
theoretical bound ofEq. (5.24), whereas the results obtained forBD = 100 Hz deviates
significantly from the theoretical curve at highEb/N0 levels. This is easily explained: The
theoretical curve ofEq. (5.24) was derived under the assumptions of slow IID Rayleigh
flat fading. Although these assumptions are idealistic, it does resemble the characteristics
of realistic flat fading channels with low maximum Doppler spreads, i.e. slow flat fading
channels where the fading amplitude does not vary significantly during a single transmitter
symbol period.

(e) Chapter6’s simulated BER performance results for VA decoded binary convolutional and
linear block codes, implemented on narrowband QPSK communication systems in flat fading
channel conditions, demonstrate that maximum asymptotic gains in the region of2 dB can be
obtained using hard decision over soft decision (without fading amplitude CSI) ML decoding.
In the case of the non-binary RS(7, 5, 3), however, this gain was close to3 dB for fast fading
and high LOS channel conditions. Thus, the standard assumption that hard decision ML
decoding usually lags soft decision ML decoding by2 dB does not hold for all types of
channel codes and for all flat fading channel conditions.

(f) The inclusion of perfect fading amplitude CSI in the metric calculations of the VA during soft
decision decoding proved to fortify the BER performances of both binaryand non-binary
linear block codes and convolutional codes in flat fading channel conditions. This was most
notable for the non-binary RS(7, 5, 3) linear block code, where a gain of0.4 dB was obtained
by soft decision VA decoding with perfect fading amplitude CSI for a maximumDoppler
spread ofBD = 100 Hz and Rician factor ofKi = 9 dB. In general, one can conclude that
the improvements delivered by incorporating fading amplitude CSI during the soft decision
VA decoding of convolutional and linear block codes decrease as the maximum Doppler
spread (i.e. fading rate) and Rician factor (i.e. LOS signal strength) of the flat fading channel
decrease.

7. General conclusions from the simulated BER performance results for uncoded and coded wide-
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band complex DS/SSMA QPSK communication systems, operating in multi-user multipathfading
channel conditions (seeSection6.5):

(a) FromChapter6’s host of multi-user multipath fading channel BER performance results, it
can be concluded that the performance evaluation platform presented inSection5.4.3 enables
the communications engineer to investigate not only different coding schemesfor wideband
DS/SSMA systems in frequency selective fading channel conditions, butalso the MUI re-
silience of different spreading sequence families and the effectiveness of RAKE combining
techniques. As such, it is an essential simulation tool for research into future B3G and 4G
PHY layer architectures.

(b) For 1-user and5-user scenarios, CSS-based DS/SSMA communication systems employing
RAKE reception and any of the four CSS families described inAppendix D, perform superior
to non-RAKE receiver-based systems. In fact, for the single user case, the MRC diversity
action of the RAKE receiver in multipath fading proved to be so successfulthat it even out-
performs a narrowband complex QPSK system operating in a flat fading channel withKi = 9
dB andBD = 100 Hz. Thus, RAKE reception can be used successfully to obtain diversity
gains in DS/SSMA communication systems employing filtered or unfiltered CSSs.

(c) The use of RAKE reception in a10-user ABC sequence-based DS/SSMA system delivered
weaker BER performances than a non-RAKE receiver-based system.For the DSB CE-LI-
RU filtered GCL, QPH and ZC CSS families, however, RAKE reception delivered superior
performances at even such high user loads. Therefore, one can conclude that the poor periodic
auto-correlation and cross-correlation properties of ABC sequences[48] generate excessive
self-noise in a standard RAKE receiver structure, which has been optimally configured to
combine the different paths in the power delay profile of the multipath fading channel.

(d) As was to be expected, the MUI generated at high user loads influence the BER performance
of the CSS-based wideband complex DS/SSMA communication systems negatively, resulting
in persistent error floors at highEb/N0. It is interesting to note, however, that the degradation
in performance due to MUI is more severe for the DS/SSMA systems employing filtered
CSSs. Thus, one can conclude that theRoot-of-Unity(RU) interpolation filtering techniques
[7, 8] used to construct ABC and DSB CE-LI-RU filtered GCL CSSs, degrade the periodic
cross-correlation characteristics of the parent ZC CSSs, resulting in higher MUI levels.

8. Conclusions from the simulated BER performance results for binary rateRc = 1/2 NSC and rate
Rc = 2/3 RSC codes, operating in varying mobile communication channel conditions (seeSection
6.5.2):

(a) In AWGN channel conditions the binary rateRc = 1/2 NSC and rateRc = 2/3 RSC codes
considered in this study performs comparably. However, due to its lowerdfree, the NSC code
lags slightly at lowEb/N0. Thus, the classic belief that, in non-concatenated coding schemes
the use of NSC codes is preferable over RSC codes due to their superiorperformance at low
Eb/N0 in AWGN conditions, did not hold in this study.

(b) From the flat and multipath fading simulation results it is apparent that the NSC code is better
suited at combatting bursty errors. The RSC code’s poor performance can be attributed to its
recursive nature, a characteristic which makes RSC codes prone to error propagation when
presented with correlated error bursts.

(c) As demonstrated by the multi-user multipath fading simulated BER performanceresults, the
binary rateRc = 1/2 NSC and rateRc = 2/3 RSC codes proved to be the most effective
in suppressing MUI for all of the codes considered in this study. Thus, from this observation
one can conclude that even simple convolutional codes are more effective at suppressing the
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errors caused by the MUI, present in DS/SSMA systems at high user loads, than powerful
linear block codes.

(d) CSI-enhanced soft decision sliding window VA decoding of the NSC code in fading channel
conditions showed BER performance improvements, ranging between0.15 dB and0.25 dB,
over standard soft decision sliding window VA decoding. In the case of the RSC code, the
observed improvements ranged between0.1 dB and0.2 dB. One can therefore conclude that
the inclusion of fading amplitude CSI in the soft decision VA decoding of convolutional codes
is not as effective as with the soft decision VA decoding of linear block codes.

9. Conclusions from the simulated BER performance results for VA decoded binary Hamming
(7, 4, 3) linear block codes, operating in varying mobile communication channel conditions (see
Section6.5.3.1):

(a) From the AWGN, flat fading and multi-user multipath fading channel BER performance re-
sults presented inSection6.5.3.1, one can conclude that the VA decoding of binary linear
block codes, using BCJR trellis structures, deliver hard and soft decision BER performances
matching those of classic ML decoding, based on brute force code book searches.

(b) Flat and multipath fading channel BER performance results demonstratethat the inclusion
of perfect fading amplitude CSI in the metric calculations, during the VA decoding of the
binary Hamming(7, 4, 3) linear block code, can improve soft decision ML decoding’s BER
performance by0.2 dB to 0.4 dB, depending on the temporal and spectral characteristics of
the fading channel. It is important to note the use of fading amplitude CSI is lesseffective for
multipath fading channel conditions.

(c) Overall, the binary Hamming(7, 4, 3) linear block code considered in this study performed
poorly, due to its lowdmin. This is especially true for fading channel conditions, since it is
not capable of correcting bursty errors.

10. Conclusions from the simulated BER performance results for VA decoded non-binary RS(7, 5, 3)
linear block codes, operating in varying mobile communication channel conditions (seeSection
6.5.3.2):

(a) Hard decision VA decoding of the non-binary RS(7, 5, 3) linear block code, operating in
AWGN, flat fading and multi-user multipath fading channel conditions, delivers BER perfor-
mances equivalent to that obtained using the classic Berlekamp Massey syndrome decoding
approach. One can therefore conclude that the VA is capable of performing optimal ML
decoding of non-binary linear block codes.

(b) The simulated BER performance results show that optimal soft decision ML decoding of non-
binary codes, such as RS codes, is possible through the application of theVA to these codes’
BCJR trellis structures. Asymptotic gains as high as3 dB above hard decision decoding was
achieved for the non-binary RS(7, 5, 3) code, depending on the channel characteristics.

(c) Simulated BER performance results for flat and multipath fading channelsshow that, as with
the binary Hamming(7, 4, 3) linear block code, the use of fading amplitude CSI during soft
decision VA decoding of the non-binary RS(7, 5, 3) code improves on standard soft decision
decoding by as much as0.4 dB. The factors that influence the gains achievable through the
inclusion of fading amplitude CSI, is discussed in detail later in this subsection.

(d) The non-binary RS(7, 5, 3) linear block code proved to be more effective than the binary
Hamming(7, 4, 3) code at combatting the bursty errors produced by fading channel condi-
tions. This was to be expected, since RS codes are burst error correcting codes.
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(e) Unfortunately, non-binary linear block codes, such as RS codes,possess exceedingly complex
BCJR trellis structures. For example, the simple RS(7, 5, 3) code considered in this study has
a BCJR trellis consisting of8 layers of nodes, each layer containing64 nodes with8 branches
emanating from each active node. Thus, one can argue that the gains achievable over classic
non-binary linear block code decoding algorithms, such as the Berlekamp Massey algorithm,
through soft decision VA decoding and the application of fading amplitude CSI, do not justify
the increase in decoder complexity and implementation hardware/software requirements.

11. Conclusions from the simulated BER performance results obtained by using reduced complexity
BCJR trellis structures during the VA decoding of binary cyclic(5, 3, 2) linear block codes, oper-
ating in varying mobile communication channel conditions (seeSection6.5.4):

(a) In AWGN channel conditions, the VA decoding of the binary cyclic(5, 3, 2) linear block code,
using the standard and reduced complexity BCJR trellis structures, delivered equivalent BER
performances. Therefore, it is safe to assume that the trellis reduction algorithm presented
in Section4.3.2 is successful in obtaining less complex and easier implementable equivalent
BCJR trellis structures for both binary and non-binary linear block codes.

(b) From the flat fading channel simulations it was discovered that VA decoding of the binary
cyclic (5, 3, 2) code, using the reduced complexity BCJR trellis, exhibited an inferior perfor-
mance to that obtained using the original BCJR trellis structure. However, thispeculiarity can
not be attributed to a deficiency in the reduced BCJR trellis structure, but rather to the fact
that a non-systematic linear block code (which is a byproduct of the trellis reduction scheme)
is slightly less able to minimise the bit error probability than a systematic equivalent. This
is especially true for flat fading channels that generate bursty errors.Therefore, this phe-
nomenon was negligible during the AWGN channel simulations and only took on measurable
proportions during the flat fading channel simulations.

(c) Results obtained during the flat fading channel simulations establish thatfading amplitude
CSI can easily be incorporated into the soft decision VA decoding of linearblock codes that
make use of reduced complexity BCJR trellis structures. For the binary cyclic(5, 3, 2) linear
block code, inclusion of fading amplitude CSI resulted in gains, ranging between0.2 dB and
0.4 dB, over standard hard decision decoding for both the original and reduced BCJR trellis
structures.

12. Conclusions from the simulated BER performance results for VA decoded interleaved binary Ham-
ming (7, 4, 3) and non-binary RS(7, 5, 3) linear block codes, operating in varying fading channel
conditions (seeSection6.5.5.1 andSection6.5.5.2, respectively):

(a) Performing channel interleaving proved to be beneficial to the BER performances of the VA
decoded binary Hamming(7, 4, 3) and non-binary RS(7, 5, 3) linear block codes, operating
in fading channel conditions. However, the improvements obtained were more drastic for the
binary Hamming(7, 4, 3) linear block code, since interleaving disperses error bursts, against
which this code is ineffective.

(b) In general, the BER performance improvements obtained by the addition of interleaving to
coded narrowband communication systems, operating in flat fading channel conditions, in-
crease as the maximum Doppler spread (i.e. fading rate) of the channel decreases. This can be
explained by recalling that, for a fixed symbol rate, a decrease in maximum Doppler spread
creates longer deep fades, resulting in lengthier error bursts. From thisone can conclude that
interleaving is best suited for slow fading channels.

(c) Simulations performed with coded wideband complex DS/SSMA systems in multi-user mul-
tipath fading channel conditions revealed that interleaving is not only capable of improving
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the performance of the channel codes, but also alleviate the harmful effects of MUI, incited
by high user loads in the CDMA system. One can therefore conclude that theMUI gener-
ated in the RAKE receiver structure considered in this study is not IID foreach received and
demodulated code bit, resulting in bursty errors that can be diffused usinginterleaving.

13. Conclusions from the simulated BER performance results for VA decoded punctured binary rate
Rc = 1/2 RSC codes and binary BCH(15, 7, 5) linear block codes, operating in varying mobile
communication channel conditions (seeSection6.5.6.1 andSection6.5.6.2, respectively):

(a) Although the punctured binary4-state, rateRc = 1/2 RSC code ofSection6.5.6.1 has the
same overall code rate as the binary8-state, rateRc = 2/3 RSC code discussed inSection
6.5.2.2, it produces inferior AWGN and flat fading channel BER performances. It is important
to note, however, that the rateRc = 2/3 RSC consistently outperformed the rateRc = 1/2
code by0.8 dB for hard decision VA decoding and1.2 dB for soft decision VA decoding
under all channel conditions considered. The punctured rateRc = 1/2 RSC code’s poor
BER performance, however, is not the consequence of the puncturingprocedure. This can be
attributed to the code’s smalldfree. One can therefore conclude that the puncturing of binary
RSC codes enables a code designer to accomplish rate adaptation, without severe losses in
code performance.

(b) For all channel conditions considered, soft decision VA decodingof the punctured binary
BCH (15, 7, 5) code delivered BER performances comparable to that of the soft decision VA
decoded binary Hamming(7, 4, 3) code. However, hard decision VA decoding of the punc-
tured BCH code proved to consistently deliver BER performances inferior to that obtained
through the hard decision VA decoding of the Hamming code. Recognising that the BCH
(15, 7, 5) code is far more powerful than the Hamming(7, 4, 3) code, one can conclude that
puncturing significantly degrades the BER performance of VA decoded linear block codes,
especially when hard decision decoding is employed.

14. Conclusions regarding the BER performance improvements obtained byemploying fading am-
plitude CSI during the soft decision VA trellis decoding of convolutional andlinear block codes,
operating in varying fading channel conditions (seeSection6.5):

(a) The inclusion of fading amplitude CSI during the soft decision VA decoding of convolu-
tional and linear block codes produced coding gains over standard soft decision decoding,
ranging from0.1 dB to 0.4 dB, depending on the code and channel conditions. Thus, if
CSI estimation hardware/software is available in a linear block coded communication system
operating in fading channel conditions, the system’s BER performance can be marginally im-
proved, without a profound increase in system complexity. However, if aCSI estimator is not
implemented in the system, the increased system complexity might not justify the BER per-
formance improvements obtainable through soft decision VA decoding with fading amplitude
CSI.

(b) In flat fading channel conditions, the gains achievable during the soft decision VA decoding of
linear block codes by including fading amplitude CSI during the metric calculations, increase
as the Rician factor or the fading rate (i.e. maximum Doppler spread) of the channel increases.
Thus, using fading amplitude CSI during VA decoding is most effective forfast, Rician flat
fading channels.

(c) Using fading amplitude CSI during soft decision VA decoding yields moreimpressive BER
performance improvements for linear block codes than for binary convolutional codes. From
the simulation results obtained for the linear block codes considered in this study, it is clear
that code complexity and strength has no influence on the BER performanceimprovements
obtained by incorporating fading amplitude CSI during VA decoding.
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(d) Interleaving increases the BER performance improvements obtained byemploying fading
amplitude CSI during the soft decision VA decoding of linear block codes and binary convo-
lutional codes. Conversely, performing puncturing impacts these gains negatively.

(e) The multi-user multipath fading channel BER performance results show that the CSS family
used and CDMA user load has no influence on the gains achievable by incorporating fading
amplitude CSI during the soft decision VA decoding of linear block and binary convolutional
codes, employed in wideband RAKE receiver-based DS/SSMA communication systems.

(f) Using a reduced complexity BCJR trellis structure (seeSection4.3.2) during the soft decision
VA decoding of a linear block code in fading channel conditions has no effect on the gains
obtained by incorporating fading amplitude CSI in the metric calculations.

15. Conclusions relating to the temporal qualities, correlation properties, spectral characteristics and
simulated BER performance results for the different CSS families considered in this study’s
DS/SSMA simulations (seeChapter6 andAppendix D):

(a) The multi-user multipath fading channel simulation results clearly reveal thesuperior BER
performances of the unfiltered QPH and ZC CSS families over the pre-filtered ABC and DSB
CE-LI-RU filtered GCL CSS families. For a fixed sequence length ofMseq = 63 chips, ABC
sequences delivered the poorest BER performances of all of the CSSfamilies considered in
this study. Although the RU interpolation filtering techniques used to generate ABC and
DSB CE-LI-RU filtered GCL CSSs (seeSectionD.3.2) reduce the spectral requirements of
DS/SSMA systems employing these CSSs, the BER performance results lead one to conclude
that these filtering approaches detrimentally influence the periodic correlation characteristics
of CSSs, resulting in excessive MUI when used in CDMA systems. This observation is most
evident for DS/SSMA systems employing ABC sequences, where the BER performances of
RAKE receiver-based systems lag that of non-RAKE systems at high user loads, due to the
self-noise generated in the RAKE receiver structures.

(b) Although RU interpolation filtering has an unfavourable influence on theperiodic correla-
tion properties of CSSs, the resultant PSDs of DS/SSMA systems employing pre-filtered
CSSs, such as ABC and DSB CE-LI-RU filtered GCL CSSs, exhibit desirable characteristics.
This study corroborated the findings of [4], demonstrating that ABC and DSB CE-LI-RU
filtered GCL CSSs exhibit PSDs with cutoff rates only obtainable through Nyquist roll-off
factor ς = 0 filtering. Furthermore, ABC sequences generate spectrally economic SSBsig-
nals. Thus, using pre-filtered CSSs in DS/SSMA communication systems not only simplifies
the wideband transmitter structures by removing the need for chip shaping filters, but also
minimises the co-channel and adjacent channel interference [42, 47] encountered in cellu-
lar mobile networks. One can therefore conclude that the use of pre-filtered CSSs in future
wideband B3G and 4G cellular DS/SSMA systems, will greatly simplify cell planning.

(c) Notwithstanding the fact that the maximum number of users supported by aDS/SSMA system
is limited by MUI, it is mainly a function of the number of unique sequences available to
be assigned to users. In turn, the number of unique sequences is largelydictated by the
sequence lengthMseq of the spreading sequence family used. Due to their superior SSLDs,
the use of ABC and DSB CE-LI-RU filtered GCL CSSs enable the communications engineer
to select sequences that are longer in length than QPH and ZC CSSs, but occupy an equivalent
transmission bandwidth. Furthermore, using longer spreading sequences not only increases
the number of possible users in the CDMA system, but also improves the system’s MUI
levels, since the periodic correlation characteristics of spreading sequences improve as their
lengths increase.

(d) The investigation into the influence of the CSS selection approach on the multi-user multipath
fading channel performance of an uncoded RAKE receiver-basedcomplex DS/SSMA system,
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employing lengthMseq = 63 ABC sequences, shows that CSSs can not be arbitrarily chosen
from the available set of sequences, if an optimal multi-user BER performance is desired.
From the simulation results one can conclude that the proposed CSS selectionapproach of
Section6.5.1.3.2 is an efficient method whereby sequences can be selected from aGCL CSS
[9] family, such that the mutual periodic correlation characteristics of the chosen CSSs are
optimal.

This study demonstrated the dexterity of the block-wise VA as an eloquent MLSE detection tech-
nique, which can be used to accomplish perfect hard or soft decision MLtrellis decoding of any type
of binary or non-binary linear block code. Hence, when applied to the BCJR trellis structures of
linear block codes, the VA equips the communications engineer with a single generic linear block
code decoding algorithm, eliminating the quintessential need to implement code-specific decoding
algorithms, such as the Berlekamp Massey algorithm. The theoretical analyses, novel algorithms,
extensive performance evaluation platforms and simulation results presented in this study, expedite
further research and development of generic SISO trellis-based decoding algorithms, capable of ef-
ficiently and optimally decoding convolutional codes, linear block codes andconcatenated codes,
all of which will conceivably be included in adaptive channel coding schemes for future wireless
narrowband and wideband mobile communication systems.

7.3 FUTURE RESEARCH

This study touched on a broad variety of fields within digital communications, ranging from channel
modelling and channel coding, to the development of simulation platforms. As such, several avenues
for future research were identified. Only those prospective research areas where meaningful results
and applicability to current and future communication systems seem to be forthcoming, are listed
below:

1. FromSection3.3.5, it is clear that channel estimation remains an extremely active researchfield.
The use of CSI in ML and MAP decoding schemes in order to improve BER performances, has
become mainstream in most new developments in channel coding. However, chasingShannon’s
channel capacity limit [1, 13, 62] will remain a purely academic exercise, without commercial
applicability, as long as practical and implementable CSI estimation techniques arelacking.

2. Although the novel complex flat and multipath fading channel simulator modelspresented inSec-
tion 2.6.2.3 andSection2.6.3.2, respectively, are capable of adequately reproducing the statistical
nature of real life mobile fading channels, they fall short in two aspects: Firstly, after initialisation
the flat fading channel simulator is only capable of creating a fixed maximum Doppler spread. This
can be improved by employing adaptive Doppler spread spectral shapingfilters, instead of the fixed
IIR filter structure ofSection2.6.2.4.2. Secondly, the complex multipath fading channel simulator
is currently only capable of producing stationary channel characteristics (seeSection2.4.1), due to
the use of fixed path delays. This model can be improved to also support non-stationary channels
by simply incorporating time-variant path delays.

3. A SOVA decoder [16, 61, 165, 166] that can be used as a SISO decoder [87, 91] module for linear
block codes, is an attractive proposition. Such a decoder will become an invaluable building block
in classic and iteratively decoded concatenated coding schemes employing linear block codes. The
original SOVA algorithm, developed byHagenauer[61], as well as derivatives thereof, are aimed at
the decoding of convolutional codes. The author of this dissertation has since attempted to develop
a block-wise SOVA that can operate on linear block codes’ BCJR trellises.Unfortunately, only
partial success has been achieved with a viable SOVA for systematic binarylinear block codes.
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4. The use of trellis decoded linear block codes as CCs (alongside current RSC and NSC CCs) in
future iteratively decoded concatenated coding schemes, might result in elegant concatenated en-
coder structures that will not fall victim to the ever present trellis termination [167–169] dilemma.
In a classic TC [89] encoder, using for argument’s sake RSCsC1 andC2 as the respective CCs, the
input data bits encoded by encoderC1 are interleaved before they are processed byC2. However,
the data bits encoded byC1 usually contain termination bits that will ensure trellis termination for
its associated SISO trellis decoder [170]. Unfortunately, these termination bits are also interleaved,
leaving the trellis of encoderC2 unterminated. This leads to inefficient iterative decoding and is
partially responsible for the characteristic floors [66,68,92] observed in the measured BER perfor-
mance results of TCs. To combat this problem in classic concatenated codingschemes, constructed
using convolutional codes as CCs, two options are available: Firstly, try to design [168, 171] the
interleaver such that all CCs terminate in a known state. Secondly, use extremely long input mes-
sages, thereby minimising the effect of incorrect decoding at the terminationbit positions. The first
option limits the concatenated code designer’s selection of possible interleaver structures, usually
resulting in interleaver gains [19,88] inferior to those that could have been achieved using s-random
interleavers (seeSectionC.3.3). The second option, although effective, limits the use of powerful
iteratively decoded concatenated coding schemes to data sources which are not delay sensitive,
i.e. data sources other than realtime voice or video. Recalling fromSection4.2 that the BCJR
trellis of a linear block code always terminates in state(0, n), implies that trellis termination will
not be a concern for concatenated coding schemes using linear block codes as CCs. It also makes
the use of iteratively decoded concatenated coding schemes for short frame transmission viable.
However, linear block codes do not exhibit the recursive nature required [19,88] by PCC schemes,
making it safe to assume that linear block codes as CCs will most likely find application only in
SCCs [27, 28, 30, 31] and HCCs [30, 33].

5. The trellis decoding of non-linear block codes is a research field that has remained largely un-
touched. Contributions that can be made to this field include the design of trellis construction
algorithms, similar to the BCJR trellis generation algorithm for linear block codes (described in
Section4.2), as well as possible trellis reduction techniques.

6. Section5.4.3 presented a realistic multi-user multipath simulation platform, based on the wideband
complex DSSS/MA QPSK communication system ofSection5.3. This CDMA platform utilises
the CSS families detailed inAppendix D. In this study, only VA decoded classic convolutional and
linear block coding schemes were tested on this platform. This still leaves roomfor experimenta-
tion with concatenated coding schemes (classic and iteratively decoded),Space Time Codes (STC),
Multi-Level Codes (MLC), LDPCs and many others on this B3G [45] platform.

7. Turbo Product Codes[172] consist of two linear block codes, which simultaneously encode the
rows and columns of a two-dimensional block of information symbols. Decoding is accomplished
by processing the row and column encoded symbols with separate iterative ML or MAP SISO
decoder modules, which exchange a-priori information on the decoded information symbols during
each iteration. These concatenated block codes, considered to be one step down from TCs on
the evolutionary ladder of channel coding schemes, have become the mostprevalent iteratively
decoded concatenated coding scheme in commercial digital communication systems, due to their
simplicity and TC-like potency. However, the iterative ML and MAP decoding approaches thus
far proposed [172–174], still make use of brute force code book searches. As such, employing
trellis decoding techniques for linear block codes might be an interesting proposition to investigate.
Furthermore, the construction of multi-dimensional trellis structures that simultaneously represent
two or more linear block code CCs in a block product code, is also an interesting untapped field
for future research.
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”For years radios had been operated by means of pressing buttons and turning dials; then as the
technology became more sophisticated the controls were made touch-sensitive - you merely had
to brush the panels with your fingers; now all you had to do was wave yourhand in the general
direction of the components and hope. It saved a lot of muscular expenditure of course, but meant
that you had to sit infuriatingly still if you wanted to keep listening to the same programme.”1

1Source: ”The Hitch Hiker’s Guide to the Galaxy,” by Douglas N. Adams, 1985
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APPENDIX A

OPTIMAL RECURSIVE SYSTEMATIC

CONVOLUTIONAL CODES

A.1 APPENDIX OVERVIEW

THE most extensive set of the best rateRc = k/n RSC coders thus far, has been presented by
Benedetto, Garello andMontorsi in [88]. Their search approach for the best codes was based

on a minimal encoder description as a finite-state machine, derived from a group-theoretic approach
to binary convolutional codes. This appendix summarises the encoder parameters of the optimal rate
Rc = 1/4, Rc = 1/3, Rc = 1/2, Rc = 2/4, Rc = 2/3, Rc = 3/4 andRc = 4/5 RSC codes obtained
from their exhaustive searches. The minimum free distancedfree of each encoder is also given. For
illustrative purposes, these configuration parameters are used to construct an optimal8-state, rate
Rc = 2/3 RSC code encoder.

A.2 TABLES OF OPTIMAL RSC CODE ENCODER PARAMETERS

Instead of using the classic approach of describing encoder structures by means of their generator
polynomials or matrices,Benedetto, Garello andMontorsi [88] opted to describe their set of optimal
RSC code encoders using the following parameters:

υa = Number of delay elements in the shift register associated with theath message word bit in
the encoder input vectordm,i.

2υ = Number of states in the code’s trellis. The parameterυ =
k−1∑

a=0
υa denotes the total number

of delay elements used in the encoder.
z(a, b) = Output generator polynomial, given in octal form. When converted to a binary sequence, it

indicates the tap connections associated with theath shift register that contribute to thebth

non-systematic output bit of the encoder.
h(a, b) = Feedback generator polynomial, given in octal form. When converted toa binary sequence,

it indicates the tap connections associated with theath shift register that contribute to the
input of thebth shift register.

These parameters are used inTable A.1, Table A.2, Table A.3, Table A.4, Table A.5, Table A.6
andTableA.7 to define the structures of optimal rateRc = 1/4, Rc = 1/3, Rc = 1/2, Rc = 2/4,
Rc = 2/3, Rc = 3/4 andRc = 4/5 RSC code encoders, respectively.
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Table A.1: Encoder Descriptions of Optimal RateRc = 1/4 RSC Codes

2υ υi Output Generators Feedback Generators dfree

z(0, b) h(0, b)

2 1 18, 38, 28 38 6

4 2 58, 78, 68 78 10

8 3 158, 178, 118 138 12

16 4 358, 378, 278 238 14

32 5 518, 458, 718 678 15

Table A.2: Encoder Descriptions of Optimal RateRc = 1/3 RSC Codes

2υ υi Output Generators Feedback Generators dfree

z(0, b) h(0, b)

2 1 38, 28 38 5

4 2 78, 58 78 8

8 3 158, 178 138 10

16 4 378, 338 238 10

32 5 518, 458 678 11

64 6 1318, 1018 1638 11

Table A.3: Encoder Descriptions of Optimal RateRc = 1/2 RSC Codes

2υ υi Output Generators Feedback Generators dfree

z(0, b) h(0, b)

2 1 28 38 3

4 2 58 78 5

8 3 178 138 6

16 4 378 238 6

32 5 178 678 8

64 6 1158 1478 9
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Table A.4: Encoder Descriptions of Optimal RateRc = 2/4 RSC Codes

2υ υi Output Generators Feedback Generators dfree

z(0, b) z(1, b) h(0, b) h(1, b)

2 1, 0 18, 28 18, 18 38, 08 18, 18 4

4 1, 1 38, 38 38, 08 08, 38 38, 28 5

8 2, 1 38, 58 38, 18 28, 58 38, 28 5

16 2, 2 18, 38 58, 78 58, 48 28, 58 6

Table A.5: Encoder Descriptions of Optimal RateRc = 2/3 RSC Codes

2υ υi Output Generators Feedback Generators dfree

z(0, b) z(1, b) h(0, b) h(1, b)

2 1, 0 28 08 38, 08 18, 18 2

4 1, 1 08 38 28, 38 38, 08 3

8 2, 1 78 18 08, 58 38, 28 4

16 2, 2 58 38 68, 38 58, 48 5

32 3, 2 158 78 08, 138 78, 08 6

64 3, 3 18 118 138, 128 168, 18 6

Table A.6: Encoder Descriptions of Optimal RateRc = 3/4 RSC Codes

2υ υi Output Generators Feedback Generators dfree

z(0, b) z(1, b) z(2, b) h(0, b) h(1, b) h(2, b)

2 1, 0, 0 28 08 08 38, 08, 08 18, 08, 18 18, 18, 08 2

4 1, 1, 0 28 18 18 28, 18, 08 28, 38, 18 18, 08, 08 3

8 2, 1, 0 78 38 18 08, 58, 08 38, 08, 08 18, 18, 18 4

16 2, 2, 0 78 58 18 08, 78, 08 78, 08, 08 18, 18, 18 4

32 2, 2, 1 18 68 38 38, 08, 58 68, 08, 58 28, 38, 38 5
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Table A.7: Encoder Descriptions of Optimal RateRc = 4/5 RSC Codes

2υ υi Output Generators Feedback Generators dfree

z(0, b) z(1, b) z(2, b) z(3, b) h(0, b) h(1, b) h(2, b) h(3, b)

2
1, 0,

0, 0
28 08 08 08

38, 08,

08, 08

18, 08,

08, 18

18, 08,

18, 08

18, 18,

08, 08

2

4
1, 1,

0, 0
28 18 18 08

28, 18,

08, 08

28, 38,

08, 18

08, 18,

18, 08

18, 08,

08, 08

2

8
1, 1,

1, 0
08 38 18 18

28, 08,

38, 08

08, 18,

28, 08

28, 38,

18, 18

18, 08,

08, 08

3

A.3 ENCODER CONSTRUCTION EXAMPLE

Fig. A.1 shows the generic structure of an8-state, rateRc = 2/3 RSC code. In this figure,dm,i,0

anddm,i,1 denote theith pair of input data bits within themth vector of input bits, whereas vm,i,0

denotes theith single output parity bit within themth vector of output bits. Applying configuration
parameters such as those specified inSectionA.2, this generic encoder structure can be altered to
obtain several distinctly different8-state, rateRc = 2/3 RSC code encoders. According toTableA.5
(code no.3), the best rateRc = 2/3 8-state RSC code encoder is constructed by settingz(1, 1) = 78,
z(2, 1) = 18, h(1, 1) = 08, h(2, 1) = 38, h(1, 2) = 58 andh(2, 2) = 28 in Fig. A.1. The resultant
optimal RSC code encoder is shown inFig. A.2.

Delay
Tb

Delay
Tb

Delay
Tb

Shift Register

Shift Register

dm i, ,1

dm i, ,1

h( , )0 0

h( , )1 0

h( , )0 1

h( , )11

z( , )0 0

z( , )1 0

dm i, ,0

dm i, ,0

vm i, ,0

Figure A.1: General Structure of a8-State, RateRc = 2/3 Minimal Linear Systematic Convolutional
Code Encoder
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Delay
Tb

Delay
Tb

Delay
Tb

Shift Register

Shift Register

dm i, ,1

dm i, ,1

vm i, ,0

dm i, ,0

dm i, ,0

Figure A.2: Optimal8-State, RateRc = 2/3 Minimal Linear Systematic Convolutional Code En-
coder

DEPARTMENT OFELECTRICAL, ELECTRONIC AND COMPUTER ENGINEERING 197

UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  eettdd  ––  SSttaapphhoorrsstt,,  LL    ((22000055))  
  
  
 
  



APPENDIX B

BERLEKAMP-MASSEY DECODING OF

REED-SOLOMON BLOCK CODES

B.1 APPENDIX OVERVIEW

THIS appendix presents a conceptual description of theBerlekamp-Masseydecoding algorithm
[74, 75], frequently employed in the syndrome decoding of classic BCH and RS block codes.

Since it falls beyond the scope of this study, the classicBerlekamp-Masseyalgorithm is not described
in detail. However, several valuable references that focus on variations of this decoding algorithm are
cited for the interested reader.

B.2 THE BERLEKAMP-MASSEY ALGORITHM

The classic approach followed in the decoding of RS block codes entails hard decision syndrome
decoding [94], which is described below (all mathematical operations are performed inGF

(
2ξ

)
):

Assume thatcm(p) = cm,n−1.p
n−1 + cm,n−2.p

n−2 + ... + cm,0 is the code word polynomial gener-
ated by an(n, k, dmin) GF

(
2ξ

)
RS block code encoder at encoding instancem, given the message

polynomialdm(p) = dm,k−1.p
k−1 + dm,k−2.p

k−2 + ... + dm,0. This code word is then transmitted
through a non-ideal communication channel. Letym(p) = ym,n−1.p

n−1 + ym,n−2.p
n−2 + ... + ym,0

represent the corrupted code word after hard decisions have been made on the received and demod-
ulated code word symbols. The relationship between this polynomial and the original code word
polynomialcm(p) is as follows [94]:

ym(p) = cm(p) + em(p) (B.1)

whereem(p) = em,n−1.p
n−1 + em,n−2.p

n−2 + ... + em,0, referred to as theerror polynomial, de-
scribes the alterations made by the channel to the original code word duringtransmission.

FromSection3.2.2.3.3.1 it follows that the number of parity symbols present in each code word, gen-
erated by atcorrect-symbol error correcting RS block code, isn−k = 2.tcorrect. Thus,2.tcorrect syn-
dromes can be calculated for the received code word. Theith syndrome, withi = 1, 2, ..., 2.tcorrect,
is calculated as follows [74, 75, 94, 175]:

$i
m = y

(
ϕi

)
= cm

(
ϕi

)
+ em

(
ϕi

)
= em

(
ϕi

)
(B.2)
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APPENDIX B BERLEKAMP-MASSEY DECODING OFREED-SOLOMON BLOCK CODES

whereϕ is the primitive element ofGF
(
2ξ

)
. In Eq. (B.2) cm

(
ϕi

)
= 0, becauseϕi is a root of the

block code’s generator polynomial (seeSection3.2.2.3.3.2).

Assume that a number ofMcorrect, with Mcorrect ≤ tcorrect, correctable errors are present inym(p),
situated at positionsχ1

m, χ2
m, ..., χMcorrect

m , where0 ≤ χj
m < n for j = 1, 2, ..., Mcorrect. For each

symbol in error, anerror locater is defined [74, 75, 94, 175]:

κj
m = (ϕ)χj

m for j = 1, 2, ..., Mcorrect (B.3)

Noting that only symbols received in error contribute to the syndrome values, it is possible to rewrite
Eq. (B.2) in terms of the error locators:

$i
m =

Mcorrect∑

j=1

e
m,χj

m
.
(
κj

m

)i
(B.4)

Theerror locator polynomialpolynomialΘm(p), which describes the error pattern present inym(p),
is defined as a polynomial whose inverse roots are the error locators [74, 75, 94, 175]:

Θm(p) =

Mcorrect∏

j=1

(
1 − κj

m.p
)

(B.5)

The Berlekamp-Masseyalgorithm is an iterative algorithm that computes both the2.tcorrect syn-
dromes and the error locator polynomialΘm(p). A detail description of this algorithm, which can be
performed in both the time and frequency domains, falls beyond the scope ofthis study. The inter-
ested reader is referred to [74, 75, 175] and [176] for descriptionsof the time and frequency domain
versions of theBerlekamp-Masseyalgorithm, respectively.

In order to decode binary block codes, knowledge of the error positions in the received code words
are sufficient information. However, with non-binary block codes, the error magnitudes must also
be determined: Assume that the error locater polynomialΘm(p) for the received code wordym(p)
has been successfully constructed. Using the error locator polynomial’scoefficients and the2.tcorrect

syndromes, anerror evaluator polynomial∇m(p) is determined [175]:

∇m(p) = Θm(p) +

Mcorrect∑

j=1




e

m,χj
m

.κj
m.p

Mcorrect∏

i=1
i6=j

(
1 − κi

m.p
)




 (B.6)

An estimate of the magnitude of the error at positionχj
m, with j = 1, 2, ..., Mcorrect, is then calculated

as follows [175]:

ê
m,χj

m
= −




κj

m.∇m (p)
dΘ(p)

dp





∣
∣
∣
∣
∣
∣
p=1/(κj

m)

(B.7)

Completing the hard decision syndrome decoding process involves constructing an estimate of the
original code word polynomial, denoted byĉm(p). This is accomplished by subtractingê

m,χj
m

from

positionχj
m in ym(p), for j = 1, 2, ..., Mcorrect.
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APPENDIX C

POPULAR BLOCK INTERLEAVERS

C.1 APPENDIX OVERVIEW

SEVERAL prevalent block interleaver structures, frequently encountered in iteratively and non-
iteratively decoded concatenated coding schemes, are considered in thisappendix. The imple-

mentable interleavers considered are divided into two categories: Deterministic and random inter-
leavers. The deterministic interleavers presented include classic block interleavers,Berrou-Glavieux
interleavers and JPL interleavers. PN generator interleavers, randomnumber generator interleavers
and s-random interleavers constitute the random interleavers of interest.The appendix is concluded
with a short discussion on the concept of a probabilistic uniform interleaver, frequently encountered
in the theoretical performance evaluations of concatenated codes.

C.2 DETERMINISTIC BLOCK INTERLEAVERS

A deterministic block interleaver has a mapping functionΠ(i) that, for a given interleaver depth
J and interleaver widthF , always produces the same fundamental permutation. Several popular
deterministic block interleaver mapping schemes are discussed in the following subsections.

C.2.1 CLASSIC BLOCK INTERLEAVERS

A classic block interleaver [87] consists in essence of a sizeJ × F memory matrix. The first step in
the interleaving process performed by this type of interleaver is to write the interleaver input symbols
into this matrix in a row-wise fashion. The second and final step whereby theinterleaver output
symbols are obtained, is to write out the data stored in the memory matrix in a column-wise fashion.
It is easy to see that the interleaver period of this type of interleaver isN = J.F .

C.2.2 BERROU-GLAVIEUX INTERLEAVERS

The depth and width of this type of interleaver are restricted to powers of two, i.e. J = 2a andF = 2b,
with a andb positive integer values. Firstly, a set of eight prime numbers are defined:X(1) = 17,
X(2) = 37, X(3) = 19, X(4) = 29, X(5) = 41, X(6) = 23, X(7) = 13 andX(8) = 7. The
interleaver mapping function is then defined as follows [87]:

Π(i) = Ø(i) + F.̥(i) (C.1)
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APPENDIX C POPULAR BLOCK INTERLEAVERS

where:
̥0 = i mod F

Ø0 = (i − ̥0) /F

ג = (̥0 + Ø0) mod 8

̥(i) = (X ג) + 1) . (Ø0 + 1) − 1) mod J

Ø(i) = (F/2 + 1) . (̥0 + Ø0) mod F

(C.2)

for every0 ≤ i < J · F = N .

C.2.3 JPL INTERLEAVERS

With JPL interleavers, the interleaver depthJ must be even. As withBerrou-Glavieuxinterleavers,
eight prime values are defined:X(1) = 31, X(2) = 37, X(3) = 43, X(4) = 47, X(5) = 53,
X(6) = 59, X(7) = 61 andX(8) = 67. For every0 ≤ i < J.F = N , the JPL interleaver mapping
function is defined as follows [87]:

Π(i) = 2.̥(i) + J.Ø(i) − ℧(i) + 1 (C.3)

where:
℧(i) = i mod F

Ø0 = (i − ℧(i)) /2 mod F

̥0 = ((i − ℧(i)) /2 − Ø0) /F

̥(i) = (10.̥0 + 1) mod J/2

ג = ̥(i) mod 8

Ø(i) = (X ג) + 1) .Ø0 + 21.℧(i)) mod F

(C.4)

C.3 RANDOM BLOCK INTERLEAVERS

A random interleaver can be described as a block interleaver with a mappingfunction generated from
a permutation, based on the outputs of a random noise source [87]. The basic idea behind the design
of random block interleavers is to eliminate regular patterns inGπ(D), resulting in extremely long
interleaver periods. Some of the more popular random interleavers, frequently used in concatenated
coding schemes, are discussed in the following subsections.

C.3.1 PN GENERATOR INTERLEAVERS

The generation of the mapping function of this type of interleaver makes use of PN generators.
Assuming a maximal length-a PN generator is employed, the interleaver will have a period of
N = 2a − 1, since the period of the sequence generated by the PN generator is2a − 1. It is ob-
vious that the interleaver periodN will always be an odd number. The interleaver mapping function
is determined as follows [87]:

1. Seti = 0.

2. At time indexi, Π(i) is the decimal equivalent of thea-bit binary word stored in the PN generator’s
shift register.

3. If i < 2a − 1, incrementi and return to step (2).
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APPENDIX C POPULAR BLOCK INTERLEAVERS

C.3.2 RANDOM NUMBER GENERATOR INTERLEAVERS

Although similar to PN generator interleavers, this type of interleaver’s period N need not be an
odd number. Using any type of uniform number generator, a periodN random number generator
interleaver’s mapping function is determined as follows [87]:

1. GenerateN random numbers. Store these numbers in a length-N vector, denoted byU =
{U0, U1, ..., UN−1}.

2. Reorder the elements contained inU to range from the smallest to the largest value. The result is
stored a length-N vector, denoted byV = {V0, V1, ..., VN−1}

3. For everyi, with 0 ≤ i < N , determine the indexj such thatUi = Vj . The mapping function of
the interleaver is then simplyΠ(i) = j.

C.3.3 s-RANDOM INTERLEAVERS

In [177] a simple method to generate a random period-N interleaver that includes a constraint on the
spreading factorMspread (seeSection3.2.3.2) is presented. The process whereby such an interleaver’s
mapping function is created, is as follows:

1. Store the numbers0 to N − 1 in a length-N vector, denoted byU = {U0, U1, ..., UN−1}.

2. Choose an integer value for the spread factorMspread. For a given value ofN , it is important to

chooseMspread <
√

N
2 in order for the interleaver construction method to be successful.

3. Set counteri = 0. Repeat the following steps:

(a) Randomly pick a number from the list of available numbers contained inU . If the chosen
number differs by more than±Mspread when compared to the previousMspread values stored
in V , store it as elementVi in the vectorV = {V0, V2, ..., VN−1} and mark it as unavailable
for the next random selection fromU . Otherwise, repeat step (a).

(b) Increment counteri.

(c) Repeat (a) to (b) for0 ≤ i < N .

4. For everyi, with 0 ≤ i < N , determine the indexj such thatUi = Vj . As with random number
generator interleavers, the mapping function of the interleaver is thenΠ(i) = j.

C.4 UNIFORM INTERLEAVERS

A concept frequently encountered in the derivation of concatenated coding scheme BER performance
bounds, is that of a uniform interleaver [100, 101]. A sizeN uniform interleaver is a probabilistic
device that maps any given input wordµin

m of Hamming weightw into all distinct
(
N
w

)
permutations

of the input word, each permutation having a probability of occurrence of:

Prob.
(
wH

(
µin

m

)
= w

)
= 1/

(
N

w

)

(C.5)
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APPENDIX D

COMPLEX SPREADING SEQUENCES

D.1 APPENDIX OVERVIEW

THE application of binary sequences in DS/SSMA systems has been exhaustively investigated
since introduction of SS. Due to the availability of potentially large sets of sequences that ex-

hibit comparable auto-correlation and improved cross-correlation properties when compared to binary
sequences, interest has started to shift towards the use of non-binaryand CSSs. There are numerous
advantages in using CSSs in future 4G DS/SSMA systems, including the possibility to generate CE
and SSB [4, 7, 10] transmitter output signals, etc. This appendix not only summarises some of the
important performances measures utilised in the analysis of CSSs, but also gives concise overviews
of the filtered and unfiltered CSS families considered in this study.

D.2 IMPORTANT PERFORMANCE MEASURES FOR COMPLEX SPREADING
SEQUENCES

D.2.1 SEQUENCE LENGTH AND FAMILY SIZE

The length of a CSS, denoted byMseq, is the number of chips in a single CSS. It is a cardinal factor
in the determination of a DS/SSMA system’s processing gain (seeSectionD.2.4). Furthermore, it
also influences the correlation characteristics of a CSS (seeSectionD.2.2 andSectionD.2.3), which
in turn is the factor determining a DS/SSMA system’s capacity.

Inseparably intertwined with the sequence length, is the family sizeMfam of a CSS. Usually a longer
sequence length implies that more sequences, i.e. a larger family, can be generated that exhibit ac-
ceptable correlation properties.

D.2.2 PERIODIC AUTO-CORRELATION

Two types of auto-correlation functions can be calculated for spreadingsequences, namely periodic
and aperiodic. In synchronous DS/SSMA systems, such as the systems considered in this study, the
former is of greater importance. The periodic auto-correlation of a continuous length-Mseq CSS,
S(t), having chips of durationTchip [s], is defined as follows [43, 47, 48]:

RS(t),S(t) (τ) =

∫ Mseq .Tchip

0
S(t)S∗ ((t + τ) mod(Mseq.Tchip)) dt (D.1)

203

UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  eettdd  ––  SSttaapphhoorrsstt,,  LL    ((22000055))  
  
  
 
  



APPENDIX D COMPLEX SPREADING SEQUENCES

The periodic auto-correlation function gives an indication of the signal amplitude to be expected at
the output of a coherent, perfectly synchronous correlator receiver [47]. As such, this function can
also be used for synchronisation purposes in code tracking loops [43].

D.2.3 PERIODIC CROSS-CORRELATION

The periodic cross-correlation measures the periodic similarity between two different CSSs having a
relative phase shift ofτ seconds. It is defined as follows for the continuous length-Mseq CSSsS1(t)
andS2(t), both consisting ofMseq chips of durationTchip [s] [47, 48]:

RS1(t),S2(t) (τ) =

∫ Mseq .Tchip

0
S1(t)S

∗
2 ((t + τ) mod(Mseq.Tchip)) dt (D.2)

The periodic cross-correlation characteristics of the sequences in a CSS family dictate the degrada-
tion in performance in a multi-user DS/SSMA system due to MUI. Lower periodiccross-correlation
values (especially atτ = 0 in synchronous systems) deliver less MUI, resulting in better BER per-
formances. Also, false code-lock is less probable for sequences with lower periodic cross-correlation
values, especially in the range|τ | ≤ Mseq .Tchip

4 , centered onτ = 0.

A very popular lower bound on the periodic cross-correlation for the length-Mseq sequencesS1(t)
andS2(t) from a family of size-Mfam, is theWelsh-bound, given by [48]:

max
{
RS1(t),S2(t)(τ)

}
≥ Mseq

√

Mfam − 1

Mseq.Mfam − 1
(D.3)

Note that forMseq → ∞, the Welsh-bound simplifies tomax
{
RS1(t),S2(t)(τ)

}
≈

√
Mseq.

D.2.4 SPREADING FACTOR AND PROCESSING GAIN

Assume a spreading sequence with a chip rate offchip is used to directly spread a symbol stream with
a rate offs. TheSpreading Factor(SF) for this scenario is defined as follows [43, 44]:

SF =
fchip

fs
(D.4)

The PG (measured in [dB]) of a DS/SSMA system, which is directly related to its SF, is calculated as
follows [43, 44]:

PG = 10 log10 (SF ) = 10 log10

(
fchip

fs

)

(D.5)

The SF and PG are important measures that reflect the spreading diversity introduced by the
DS/SSMA system in order to combat the detrimental effects of narrowband interferers or jamming
signals [43, 44, 81].

D.2.5 BANDWIDTH EXPANSION FACTOR

When comparing DS/SSMA systems employing filtered (or chip-level pulse shaped) and unfiltered
CSSs, parameters such as PG and SF are insufficient, since these measures do not reflect the spectral
characteristics of the spreading sequences and/or chip-level pulse shaping filters employed. As such,
a new parameter, referred to as the BEF of a DS/SSMA system needs to be defined. The BEF for a
DS/SSMA system with a transmitter output signal bandwidth ofBpre

sig prior to spreading andBpost
sig
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after spreading (and chip-level pulse shaping), is calculated as follows:

BEF =

(

Bpost
sig

Bpre
sig

)

(D.6)

As with the SF and PG, the immunity a DS/SSMA system obtains against a narrowband jamming
signal by increasing its transmitter output signal’s dimensionality [43, 44, 81]through spreading, is
reflected by the BEF. However, the BEF also includes the effects of chip-level pulse shaping and other
DS/SSMA transmitter filtering on the bandwidth diversity obtained through the spreading process.
Furthermore, the spectral characteristics of the spreading sequencesused in the DS/SSMA system are
also incorporated in the BEF.

D.2.6 SPREADING SEQUENCE LENGTH DIVERSITY

Certain pre-filtered CSS families (or chip-level pulse shaped CSSs), such as the ABC (seeSection
D.3.2.2) and DSB CE-LI-RU filtered GCL CSSs (seeSectionD.3.2.1), are highly bandlimited. Using
these CSSs in DS/SSMA communication systems are more bandwidth efficient thanusing unfiltered
CSSs or binary sequences of an equivalent length. As such, employingpre-filtered CSSs, equivalent
SFs, but lower BEFs will be obtained. Generally, commercial communication systems are restricted
in terms of their transmission bandwidth requirements. Thus, DS/SSMA communication systems
employing pre-filtered CSSs support the use of higher data rates and/or longer CSSs in order to
deliver permissable BEFs, when compared to systems using unfiltered CSSs. For fixed data rates and
BEFs, the SSLD obtained by using bandlimited spreading sequences, is defined as follows:

SSLD =
SF

BEF
(D.7)

Thus, the length of the filtered CSSs, denoted byMseq, can be increased SSLD-times in order for
the DS/SSMA communication system to occupy the same transmission bandwidth as aDS/SSMA
system using unfiltered CSSs of the same length. Moreover, a larger pre-filtered CSS family can be
used, possibly supporting more CDMA users.

D.3 IMPORTANT COMPLEX SPREADING SEQUENCE FAMILIES

D.3.1 UNFILTERED SEQUENCES

D.3.1.1 ZADOFF-CHU SEQUENCES

ZC CSSs is a subclass of GCL CSSs [9], which is generated and characterised as follows: LetS
q
ZC =

{
Sq

ZC [0], Sq
ZC [1], ..., Sq

ZC [Mseq − 1]
}

represent the vector of chips of theqth length-Mseq unfiltered
continuous-time ZC sequenceSq

ZC(t). With j =
√
−1, theith chip in this sequence is determined as

follows [4, 5]:

Sq
ZC [i] =







exp
(

j π.a.i2

Mseq

)

if Mseq is even

exp
(

j π.a.i(i+1)
Mseq

)

if Mseq is odd
(D.8)

where the sequence numbera can only take on integer values relatively prime toMseq. As such, the
family size for length-Mseq ZC CSSs is calculated as follows:

Mfam = 1 +

Mseq−1
∑

a=2

{

1 if Mseq mod(a) 6= 0

0 if Mseq mod(a) = 0
(D.9)
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Figure D.1: Real and Imaginary Parts of a LengthMseq = 63 Unfiltered ZC CSS fora = 1, fchip =
63000 Hz and16 Samples per Chip
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Figure D.2: Envelope of a LengthMseq = 63 Unfiltered ZC CSS fora = 1, fchip = 63000 Hz and
16 Samples per Chip
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Hence, the largest ZC CSS families are obtained whenMseq is an odd prime number. In such a case
the family size isMfam = Mseq − 1 [4]. Fig. D.1 shows the real and imaginary parts of thea = 1
length-63 ZC CSS with a chip rate offchip = 63000 Hz and16 samples per chip. Also note that the
complex envelope of the sequence, shown inFig. D.2, is not constant.

D.3.1.2 QUADRIPHASE SEQUENCES

QPH sequences are closely related to binary sequences. A length-Mseq QPH sequence’s chip vector

S
q
QPH =

{

Sq
QPH [0], Sq

QPH [1], ..., Sq
QPH [Mseq − 1]

}

is constructed using two length-Mseq binary

sequences’ chip vectors, denoted byS
q
A =

{
Sq

A[0], Sq
A[1], ..., Sq

A[Mseq − 1]
}

andS
q
B =

{
Sq

B[0],
Sq

B[1], ..., Sq
B[Mseq − 1]

}
, respectively. Calculation of theith chip of the QPH sequence is accom-

plished as follows [6]:

Sq
QPH [i] =

1

2
√

2
(1 + j)Sq

A[i] +
1

2
√

2
(1 − j)Sq

B[i] (D.10)

It follows that each chip in the QPH sequence will have a value from the complex 4-symbol alphabet
{

1√
2

+ j√
2
, 1√

2
− j√

2
,− 1√

2
+ j√

2
,− 1√

2
− j√

2

}

, if the binary sequences’ chip vectorsS
q
A and S

q
B

have chips from the antipodal alphabet{−1, +1}. ForAlltop-type QPH sequences [4], the family size
is given asMfam = Mseq − 1, with the sequence lengthMseq limited to prime values. Furthermore,
using Gold binary sequences forS

q
A andS

q
B is a popular approach [48].Fig. D.3 show the real and

imaginary parts of user-q’s length-63 QPH CSS with a chip rate offchip = 63000 Hz and16 samples
per chip. Since QPH sequences are binary in nature, it follows that their complex envelopes will not
be constant. This characteristic is shown inFig. D.4 for the QPH depicted inFig. D.3.
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Figure D.3: Real and Imaginary Parts of a LengthMseq = 63 Unfiltered QPH CSS forfchip = 63000
Hz and16 Samples per Chip
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Figure D.4: Envelope of a LengthMseq = 63 Unfiltered QPH CSS forfchip = 63000 Hz and16
Samples per Chip

D.3.2 FILTERED SEQUENCES

D.3.2.1 DSB CE-LI-RU FILTERED GCL SEQUENCES

It has been shown that ZC sequences contain all the frequencies in the range[0, Mfam/Tchip) [Hz],
with Tchip the duration of a chip [48]. Thus, the bandwidth of such sequences area function of the
family size. In order to bandlimitSq

ZC(t) and remove its dependency on the sequence indexa, a
mod(2π) phase constraint can be incorporated, resulting in aChusequence’s chip vector denoted by
S

q
Chu =

{
Sq

Chu[0], Sq
Chu[1], ..., Sq

Chu[Mseq − 1]
}

[4,5]. Theith chip of aChusequence is determined
as follows:

Sq
Chu[i] =







exp
(

j a.π.i2

Mseq

)

mod (2π) if Mseq is even

exp
(

j a.π.i.(i+1)
Mseq

)

mod (2π) if Mseq is odd
(D.11)

It has been shown [4] that the bandwidth ofChusequences are1/Tchip [Hz]. DSB CE-LI-RU filtered
GCL sequences are obtained by filteringSq

Chu[i] with a linearly interpolating root-of-unity filter[7,8]
in order to achieve the minimum Nyquist bandwidth of1/(2.Tchip) [Hz]. The family size of such
sequences is also given byEq. (D.9). Fig. D.5 gives the real and imaginary parts of user-q’s length-
63 DSB CE-LI-RU filtered GCL CSS witha = 1, a chip rate offchip = 63000 Hz and16 samples
per chip. Fig. D.6 shows the complex envelope of this sequence, depicting its constant nature.
This characteristic alleviates and even eliminates the linearity constraint on power amplifiers used
in DS/SSMA systems employing such sequences. Since the instantaneous power of the transmitter
output signal will be constant, the communication system engineer no longer needs to be concerned
with amplifier back-off. Thus, it will be possible to more efficiently utilise partiallylinear power
amplifiers.
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Figure D.5: Real and Imaginary Parts of a LengthMseq = 63 DSB CE-LI-RU filtered GCL CSS for
a = 1, fchip = 63000 Hz and16 Samples per Chip
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Figure D.6: Envelope of a LengthMseq = 63 DSB CE-LI-RU filtered GCL CSS fora = 1, fchip =
63000 Hz and16 Samples per Chip
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D.3.2.2 ABC SEQUENCES

ABC sequences are generated by appropriately modifying the previouslydefined DSB CE-LI-RU
filtered GCL sequences in order to produce an injective function, as described in [7, 10]. When
used in balanced QPSK structures, ABC sequences [7, 10] exhibit analytical properties, i.e. a SSB
DS/SSMA signal is obtained after modulation onto in-phase and quadrature carriers (seeFig. 6.16 in
Section6.4.3) [4]. As with ZC and DSB CE-LI-RU filtered GCL sequences, the familysize of ABC
sequences is determined usingEq. (D.9). Fig. D.7 depicts the real and imaginary parts of user-q’s
length-63 ABC sequence witha = 1, a chip rate offchip = 63000 Hz and16 samples per chip.Fig.
D.8 shows its constant complex envelope.
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Figure D.7: Real and Imaginary Parts of a LengthMseq = 63 ABC Sequence fora = 1, fchip =
63000 Hz and16 Samples per Chip
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Figure D.8: Envelope of a LengthMseq = 63 ABC Sequence fora = 1, fchip = 63000 Hz and16
Samples per Chip
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APPENDIX E

SIMULATION SOFTWARE INDEX

E.1 APPENDIX OVERVIEW

ACQUIRING the results presented inChapter6 required the development of an extensive set of
simulation software tools, ranging from BER performance measurement platforms (seeChap-

ter 5), to data analyses and plotting tools. C++ was chosen to implement the simulation platforms
presented inChapter5, whereas Matlab was employed to create the necessary filter design and data
analyses/plotting tools.

This appendix firstly presents the labelling conventions applied extensivelyin the filenames of the
Matlab scripts/functions, C++ classes and compiled applications. Next followdetailed indexes, list-
ing the filenames and short descriptions of the simulation software componentsdeveloped during this
study. All of the listed Matlab and C++ software modules are available on the CD-ROM accompany-
ing this dissertation. Note that each of the simulation software tools presented here were created by
the author without making use of any prior base code.

E.2 NAMING LABEL CONVENTIONS

The naming label conventions applied in the filenames of the Matlab m-files and compiled executables
are given inTableE.1.

E.3 MATLAB FUNCTIONS AND SCRIPTS

TableE.2 andTableE.3 list the Matlab functions and scripts developed during the course of this study.
Note that the Matlab functions and scripts were not employed in the actual performance evaluation
of the VA decoded linear block codes under investigation, but rather forthe creation of filters and
pulse shapes, the processing and plotting of measured simulation results, etc. Although the results
presented inChapter6 were obtained running these scripts and functions on aMicrosoft Windows
platform, they can be used onUnix or Linux platforms without any alterations.
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APPENDIX E SIMULATION SOFTWARE INDEX

Table E.1: Matlab Script and C++ Executable Filename Labelling Convention

Naming Label Options Available Description

CODENAME half rate NSC / hr NSC 4-state, rateRc = 1/2 NSC code

Hamming7 4 Classic / Ham7 4 cl Hamming(7, 4, 3), classic decoding

Hamming7 4 VA / Ham 7 4 cl VA Hamming(7, 4, 3), VA decoding

Interl Hamming7 4 / iHam 7 4 Interleaved Hamming(7, 4, 3) code

Interl RS 7 5 / iRS 7 5 Interleaved RS(7, 5, 3) code

Original 5 3 / or 5 3 Cyclic (5, 3, 2) code, original trellis

PunctBCH 15 7 / pBCH 15 7 Punctured BCH(15, 7, 5) code

Puncthalf rate RSC / phrRSC Punctured, rateRc = 1/2 RSC code

Reduced5 3 / or red 5 3 Cyclic (5, 3, 2) code, reduced trellis

RS 7 5 RS(7, 5, 3) block code

two thirds rate RSC / ttr RSC 8-state, rateRc = 2/3 RSC code

uncoded / uc Uncoded

SEQNAME ABC ABC sequences

DSB DSB CE-LI-RU GCL CSSs

ZC ZC CSSs

QPH QPH CSSs

Table E.2: Description of the Matlab Functions and Scripts - Part I

Matlab Function/Script Function/Script Description

calc pdf 1D.m Calculate the1-dimensional PDF of a set of samples

calc pdf 2D.m Calculate the2-dimensional PDF of2 sets of samples

createelliptic rx filter.m Create the numerator and denominator coefficients of

an elliptic IIR lowpass filter, plot its amplitude response

createnyquist pulseshape.m Create a Nyquist pulse shape, plot the pulse shape

createsqrt nyquist pulseshape.m Create a square-root Nyquist pulse shape,

plot the pulse shape
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Table E.3: Description of the Matlab Functions and Scripts - Part II

Matlab Function/Script Function/Script Description

delay spread.m Configure the path delays for10

unique users’ multipath fading channels

dopplerfilter.m Create the numerator and denominator coefficients of

a Doppler IIR lowpass filter, plot its amplitude response

plot CODENAMEAWGN ber.m Plot the BER curves of aCODENAME

code in AWGN channel conditions

plot CODENAMESEQNAMEber.m Plot the BER curves of aCODENAME

code in multipath fading channel conditions

for SEQNAMECSSs

plot CODENAME33Hz FF ber.m Plot the BER curves of aCODENAME

code in flat fading channel conditions

with a33 Hz Doppler spread

plot CODENAME100Hz FF ber.m Plot the BER curves of aCODENAME

code in flat fading channel conditions

with a100 Hz Doppler spread

plot eye diagram.m Plot the eye diagrams of a pulse shaping

or matched filter’s output

plot SEQNAMEenvelope.m Plot the complex envelope of aSEQNAMECSS

plot SEQNAMEPSD.m Plot the PSD of aSEQNAMECSS

plot SEQNAMEtime signals.m Plot the real and imaginary time signals

of a SEQNAMECSS

power delay profile.m Create an exponential decay power delay profile

processsequencefamily files.m Generation of the user CSS configuration files

randominterleaver.m Create the interleaver mapping of a random interleaver

RayleighPDF.m Plot a theoretical Rayleigh PDF

Rician PDF.m Plot theoretical Rician PDFs

SEQNAMEgenerate Generate and store a length-Mseq SEQNAMECSS family

systematiccyclic matrices.m Convert an(n, k, dmin) linear block code’s generator

matrix to systematic form

classicdopplerspectrum.m Plot the classic Doppler spread PSD
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E.4 C++ CLASSES

A large number of coding, modulation and channel simulator building blocks are required to con-
struct the AWGN, flat fading and multipath fading channel performance platforms shown inFig. 5.5,
Fig. 5.8 andFig. 5.9, respectively. The header and.cppfiles of each C++ class that was created to
realise the required performance evaluation platform building blocks are listed inTableE.4 andTable
E.5, with their primary functions. Note that these files areANSI Ccompliant, ensuring portability to
Microsoft Windows, Unix or Linux platforms.

Table E.4: Description of the C++ Classes - Part I

C++ Class Class Description

B Trellis Advanced.h BCJR trellis class for an

B Trellis Advanced.cpp (n, k, dmin) linear block code

B Viterbi Advanced.h Block-wise VA decoder class that

B Viterbi Advanced.cpp operates on a BCJR trellis

BC with Interleaver.h (n, k, dmin) linear block code encoder and

BC with Interleaver.cpp length-N interleaver combination class

BC with Puncturer.h (n, k, dmin) linear block code encoder

BC with Puncturer.cpp and puncturer combination class

Block Coder.h (n, k, dmin) linear block code encoder class

Block Coder.cpp

C Trellis.h Rate-n/k convolutional code trellis class

C Trellis.cpp

CC with Puncturer.h Rate-n/k convolutional code encoder

CC with Puncturer.cpp and puncturer combination class

Convolutional.cpp Rate-n/k convolutional code encoder

Convolutional.h class

De-interleaverwith B Viterbi.h Length-N de-interleaver and block-wise VA

De-interleaverwith B Viterbi.cpp block code decoder combination class

Delay line.h General delay line class

Delay line.cpp

De-puncturerwith B Viterbi.h De-puncturer and block-wise VA

De-puncturerwith B Viterbi.cpp block code decoder combination class

De-puncturerwith SW Viterbi.h De-puncturer and sliding window VA

De-puncturerwith SW Viterbi.cpp convolutional code decoder combination class
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Table E.5: Description of the C++ Classes - Part II

C++ Class Class Description

DSSSQPSK RAKE Rx.h Wideband classic and complex DS/SSMA

DSSSQPSK RAKE Rx.cpp QPSK RAKE receiver class

DSSSQPSK Tx.h Wideband classic and complex DS/SSMA

DSSSQPSK Tx.cpp QPSK transmitter class

FIR.h General FIR filter class

FIR.cpp

GF Calculator.h Galois field mathematics calculator class

GF Calculator.cpp

IIR.h General IIR filter class

IIR.cpp

Int dump.h Integrate-and-dump circuit class

Int dump.cpp

Interleaver.h General block interleaver class

Interleaver.cpp

Mapper.h General input-to-output mapper class,

Mapper.cpp used as a block code ML decoder

Multipath FadingChannel.h Classic and complex multipath fading

Multipath FadingChannel.cpp channel simulator class

Noise.h AWGN, uniform noise and Poisson noise

Noise.cpp generator class

PN Gen.h Length-N PN generator class

PN Gen.cpp

Puncturer.h Block or convolutional code puncturer class

Puncturer.cpp

QPSK Rx.h Narrowband classic and complex

QPSK Rx.cpp QPSK receiver class

QPSK Tx.cpp Narrowband classic and complex

QPSK Tx.h QPSK transmitter class

Rician Channel.cpp Classic and complexClarke

Rician Channel.h flat fading channel simulator

SW Viterbi Conv.cpp Sliding window VA convolutional

SW Viterbi Conv.h code decoder class
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E.5 COMPILED EXECUTABLES

Using the C++ classes listed inSectionE.4, the compiled executable files, listed inTableE.6 and
Table E.7, were created to obtain the simulation results presented inChapter6. The executables
created to test the channel simulators, verify the operation of the narrowband and wideband commu-
nication systems, construct block and convolutional code trellises, and creating the mapping functions
of random interleaver, were developed usingBorland C++ Builder 6, since they containMicrosoft
Windowsgraphic components, such as forms, buttons, dialog boxes, etc. As such, these executables
are not portable to OS platforms other thanMicrosoft Windows.

A command line approach was used for the executables performing the actual BER performance
evaluations. These executables were created usingBorland C++ Builder 6, but compiled usingIn-
tel’s ICC and GNU’sG++ compilers forLinux platforms. The BER performance results presented
in Chapter6 were obtained in record breaking time by distributing the applications’ computational
load over the multiple workstations in theUniversity of Pretoria’s I-percube, donated byIntel. The
I-percubeconsists of16 2.4 GHz Pentium4 stations, each station running aMandrake Linuxoperat-
ing system. The16 stations are linked viaFast Ethernetconnections. Process migration and message
handling between the stations are managed transparently by means ofOpen Mosixfor Linux.

Table E.6: Description of the Compiled Executables - Part I

Executable Description/Function Portability

BC Trellis Creator Creation of an(n, k, dmin) linear Windows

block code’s BCJR trellis

CC Trellis Creator Creation of a rate-n/k Windows

convolutional code’s trellis

InterleaverCreator Creation of a random or classic Windows

block interleaver

main CODENAMEQPSK AWGN BER performance evaluation of Windows

a CODENAMEcode in AWGN Linux

channel conditions DOS

main CODENAMEQPSK FF BER performance evaluation of Windows

a CODENAMEcode in flat fading Linux

channel conditions DOS

main CODENAMEDSSSMA QPSK MPFC BER performance evaluation of Windows

a CODENAMEcode in multipath Linux

fading channel conditions DOS
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Table E.7: Description of the Compiled Executables - Part II

Executable Description/Function Portability

Test flat fading channel Verify the operation of Windows

classic and complex flat

fading channel simulators

Test frequencyselectivefading channel Verify the operation of Windows

classic and complex multipath

fading channel simulators

Test narrowbandQPSK Verify the operation of a Windows

narrowband classic or complex

QPSK communication system

WidebandCorrelator Verify the operation of a classic Windows

or complex DS/SSMA QPSK

communication system employing

a correlator RAKE receiver

WidebandMatchedFilter Verify the operation of a classic Windows

or complex DS/SSMA QPSK

communication system employing

a matched filter RAKE receiver
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