
First principles studies of Si-C

alloys

by

Richard Charles Andrew

Submitted in partial fulfilment of the requirements

for the degree

PhilosophiæDoctor (PhD)

in the Department of Physics

in the Faculty of Natural and Agricultural Sciences

University of Pretoria

Pretoria

Supervisor: Prof. Nithaya Chetty

Co-Supervisor: Prof. Max Braun

February 28, 2013

 
 
 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 

mailto:richard.andrew@up.ac.za
http://web.up.ac.za/default.asp?ipkCategoryID=48
http://web.up.ac.za/index.asp
mailto:Nithaya.Chetty@up.ac.za
mailto:Max.Baun@up.ac.za


UNIVERSITY OF PRETORIA

DECLARATION OF ORIGINALTY

This document must be signed and submitted with every

essay, report, project, assignment, dissertation and/or thesis.

Full names of student: RICHARD CHARLES ANDREW

Student number: s22315340

Personel number: p2632217

Declaration

1. I understand what plagiarism is and am aware of the University’s policy in this regard.

2. I declare that this thesis is my own original work. Where other people’s work has been

used (either from a printed source, Internet or any other source), this has been properly

acknowledged and referenced in accordance with deparmental requirements.

3. I have not used work previously produced by another student or any other person to

hand in as my own.

4. I have not allowed, and will not allow, anyone to copy my work with the intention of

passing it off as his or her own.

SIGNATURE STUDENT:.................................................................................

DATE:....................................................

 
 
 



SUMMARY

This study involves the investigation of silicon-carbon systems using ab ini-

tio techniques. It was motivated by the search for off-50:50 alloys and a

way to quantify the strengths of 2D silicon-carbon materials. The study

also predicts some under-reported properties for three previously proposed

hypothetical allotropes of carbon. Preferably stable off-50:50 structures are

identified from a set of trial structures for silicon-rich and carbon-rich candi-

dates and their conditions of stability and physical properties are identified.

A two-dimensional equation of state is introduced and applied to analyze

the relative strengths of various 2D silicon-carbon materials.

Of the possible off-50:50 alloy combinations and candidate structures con-

sidered, only the pyrite-FeS2, glitter-SiC2 and t-BC2 structures for SiC2

are elastically and dynamically stable. Analysis of the instability of Si2C

reveals that it seems likely that carbon rich alloys are more favorable to

their silicon-rich counterparts due to the smaller size of the carbon atoms

and the more compact carbon-carbon bonds which result in less distorted

bonding that is less metallic.

The stiffness of the silicon dicarbide structures rank, in increasing order

with 3C-SiC included for comparison, as glitter → pyrite → 3C-SiC → t-

SiC2. The moduli values for t-SiC2 are very comparable to 3C-SiC since

for both materials, all atoms are four-fold coordinated with t-SiC2 having

similar but slightly distorted, strong covalent tetrahedral bonding. The

pyrite and glitter structures exhibit metallic character whereas t-SiC2 is a

semi-conductor.

Not only has this work demonstrated that, in principle, off-50:50 alloys of

carbon and silicon are plausible, it has also provided information on how the

strength and elastic properties of these materials are effected by increased

 
 
 



silicon content. This has filled in a significant lack of knowledge about these

bulk systems.

For 2D systems, an equation of state is proposed that equates in-plane pres-

sure with a change in surface area. It extracts the layer modulus as one

of its fit parameters, which measures a material’s resilience to hydrostatic

stretching and predicts the material’s intrinsic strength. Graphene is the

most resilient to stretching with the highest intrinsic strength of all struc-

tures considered followed by SiC. Buckled Si is the least resilient with the

lowest strength. An off-50:50 planar alloy, called silagraphene, differs elasti-

cally from SiC but has a comparable strength due to the similarity of their

layer modulus.

The novel 2D equation of state presented here opens up new ways to study

and compare the strength properties of mono or multi-layered 2D materials,

especially how their resilience to isotropic stretching responds to in-plane

pressure.

vi
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1

Introduction

1.1 The search for stable Si-C alloy structures

Silicon and carbon are arguably the two elements that have been the main driving forces

behind human development. Carbon is not only the basis for all biological life on this

planet but, along with silicon, has also been central to the technological advancements

of the last century.

Carbon has always been used as a traditional fuel source and was the driving force

behind the industrial revolution of the 19th century. It is known to exist in many

different allotropes ranging from extremely soft graphite to extremely hard diamond

with the two most commonly known forms being graphite and diamond. Each allotrope

has its own unique properties and possible applications. In diamond form, carbon has

found application as an abrasive due to its extreme hardness. In graphitic form, it has

made possible many advancements in technological areas from military applications to

sports equipment because of its use as a strong, heat resistant fiber to create flexible

composite materials. In its recently researched forms of graphene, nanotubes and nano-

strips, it promises to be a very important resource for future electronic technological

advancements.

Silicon is the second most abundant element in the earth’s crust comprising 27.7 %

of all crustal rocks [1]; mostly in the form of SiO2 silica. The different known allotropes

of silicon are Si-I cubic diamond (cd), Si-II beta-tin (β-Sn), Si-III 8-atom body-centered

(BC8), Si-V simple hexagonal (sh), Si-VI Cmca, Si-VII hexagonal closed-packed (hcp),

and Si-X face-centred cubic (fcc) with Si-I being the stable form at ambient conditions
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while the others are all high pressure phases. The use of diamond silicon as a substrate

for semi-conductor devices has allowed for the integration of millions of circuit elements

on a single chip and this has been the main driving force behind the transition from

the largely industrial age to our new information age.

Silicon and carbon both occupy group IV on the periodic table and therefore share

some chemical characteristics. Both elements have a valency of four and can form sp3

covalent bonding with a coordination of four. For this reason, they both exist in the

diamond structure although while this structure is the stable form for silicon at ambient

conditions, it is a metastable form of carbon. Both elements, however, have some

significant differences. Whereas silicon prefers sp3 bonding under ambient conditions,

carbon has the ability to form sp2 and sp hybridized bonding. Carbon is the smaller

atom with closely bound valence electrons whereas silicon is larger with loosely bound

electrons. Because of this, tetrahedrally bonded carbon atoms in diamond have a bond

length approximately 2
3 of those in diamond silicon. Carbon is also more electronegative

than silicon with the better ability to attract other electrons.

Despite these differences, they co-exist in the stable 50:50 Si-C alloy, silicon carbide,

with its many stacking polytypes. This stability is mainly due to the fact that all atoms

are tetrahedrally bonded to each other with all bonds being homogeneous Si-C bonds of

the same length. The question remains, can silicon and carbon exist in other structured

alloys besides 50:50 silicon carbide?

Experimental evidence shows that there is a low solubility of C in Si [2] and even

though low concentrations of metastable C defects in Si have been created experimen-

tally using molecular beam epitaxy [3,4] and chemical vapor deposition [5], off-50:50 alloys

do not seem to readily exist. An extensive search of the literature shows a dearth of

ordered, disordered, random, as well as amorphous and thin film structures for off-50:50

alloy concentrations.

Clearly, the reasons for this must center more on the differences between Si and C

rather than their similarities. Since SiC under ambient conditions exhibits tetrahedral

coordination, this suggests that in an alloyed configuration under ambient conditions,

sp3 bonding may also be preferred. Is it possible for off-50:50 alloys to be fabricated

where the atoms maintain their tetrahedral coordination? The sizable difference in the

bond lengths of these two elements in the diamond structure will make this difficult. As
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mentioned, the stability of 50:50 SiC is largely due to the presence of single-length ho-

mogeneous Si-C bonds. The presence of Si-Si, C-C and Si-C bonds in any single system

will result in strains which can, in principle, only be relieved in complex geometries.

It turns out that under conditions of high pressure, SiC transforms to the rock-salt

(NaCl) structure, which gives the silicon and carbon atoms six-fold coordination with

homogeneous Si-C bonds. Silicon also has high pressure phases which exhibit coordina-

tion greater than four. Under increasing pressure it transforms from cd (coordination

4) → β-Sn structure (coordination 6) → sh (coordination 8) → hcp (coordination 12)

→ fcc (coordination 12). Perhaps pressure would be a useful tool to search for off-

50:50 alloys involving Si and C. Grumbach and Martin [6], in their theoretical work on

high-pressure/high-temperature phases of C, discovered a dense liquid whose melting

temperature decreased with pressure, which is a behavior that is very similar to that

of Si and Ge at lower pressures. This liquid resembles the simple cubic structure with

six-fold coordination, a structure similar to that of Si and Ge under pressure. This

suggests that for off-50:50 alloys, simple high coordination ordered structures might

form under conditions of high pressure with bonding that differs from simple sp3.

1.2 Aims and objectives

1.2.1 Off-50:50 Si-C alloys

The first part of this study is motivated by the search for bulk off-50:50 alloys involving

Si and C. A number of different structures and stoichiometries are considered involving

these elements. The guiding principle in looking for candidate structures is to look for

open structures with a strong covalent component to the bonding as well as those with

high coordination that could be accessible under conditions of pressure. Model alloy

structures from existing crystal structures as well as theoretically proposed structures

from other ab initio calculations are considered as possible candidates.

For this study, four candidate structures are considered. The known perovskite

structure of CaTiO3 is considered because it could represent a range of possible off-

50:50 alloys (SiC4, Si2C3, Si3C2 and Si4C), all with high coordination. The next three

candidate structures represented the two alloy stoichiometries silicon dicarbide (SiC2)

and disilicon carbide (Si2C). These open structures have the possibility of bonding

between the atoms with a strong covalent component. They are the pyrite structure
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based on FeS2, a previously suggested tetragonal structure based on a hypothetical

carbon allotrope called glitter [7] and another tetragonal structure based on a suggested

hypothetical structure for diamond-like boron dicarbide [8].

The following are investigated in order to determine the stability of the various

candidate structures:

� The coordination of the atoms which indicates the plausibility of the locations

for each carbon and silicon atom

� The charge density and electron localization function (ELF) plots which show

where charge is concentrated and where bonding electrons are likely to be local-

ized. This is to give an indication of the amount of covalent, ionic or metallic

bonding

� The electronic band structure which shows if there is any metallic character to

the bonding

� The distances between atoms which also give an indication of bonding type

� The eigenvalues for the elastic stiffness matrix and the elastic moduli which test

for elastic stability

� The phonon dispersion which tests for dynamic instability

From these determinants, a set of plausible structures may be deduced and the condi-

tions for their existence and stability investigated.

1.2.2 Two dimensional Si, C and Si-C alloys

The second part of this study considers two dimensional (2D) silicon-carbon systems

where the strengths of various structures are calculated and compared. With the

relatively recent discovery of the 2D carbon allotrope graphene [9] (which resulted in

the 2010 Nobel prize for Physics), silicon and SiC have also been considered as 2-

dimensional materials. The iso-structural nature of these materials prompts questions

about their relative hardness and strength. This notion of hardness in two dimen-

sional systems is yet to be fully investigated and tested. For instance, there exists no

equation of state (EOS), as for bulk materials, where this property can be deduced
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from the relationship of the hydrostatic change in surface area to 2D pressure. In this

study, such an EOS is proposed and is used on a variety of 2D Si-C systems to extract

equilibrium fit parameters including the layer modulus (symbol γ) which measures a

material’s resilience to hydrostatic stretching. It is used to compare the strengths and

elastic properties for the various structures.

1.3 Thesis structure

This thesis is structured in the following manner:

� Chapter 2 reviews previous work done on bulk silicon, carbon, silicon carbide and

off-50:50 Si-C systems. It especially emphasizes the use of ab initio techniques to

the study of bulk systems and their different phases

� Chapter 3 goes through the theory used to develop and implement density func-

tional theory as a practical method to study many-body systems. It covers the

methods and algorithms used to make the calculations tractable for large bulk

systems. It also covers elasticity theory and lattice dynamics which will be used

to study structural strength and stability

� Chapter 4 contains the preliminary calculations used to choose appropriate com-

putational calculation parameters for the rest of the study. Studies on the known

bulk systems of silicon, carbon and silicon carbide are done to validate the meth-

ods to be used for the study of the proposed silicon-carbon alloys. It also includes

original calculations on three novel carbon structures, studying their elastic prop-

erties and possible phase transitions

� Chapter 5 presents the studies on the various bulk off-50:50 candidate structures.

It presents a detailed study on Si2C and SiC2 which evaluates their stability and

feasibility

� Chapter 6 introduces the 2D equation of state and investigates the strength prop-

erties of various 2D materials. Elemental carbon and silicon as well as 50:50 SiC

and off-50:50 silagraphene are studied and compared

� Finally, general conclusions are drawn in Chapter 7
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2

Review of previous work

2.1 Silicon and Carbon

Silicon has been much studied over the last few decades due to its importance in many

technological applications. It was one of the first materials to be used as a prototype

to validate the applicability of computational ab initio techniques for the study of the

structural, electronic, lattice dynamic and phase transition properties of bulk materials.

In 1980, Yin and Cohen [10] used a pseudopotential method within the local density

formalism based on density functional theory to correctly calculate the ground state

properties for cubic diamond silicon. By fitting calculated total energy versus volume

values to an equation of state, they obtained values for the lattice constant, bulk mod-

ulus and cohesive energy all to within 1% of their experimental values. It had also

been known since 1962, using resistivity measurements, that diamond Si transforms

into a more metallic phase under pressure [11], and that the structure for this new phase

was identified through x-ray diffraction measurements in 1963 to be β-Sn [12]. Yin and

Cohen theoretically validated this pressure-induced phase transition by identifying a

9.9 GPa tangent pressure line between the two equation of state curves for each phase.

This value is smaller than the 16 to 20 GPa values reported in the 1962 and 1963

findings but close to the value of 8.8 GPa reported later in 1983 by Olijnyk et al. [13].

Yin and Cohen also calculated phonon frequencies for LTO(Γ), TA(X), TO(X) and

LOA(X) all within 3% of their observed values. These first tentative calculations gave

credence to the suitability of these methods to study crystal solids.

In 1982, they formalized these computational ab initio methods using Si and Ge
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as prototypes [14]. They studied the crystal stability for each element by considering

cubic diamond (cd), simple hexagonal (sh), beta-tin (β-Sn), simple cubic (sc), body-

centred cubic (bcc), hexagonal closed-packed (hcp) and face-centred cubic (fcc) phases.

The calculations correctly predicted the stable ground states as being cubic diamond

and they reproduced the expected cd to β-Sn transitions. Ground state structural

properties based on equation of state fits were in good agreement with experimental

values. The valence electron density contour plots for cd Si reproduced the same fea-

tures as those found in plots synthesized from x-ray data. Contour plots for each phase

showed that cd Si had the most covalent bonding character with the β-Sn phase show-

ing a more metallic nature. They obtained good agreement between calculated x-ray

structure factors and those derived from experiments. The calculated electronic band

structure for both elements gave density of states peak positions that compare well to

observed angle-integrated photo-emission data. Based on these results, the claim was

made that these methods could be used to accurately describe static structural and

electronic properties as well as crystal stability and pressure-induced phase transitions

for solids. This laid the foundations for ab initio methods to be used to predict yet

unobserved crystal phases.

In 1963, it was already known that two new phases for Si exist [15]; a dense body-

centered phase created by pressure reduction from the β-Sn phase and a simple hexag-

onal (sh) phase created by heat treatments. In the 1980’s, the ab initio methods

developed by Yin and Cohen [14] were now used to explain these transitions and predict

possible new high pressure phases.

In 1982, McMahan and Moriarty [16] used the generalized pseudopotential method

(GPT) [17] and the linear muffin-tin orbital (LMTO) method [18] to predict the following

possible phase transition sequence for Si

cd→ β-Sn→ hcp→ fcc→ bcc

with the hcp→fcc transition occurring at 76 GPa for LMTO and 80 GPa for GPT,

and based on extrapolation of the results of Yin and Cohen, the β-Sn→hcp transition

occurring at 41 GPa. This prediction was partially confirmed in 1983 when Olijnyk

et al. [13] experimentally observed the following phase transitions:

cd→ β-Sn→ sh→ an unknown intermediate phase → hcp
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occurring at 8.8, 16, 35-40, and 40 GPa [13]. The β-Sn→sh transition was theoretically

described in 1984 by Needs and Martin [19] and in 1986, Duclos et al. [20] observed the

hcp→fcc transition at 78 GPa. The phase transition from β-Sn to the 8-atom body-

centered (BC8) phase under pressure reduction was independently described by Biswas

et al. [21] and Yin [22].

Hu et al. [23], in 1986, compared their experimental results with these previous

theoretical results which prompted them to state that “it is gratifying to note the good

overall agreement between theory and experiment, and the ability of this theory to

predict new phases”. In fact, during 1993-94 theoretical and experimental results were

used to complement each other to explain a newly observed body-centered orthorhombic

intermediate phase [24] between the β-Sn and sh structures [25,26].

The first two known forms of carbon were the stable graphite form produced by

simple combustion and meta-stable diamond produced in the earth by high pressure and

temperature. In 1967, Bundy and Kasper [27] produced a new meta-stable hexagonal

form of C using the static pressure compression of graphite at high temperature. It was

noted that this form of carbon is found in meteorite diamonds created by large impact

collisions with the earth. Strel’nitskii et al. [28] reported in 1978, a novel new allotrope of

carbon with body-center symmetry obtained by the deposition of carbon plasma onto a

cooled substrate. Ab initio techniques were employed to find suitable structures for this

new allotrope, these being the supercubane phase [29] and the now generally accepted

8 atom BC8 structure [30]. New methods such as shock-compression [31,32] were then

used to create this and other new allotropes in the laboratory. Experimental evidence

of new C allotropes spurred theoretical research into possible structures to match the

observed x-ray diffraction patterns [33]. It also initiated the search for plausible but not

yet observed new phases [34,35,36].

Since the advent of diamond-anvil cell [37] experiments to investigate pressure tran-

sitions for other solids, it became important to know the upper pressure bound for the

stability of diamond. After their seminal paper in 1982, Yin and Cohen [38] in 1983

studied the crystal stability of carbon considering β-Sn, sc, bcc, hcp and fcc phases

and were able to predict a carbon pressure-induced phase transition from diamond to sc

at 2300 GPa. A new upper limit was place on diamond when in 1984, Biswas et al. [21]

and Yin [22] both predicted a cubic diamond (cd) to BC8 transition at 1200 GPa. It

was later suggested in 1987 by Fahy and Louie [39] that the sc and BC8 carbon cannot
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be metastable phases at low pressures and that diamond first transforms into BC8 at

1.11 TPa.

It is known that carbon exists under conditions of high pressure and temperature

inside planets and for this reason it was important to predict the phase diagram for

carbon. Grumbach and Martin [40] in 1996 used first principles molecular dynamics to

predict the pressure/temperature phase diagram for C. Their diagram showed that the

sc phase is most probably a thermodynamically stable high pressure phase with BC8

existing between diamond and sc. Liquid C at high pressure was predicted to behave

very much like lower pressure Si preferring six-fold coordination. Similar results were

obtained by Wang et al. [41] in 2005 also using ab initio molecular dynamics.

2.2 Silicon Carbide

Silicon carbide is the oldest known stable alloy involving C and Si and has long been

used for its abrasive properties. It was not extensively studied until the 1990’s when

there was a large interest in new electronic applications for SiC. Although experimental

efforts mainly contributed to the progress in SiC growth, it was important to be able

to adequately model the main polytypes and understand their properties and stability

in the hope of overcoming various technical problems involved in the manufacture of

SiC devices.

The first studies into the ground state properties of SiC were done in the mid to late

1980’s. Churcher et al. [42] in 1985, using an ab initio pseudopotential method based on

density functional theory, calculated the theoretical properties of cubic 3C-SiC. They

obtained a lattice constant within 1% of the experimental value and a bulk modulus

within 10% by fitting their total energy calculations at various volumes to an equation

of state. The accuracy of their values is largely due to their well converged energy

calculations. Calculated phonon frequencies for X and Γ using the “frozen phonon”

method, were in good agreement with measured values to within 5%. Their charge

density contour plot suggested SiC had an ionic nature to the bonding. Other calcula-

tions were attempted in the same year and in 1988 by Denteneer and Haeringen [43,44]

for 3C and hexagonal wurtzite 2H-SiC but the usefulness of their results is in question

since their energy calculations were not well converged (they used the same parameters

for the plane waves as for previous calculations on Si).
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The first ab initio study of SiC pressure transitions using a pseudopotential den-

sity functional method was done on 3C-SiC in 1987 by Chang and Cohen [45]. Their

calculated ground state properties for the lattice constant, bulk modulus and cohesive

energy all agreed well with measured values. Calculated valence charge density showed

a transfer of charge from the Si atoms into the bonding region indicative of a slight

ionic nature and explained why the equilibrium lattice constant for cubic SiC violates

Vegard’s rule, the empirical relationship believed to exist between the lattice parameter

of an alloy and those of the constituent elements. 3C-SiC was also shown to have an

indirect band gap between Γ and X with a predicted value of 1.21 eV (smaller than

the measured value of 2.39 eV). This band gap was shown to decrease with pressure

as is found for Si. They considered the high pressure phases of rocksalt and β-Sn

and predicted a pressure transition from 3C-SiC to a semi-conducting rocksalt (NaCl)

structure at a pressure of 66 GPa. This transition was only observed experimentally in

1993 by Yoshida et al. [46] and was measured to occur at 100 GPa. They also predicted

that since the calculated energies for 3C and 2H only differ by 3 meV, it is expected

that 2H also transforms into the NaCl structure at high pressure.

In 1991, Lambrecht et al. [47] calculated the structural and elastic properties of

3C-SiC using both a density functional ab initio method and the LMTO. The elas-

tic constants (transformed to a trigonal symmetry tensor) compared well with known

values measured from hexagonal 6H-SiC to within 10%.

Electronic and structural properties were calculated in 1994 by Park et al. [48] and

separately by Käckell et al. [49,50] for the 3C, 2H, 4H and 6H polytypes. The lattice

parameters and bulk moduli compared well with available experimental values with

the calculated band structures indicating indirect band gaps for all polytypes. An

important result of the work by Käckell et al. [50], is that it was found that in order

to obtain correct structural properties, all atoms had to be relaxed before any further

calculations could be done. They observed that 4H was the energetically favored type

with all cohesive energies for the polytypes being very similar and only differing within

an interval of 3.5 meV. The band structure of the polytypes was observed to show a shift

in the position of the conduction-band minimum from X → M → K with increasing

percentage of hexagonal close packing (3C → 4H → 2H). Since during crystal growth,

the thermal energies would be larger than the differences in cohesive energy for the
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polytypes, effects such as the lattice-vibrational properties were thought to play an

important role in polytype growth.

That same year, Hofmann et al. [51] presented a semi-empirical method to study

these effects by fitting parameters for the semi-empirical bond-charge model to known

Raman and luminescence measurements. The calculated lattice dynamical properties

for these polytypes and the derived elastic constants from the acoustic velocities were

found to be in reasonable agreement with existing experimental and calculated values.

Separately in the same year, Karch et al. [52] using linear-response theory within

the pseudopotential density functional method, calculated lattice dynamical properties

for 3C, 2H and 4H as well as the expansion coefficient and specific heat of 3C using

the quasi-harmonic approximation. They also calculated elastic constants for 3C from

ab initio stress calculations which agreed well to available experimental data. They

noted that the valence charge densities along bonding directions are nearly identical

for all polytypes. The phonon dispersion curves for 3C were found to be closer to those

of diamond carbon than diamond silicon with a few noted differences that made SiC

unique to other tetrahedral III-V semiconductors. For instance, the polar nature of

SiC and the mass differences between the two elements caused a splitting of the LO

and TO modes at Γ. The theoretical second-order Raman spectra deduced from the

calculated phonon frequencies and eigenvectors agreed with existing measured spectra.

The polytypes exhibited similar dynamical properties along their stacking directions in-

dicative of their static structural similarity. Calculated expansion coefficients followed

the general shape of the experimental values with discrepancies at higher temperatures

most probably due to failure to include higher ordered anharmonic effects. These calcu-

lations formed the basis for further studies into the temperature dependent properties

of SiC.

In 1996, Karch et al. [53,54] used the pseudopotential density functional method to

calculate the pressure dependent structural, lattice-dynamical and dielectric properties

of 3C, 2H and 4H-SiC. Looking at various possible high pressure structures, they pre-

dicted a 3C transition into one of NaCl, NiAs, anti-NiAs or CsCl phases at 66, 79.8,

206.3 and 360.7 GPa. A study of the continuous structural change from β-Sn to 3C indi-

cated that the β-Sn structure is not a stable or metastable phase of SiC. Similar studies

of continuous structural changes from 3C into either the CsCl or NaCl structures found

that the NaCl phase is metastable with a small energy barrier per cell, while the CsCl
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structure is not stable at zero pressure. From this they concluded that the strong bond-

ing properties of the carbon atoms prevented stable phases with coordination number

greater than 6. The high c/a ratio for the NiAs structure also indicated instability. It

was also found that the anti-NiAs phase was energetically unfavorable. Unlike Chang

and Cohen [45], their results indicated that the NaCl phase is semi-metallic, not semi-

conducting, with the discrepancy most probably due to a better convergence in the

energy calculations. Their results found that whereas the pressure dependence of the

ground state properties were largely independent of polytype, the pressure dependence

of the dynamical and optical properties behaved differently depending on the polytype.

The next year, Bechstedt et al. [55] investigated some of the possible driving forces

behind SiC polytypism and polytype growth using similar methods. They noted an

internal relationship between the exact atomic positions and the stability of hexagonal

polytypes. The observed decrease in cell volume with hexagonality is only reproduced

theoretically if the atoms are relaxed from their ideal tetrahedron structure. With-

out atomic relaxations, the cubic phase would be shown to be favored over the other

polytypes. Looking at the vibrating lattice, they found that in the thermodynamic

equilibrium, the vibrations stabilized 4H since it had the lowest free energy over a tem-

perature range from 0 to 1200 K. Using an axial next-nearest-neighbor Ising (ANNI)

model to describe the interactions of the stacking layers, they observed a tendency away

from the stable cubic phase, towards the hexagonal phases with increasing temperature.

They predicted that polytype growth selection is independent of the substrate polytype

and is most probably due to thermodynamics. They also showed that combinations of

hexagonal and cubic polytypes may give rise to novel heterocrystalline SiC structures.

Also using the ANNI model and ab initio methods, Käckell et al. [56] found that their

calculated stacking faults for SiC were negative, indicating a preference for hexagonal

polytypes. Future study of stacking faults would try to address technical problems such

as producing stable SiC diodes [57].

The end of the 1990’s saw the start of ab initio studies into the structural and

electronic properties of SiC surfaces [58] which would lead to the creation of novel devices

such as graphene diodes on SiC [59].
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2.3 Off-50:50 SiC alloys

In 1990, Posthill et al. [60] opened up a new research area in band gap engineering when

they suggested that dilute CxSi1−x hetero-epitaxial films would be good candidates for

the production of wide band gap heterojunction bipolar transistors. It was suggested

that the C concentration would increase the band gap of the material somewhere be-

tween that of Si and SiC. They succeeded in producing these layers on a Si substrate

using plasma-enhanced chemical vapor deposition (CVD) that could achieve metastable

C concentrations of ∼ 3 at.% (well over the small solubility of C in Si). In the following

year, Soref [61] did theoretical calculations based on an interpolation technique to study

the variation of the band gap with the C alloying concentration which suggested that

this increase would occur.

In 1992, Demkov and Sankey [62] used a tight-binding ab initio molecular dynam-

ics method to study the microscopic atomic structure of random Si-C alloys. They

found that the band gap gets smaller, not larger, with increasing concentrations of C

with a minimum at around 10 at.% possibly indicating a metallic nature. molecular

beam epitaxy (MBE) was used as a successful method to create Si1−xCx layers [63] and

Eberl et al. [4] experimentally observed that the band gap reduces below Si for small C

concentrations below 7%. They also observed an increase in the electron mobility for

n-doped strained layers. This effect was studied in 1998 by Knief and Niessen [64] and

later used to increased electron mobility in the Si channels of strained FET transistors

using C concentrations of around 2% [65].

To understand the chemical ordering of these alloys, various theoretical studies

were carried out during the early 1990’s to late 2000’s using molecular dynamics

(MD) [66,67,68] and density functional theory (DFT) [69]. They suggested that amor-

phous Si-C alloys prefer partial chemical ordering rather than full random ordering. A

result confirmed by Chehaidar et al. [70] in 2001 using Raman spectroscopy.

Ordered alloy research is mainly found in the area of nano-cluster research and the

study of molecules. There has been interest in the off-50:50 stoichiometry clusters of Si

and C (SiC2, Si2C, Si2C2, Si3C, SiC4, Si2C3, Si3C2 and Si2C4 species). The research

using local density approximation (LDA) methods has studied the stability of these

structures [71,72,73,74] by computing their structural properties, binding energies, and

phonon/vibrational frequencies.
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There is no research into bulk ordered alloys beyond the cluster level except for

a study in 2005 on silicon dicarbide (SiC2) by Bucknum et al. [75]. In their study,

they considered a hypothetical tetragonal structure based on a previously suggested

structure for carbon called “glitter” [7]. They presented structural data and made an

estimate of the bulk modulus using a semi-empirical formula developed by Cohen [76].

Why is there such a dearth of information on off-50:50 alloys? Are such struc-

tures possible? What are some plausible candidates? What governs their stabil-

ity/instability? These questions form the foundation for the first part of this study.

The previous work on Si, C and SiC has laid down some traditional ab initio methods

used to predict crystal stability and phase transitions. Using these methods and those

discussed in the Introduction, this study aims to partially fill in the gap of knowledge

on ordered Si-C alloys.

2.4 2D silicon-carbon systems

Graphitic carbon is composed of layered sheets, each in the honeycomb structure,

bonded together by the weak van der Waals force. These single layers, called graphene,

have been used as theoretical constructs to describe other known carbon materials such

as nanotubes [77]; a nanotube is composed of a rolled up sheet of graphene. For this

reason, the properties of graphene were studied long before it was actually observed by

Novoselov et al. [9] in 2004.

For instance, Sanchez-Portal et al. [77] calculated the phonon dispersion for graphene

in order to interpret the phonon properties of single-walled nanotubes and similarly

Thomsen et al. determined the phonon deformation potentials for graphene for the

same reason.

After 2004, the physical properties of graphene were studied due to the growing

interest in the possible applications for this new 2D carbon allotrope. In 2005, Mounet

and Marzari studied the linear expansion of graphene showing it to be negative at lower

temperatures, a result later verified by Singh et al. in 2010. In 2008, the elastic proper-

ties were calculated [81,82] and the 2D Young’s modulus was experimentally measured [83].

The following year, the Young’s modulus values for other honeycomb structures (in-

cluding monolayer Si and SiC) were calculated and compared to graphene [84]. In spite
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of this, the notion of hardness in two dimensional systems is yet to be fully defined and

tested.

For instance, although the 2D bulk modulus for graphene [81] has been calculated,

it has not been formally compared to other 2D materials. This modulus is a measure

of a material’s resilience to in-plane stretching. Does this modulus provide a way to

rank the relative strengths of 2D materials and is there, as in the case of bulk systems,

a 2D EOS which provides a simple way to extract this value? This question forms the

basis for the second part of this study.

In the next chapter, the theoretical framework for this study is introduced with em-

phasis placed on density functional theory and bulk elasticity. The theoretical frame-

work used for the study of 2D systems is introduced separately in chapter 6.
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3

Theoretical framework

In this chapter, the theoretical framework used for this study is introduced. The many-

body problem is discussed first along with the difficulties associated with its solution.

One possible method to solve this problem, Hartree-Fock, is then introduced and its

limitations discussed. Another method, the theoretically exact density functional the-

ory, is discussed in section 3.3 along with the proofs of its two main tenants. The

Kohn-Sham ansatz is given in section 3.4 as a way to make this theory tractable. Sec-

tions 3.4.1 to 3.5.5 present the algorithmic implementations based on the Kohn-Sham

equations along with the various approximations used for their solution. Lastly, the

theory used to analyze the elastic and lattice dynamical properties of bulk systems is

presented in the last two sections.

3.1 The many-body problem

Any material may be considered as comprising K positive nuclei (referred to as the

ions), with positions and atomic numbers {Rα, Zα}, surrounded by N electrons with

positions and spins {ri, σi}. Ignoring relativistic effects, this quantum system is de-

scribed by solving the following many-body Schrödinger equation [85]:

ĤΨ = EΨ[
T̂I + T̂e + V̂II + V̂ee + V̂eI

]
Ψ({Rα}, {ri, σi}) = E Ψ({Rα}, {ri, σi})

(3.1)
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where Ψ is the many-body wavefunction dependent on both the ionic and electronic

degrees of freedom. The kinetic energy terms are given below as:

T̂I = −~2

2

K∑
α=1

1

mα
∇2
α T̂e = − ~2

2me

N∑
i=1

∇2
i (3.2)

whereas the potential energy terms describing the various interactions are given by:

V̂II =

K∑
α=2

α−1∑
β=1

e2 ZαZβ
|Rα −Rβ|

V̂ee =

N∑
i=2

i−1∑
j=1

e2

|ri − rj |
V̂eI = −

K∑
α=1

N∑
i=1

e2Zα
|Rα − ri|

.

(3.3)

In order to greatly simplify the problem, one uses the Born-Oppenheimer approx-

imation to separate the ionic and electronic degrees of freedom by assuming that the

faster moving electrons obtain an instantaneous ground state for any given configura-

tion of the slowly moving ions.

Therefore, for a given fixed ionic configuration, the N-electron wavefunction Ψ sat-

isfies the following Schrödinger equation:

[T̂ + V̂int + V̂ext + EII ]Ψ(ri, σi) = E Ψ(ri, σi) (3.4)

where V̂int, V̂ext, EII and T̂ are the full electron-electron interaction, electron-ion po-

tential, the classical interaction of the ions with one another and the electron kinetic

energy as given in equations 3.2 and 3.3.

It now remains to find the ground state wavefunction that minimizes

E = 〈Ψ |Ĥ|Ψ〉 = 〈T̂ 〉+ 〈V̂int〉+

∫
d3rVext(r)n(r) + EII (3.5)

where n(r) is the electronic density.

The difficulty in solving the electronic system is due to the incorporation of all of

the electron-electron interactions that correlate the positions and kinetic energies of all

the electrons. For example, one correlation effect is the fact that all electrons repel

each other due to their charge. Another effect is that electrons of the same spin repel

each other due to the Pauli Exclusion Principle. Various approximation methods have

been developed that incorporate some or all of these correlations to varying degrees of

accuracy in a way which makes the problem more tractable. Two such methods are

the Hartree-Fock approximation and the theoretically exact Kohn-Sham formulation

of density functional theory (DFT).
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3.2 The Hartree-Fock approximation

The Hartree-Fock (HF) approximation neglects all electron correlations except those

required by Pauli exclusion. The electronic wavefunction is approximated by an anti-

symmetric Slater determinant [86]:

Ψe({ri, σi}) = Φ =
1√
N !

∣∣∣∣∣∣∣∣∣
Φ1(r1, σ1) Φ1(r2, σ2) Φ1(r3, σ3) . . .
Φ2(r1, σ1) Φ2(r2, σ2) Φ2(r3, σ3) . . .
Φ3(r1, σ1) Φ3(r2, σ2) Φ3(r3, σ3) . . .

...
...

...
. . .

∣∣∣∣∣∣∣∣∣ (3.6)

where each single particle spin-orbital is separated into a spatial and spin variable:

Φi(rj , σj) = Ψσi (rj)αi(σj). (3.7)

The expectation of the N-electron Hamiltonian of Eqn. 3.4 using this form for the

wavefunction is given below in units where ~ = me = e = 4π/ε0 = 1 (called atomic

units):

EHF =
∑
i,σ

∫
d3rΨσ∗i (r)[−1

2
∇2 + Vext]Ψ

σ
i (r) +

1

2

∫
d3r dr′

n(r)n(r′)

|r− r′|
+ EII

−1

2

∑
i,j,σ

∫
d3r d3r′ Ψσ∗i (r)Ψσ∗j (r′)

1

|r− r′|
Ψσj (r)Ψσi (r′)

(3.8)

where the electron density is defined as

n =
∑
σ

Nσ∑
i

|Ψσi |2. (3.9)

The first term in Eqn. 3.8 involves single-body expectation values whereas the sec-

ond and fourth terms involve interactions between electrons. The second term, called

the Hartree energy, describes the Coulomb energy of a self-interacting continuous clas-

sical charge distribution of density n(r). The fourth term, called the exchange energy,

defines the Coulomb interaction between an electron and its positive hole. This hole

defines the region of space around each electron which electrons of the same spin avoid.

Minimizing Eqn. 3.8 while keeping the many-body wavefunction in the form of

Eqn. 3.6 leads to the single-electron Hartree-Fock equations [87]

[
−1

2
∇2 + Vext(r) + VH(r) + V i,σ

x (r) + EII

]
Ψσi (r) = εσi Ψ

σ
i (r) (3.10)
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where the Coulomb effects of all the other electrons are approximated by that of a

smooth background electron density n(r) giving

VH(r) =

∫
d3r′

n(r′)

|r− r′|
(3.11)

and the effects of Pauli exclusion are incorporated by

V i,σ
x (r) = −

∑
j

∫
d3r′ Ψσ∗j (r′)Ψσi (r′)

1

|r− r′|

 Ψσj (r)

Ψσi (r)
. (3.12)

The consequence of Vx is that if an electron of spin σ is at r, it cannot be where there

is another electron of the same spin. This effect of “exact exchange” fails however to

take into account any other correlation effects between electrons such as the Coulomb

repulsion felt by all electrons.

The energy difference between the exact energy and the energy given by Eqn. 3.8

for an uncorrelated state with orbitals that give the exact electron density is called

the correlation energy. It represents all the missing information when the Coulomb

interactions are approximated by a mean field and all the electron correlations are

excluded except for exact exchange.

In general, the Hartree-Fock equations are solved self-consistently by choosing basis

functions and writing out Eqn. 3.8 in terms of the expansion coefficients for the or-

bitals. Hartree-Fock is well suited to quantum chemistry for describing single atoms or

molecular systems where great numerical accuracy is needed. It is not well suited for

large systems due to the large scaling in computational effort required for the number

of electron basis functions needed. Hartree-Fock also fails for metals since it incorrectly

describes even a simple electron gas such as incorrectly predicting infinite velocities for

the electrons near the Fermi level. Improvements to results derived from the Hartree-

Fock method require post processing methods that incorporate approximations to the

neglected correlation effects.

3.3 Density functional theory

DFT is an exact theory describing the non-relativistic, fully interacting many-body

problem and paves the way for a tractable ab initio method to solve the N-electron
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problem. It shifts the problem from a solution involving N internal degrees of freedom

to that of a single quantity: the ground state electron density of the system.

The basis for DFT was set in the 1964 paper by Hohenberg and Kohn [88] that

proved the following two theorems (as written in the book by Richard Martin [89])

� Theorem I: For any system of interacting electrons in an external potential

Vext(r), the potential Vext(r) is determined uniquely, except for a constant, by

the ground state particle density n0(r).

Corollary I: Since the Hamiltonian is thus fully determined, except for a constant

shift of the energy, it follows that the many-body wavefunctions for all states

(ground and excited) are determined. Therefore all properties of the system are

completely determined given only the ground state density n0(r).

� Theorem II: A universal functional [, where a functional is the mapping of an

entire function to a scalar value,] for the energy E[n] in terms of the density

n(r) can be defined, valid for any external potential Vext(r). For any particular

Vext(r), the exact ground state energy of the system is the global minimum value

of this functional, and the density n(r) that minimizes the functional is the exact

ground state density n0(r).

Corollary II: The functional E[n] alone is sufficient to determine the exact

ground state energy and density.

Theorem I is proved by reductio ad absurdum as follows:

Proof. If there exists two external potentials V1(r), V2(r) that differ by more than just a

constant that define two differing Hamiltonians Ĥ1 and Ĥ2 each with a differing ground

state wave function Ψ1 and Ψ2 but give rise to the same ground state density n0(r)

then by the Rayleigh Ritz variational principle

E1 = 〈Ψ1|Ĥ1|Ψ1〉 < 〈Ψ2|Ĥ1|Ψ2〉 (3.13)

giving

E1 < 〈Ψ2|Ĥ2|Ψ2〉+ 〈Ψ2|Ĥ1 − Ĥ2|Ψ2〉

< E2 +

∫
d3r[V1(r)− V2(r)]n0(r).

(3.14)
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Similarly one can obtain

E2 < 〈Ψ1|Ĥ1|Ψ1〉+ 〈Ψ1|Ĥ2 − Ĥ1|Ψ1〉

< E1 +

∫
d3r[V2(r)− V1(r)]n0(r)

(3.15)

which added together give the resulting paradox

E1 + E2 < E1 + E2. (3.16)

Therefore there cannot exist two external potentials that differ by more than a constant

that yield a solution with the same ground state density.

It then follows that if all components of the Hamiltonian are uniquely determined,

the Schrödinger equation can be solved to find the many-body wavefunction for any

state and the ground state is the one that has the lowest energy.

Theorem II is proved as follows:

Proof. Since all properties are uniquely determined by the particle density, there exists

a functional for the energy

EHK [n] = T [n] + Eee[n] +
∫
d3rVext(r)n(r) + EII

= FHK [n] +
∫
d3rVext(r)n(r) + EII

(3.17)

where FHK [n] is a universal functional applicable to all fully interacting many-body

systems that contains all the internal energies of the electronic system.

If there is a system with an external potential V1 that corresponds to a ground state

density n1 with wave function Ψ1, and a differing density n2, corresponding to a wave

function Ψ2, then

E1 = EHK [n1] = 〈Ψ1|Ĥ1|Ψ1〉
E2 = EHK [n2] = 〈Ψ2|Ĥ1|Ψ2〉 > E1

(3.18)

showing that the value of the energy functional at the ground state density n1 is indeed

a global minimum and is the ground state energy for the Hamiltonian with the external

potential determined by n1.

It then follows that if the universal functional FHK [n] was known, then by mini-

mizing EHK [n] with respect to variations in n(r), the exact ground state density and

energy would be found.

21

 
 
 



The genius of DFT is that it reduces the N-body problem of Eqn. 3.4 to that of

finding a 3-D function n(r) that minimizes a functional EHK [n(r)]. Unfortunately it is

unsolvable since the exact form of the universal energy functional FHK [n] is unknown

and there are no known ways to extract general properties from the density.

3.4 The Kohn-Sham ansatz

DFT was made into a practical method when Kohn and Sham in 1965 [90] changed the

problem from solving a fully-interacting electronic system to one of solving a system of

non-interacting electrons (with the same ground state electronic density as the fully-

interacting system) moving through an effective potential that somehow incorporates

the effects of the electron-electron interactions. The ground state density is

n(r) =
∑
σ

nσ(r) =
∑
σ

Nσ∑
i

|Ψσi (r)|2 (3.19)

for all Kohn-Sham electron orbitals Ψσi (r) where σ =↑ or ↓.
The form of the energy functional for the auxiliary system is now [91]

EKS [n] = Ts[n] + EH [n] +

∫
d3rVext(r)n(r) + Exc[n] + EII

Ts[n] =
∑
σ

Nσ∑
i

〈Ψσi |T̂ |Ψσi 〉

EH =
1

2

∫
d3r dr′

n(r)n(r′)

|r− r′|

(3.20)

where the Hartree energy is as before. Since the Kohn-Sham energy functional must

minimize to the same ground state energy as the fully interacting functional, the

exchange-correlation energy Exc represents all the missing information when the fully

interacting system was replaced by a non-interacting Kohn-Sham system operating in

a mean field.

Using the variational equation

δ EKS
δ Ψσ ∗i (r)

=
δ TS

δ Ψσ ∗i (r)
+

[
δ Eext
δ nσ(r)

+
δ EH
δ nσ(r)

+
δ Exc
δ nσ(r)

]
δ nσ(r)

δ Ψσ ∗i (r)
= 0 (3.21)
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subject to the constraint of orbital orthonormalization, one derives the Kohn-Sham

(KS) equations [
−1

2∇
2 + Vext + VH + V σ

xc

]
Ψσi = εσi Ψ

σ
i

Vext(r) =
δ Eext
δ nσ(r)

VH(r) =
δ EH
δ nσ(r)

=

∫
d3r′

n(r)

|r− r′|

V σ
xc(r) =

δ Exc
δ nσ(r)

.

(3.22)

Since the exact form of the exchange-correlation (XC) is not known, various ap-

proximations have been developed in order to carry out practical calculations.

3.4.1 Local spin density approximation

The first practical approximation to Exc assumes the exchange-correlation energy per

electron at each point εxc(r), depends only on the local density and is the same as that

for a homogeneous electron gas with the same spin polarized density (n↑, n↓) as the

system under investigation [92]:

ELSDAxc [n↑, n↓] =

∫
d3rn(r) εhomxc (n↑, n↓)

εhomxc (n↑, n↓) = εhomx (n↑, n↓) + εhomc (n↑, n↓)

(3.23)

The exchange energy per electron is the “exact exchange” term for an electron gas

given by the HF approximation [93]

εσx = −3

4

(
6

π
nσ
)1/3

. (3.24)

The spin polarization is represented through the parameter ζ and the density

through the parameter rs where

n = n↑ + n↓ ζ =
n↑ − n↓

n
rs =

(
3

4πn

)1/3

. (3.25)
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The exchange energies for an unpolarized (ζ = 0) and polarized (ζ = 1) homogeneous

electron gas are

εx(rs, ζ = 0) = − 3

4π rs

(
9π

4

)1/3

εx(rs, ζ = 1) = − 3

4π rs

(
18π

4

)1/3

.

(3.26)

In order to estimate the correlation energy per electron, Perdew and Zunger in

1981 [94] parametrized the Monte Carlo results of Ceperley and Alder [95] for the high

and low densities of a polarized i = 1 and unpolarized i = 0 electron gas to obtain the

PZ form of the local spin-density approximation (LSDA):

εc(rs ≥ 1, i) = γi/(1 + βi1
√
rs + βi2 rs)

εc(rs < 1, i) = Ai ln rs +Bi + Ci rs ln rs +Di rs

(3.27)

where γ, β1, β2, A,B,C and D are fit parameters.

The exchange and correlation energies per electron are interpolated for fractional

polarizations as follows

εx/c(rs, ζ) = εx/c(rs, 0) + [εx/c(rs, 1)− εx/c(rs, 0)] f(ζ)

f(ζ) =
(1 + ζ)4/3 + (1− ζ)4/3 − 2

24/3 − 2
.

(3.28)

The success of the LSDA is due to the fact that the energy errors in the exchange

and correlation terms mostly cancel each other out fortuitously and the fact that it

correctly determines that the sum rule for the exchange hole is exactly one removed

electron. In general, LSDA over binds atoms, therefore underestimating bond lengths.

3.4.2 Generalized gradient approximation

In order to improve on LSDA, the generalized gradient approximation (GGA) includes

information about the gradient of the density. The GGA functional proposed by Perdew

et al. [96] (referred to as PBE) has separate functionals for exchange and correlation,

each modifying those for a homogeneous gas.

For the correlation energy, a gradient contribution H is added to that of a homo-

geneous gas as follows

EPBEc [n↑, n↓] =

∫
d3rn(r)

[
εhomc (rs, ζ) +H(rs, ζ, t)

]
(3.29)
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where t is the dimensionless gradient of the density. The exchange energy is given as

EPBEx [n] =

∫
d3rn(r) εhomx (rs, 0)Fx(s) (3.30)

where the exchange energy per electron for a homogeneous gas is enhanced by a factor

Fx which is a function of s, the reduced dimensionless gradient of the density. The spin

scaling is given as

Ex[n↑, n↓] =
Ex[2n↑] + Ex[2n↓]

2
. (3.31)

In general, GGA under binds atoms thereby overestimating bond lengths. Other

GGA functionals have been proposed to accurately describe surfaces (rPBE) and bulk

solids (PBEsol and AM05) [97,98,99].

3.5 Algorithmic implementation of the KS equations

The KS equations can be implemented in three equally valid ways:

� Localized atomic orbitals which are used in chemistry to study the atomic-like

features of molecules

� Atomic sphere methods such as the augmented plane wave (APW), Green’s func-

tion Korringa-Kohn-Rostoker (KKR) and muffin-tin orbital (MTO) methods

� Plane wave grid methods which provide fast and efficient ways to solve the KS

equations for periodic systems through the use of fast Fourier transforms

All use the self-consistent algorithm as shown in Fig. 3.1 where the KS equations

are solved in a self-consistent manner always looking for convergence in the density and

the total energy. The repeating loop cycle achieving a converged solution is referred to

as a self-consistent field (SCF) calculation.

This study uses the plane wave grid method as implemented in the vasp [101] and

Quantum ESPRESSO codes [102].

3.5.1 Plane-waves

In a periodic crystal system, the single electron Schrödinger equation for independent

electrons under the influence of a periodic potential is given as [103](
−1

2
∇2 + U(r)

)
Ψ = ε Ψ (3.32)
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Figure 3.1: Self-consistent field (SCF) algorithm to solve the KS equations. [100]
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where the potential U has the periodicity of the underlying Bravais lattice. Bloch’s

theorem states that

Ψk(r) = eik·r uk(r) (3.33)

where uk has the periodicity of the lattice. Because of this, the electron wavefunction

can be written as a plane-wave expansion

Ψi,k(r) =
∑
G

ci,k+G ei(k+G)·r (3.34)

where G define the reciprocal lattice vectors.

The KS equations in k space reduce to a matrix eigenvalue equation as shown

below [104] ∑
G′

{1

2
|k + G|2 δGG′ + Vext(G−G′)

+VH(G−G′) + Vxc(G−G′)}ci,k+G = εi ci,k+G.

(3.35)

In practice, the size of the array is made finite by limiting the maximum length for the

G vectors by defining a kinetic energy cut-off

Ecut =
1

2
|k + Gmax|2 (3.36)

Solving this equation efficiently and accurately is the motivation behind the iterative

methods developed for DFT code.

3.5.2 Integrating over the Brillouin Zone: k-point grid sampling

DFT codes for periodic systems require functions to be integrated over the Brillouin

Zone (BZ) in order to calculate such properties as the band energy and charge density.

For insulators, there is no discontinuity in sums over the energy bands due to the

existence of a band gap separating the valence and conduction bands. All integrations

have the form below

f̃i =
1

Nk

∑
k

fi(k) (3.37)

where the quantity fi is averaged over the entire BZ. Since fi is a smoothly varying

function over the filled bands, it can be expanded into Fourier components

fi(k) =
∑
R

fi(R)eik·R. (3.38)
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This sum can be truncated due to the exponential decrease of the terms at large R.

Since these functions have similar values around any given point, the integration sum

can then be done over all filled bands using a discrete set of “special points” in the BZ.

The scheme proposed by Monkhorst and Pack [105] uses points on a grid based on

kn1 n2 n3 =

3∑
i=1

2ni −Ni − 1

2Ni
Gi. (3.39)

Eqn. 3.37 integrates exactly over these points if the Fourier components for each fi

extend only to Ni Ri in each direction.

Metals with their partially filled bands, require careful attention since integrals over

the BZ have the form

I =

∫
BZ

S(E(k− EF ))f(k)d3k (3.40)

where E(k) is the band energy, S(E(k − EF )) is the unit step function with a drop

off at the Fermi energy and f(k) is the function to be integrated. The sharp drop in

electron occupation across the Fermi level would require a very dense mesh of k points

to properly resolve the Fermi surface. To avoid the resulting slow convergence of the

integral sums, various methods have been developed to integrate around the Fermi

surface with a smaller k grid size:

� The tetrahedral interpolation method proposed by Blöchl [106] fills the space be-

tween grid points with tetrahedra that approximate the variation in the integrated

periodic function between the grid points. This way the Fermi surface can be ad-

equately resolved using a reasonably sized grid

� The method proposed by Methfessel and Paxton [107] in 1989 uses a smearing

function to smooth out the sharp drop in electron occupation across the Fermi

surface. By having partial occupancies around the Fermi level, faster convergence

is achieved for smaller grid sizes

3.5.3 Pseudopotentials

Another barrier to a fast and efficient solution of the KS equations is that the ionic

potentials require a large sized Hamiltonian matrix requiring a large number of terms for

the wavefunctions. The rapidly oscillating electronic wavefunctions of the ionic core also

require a large number of plane waves for the all-electron (AE) calculation. The solution
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is to freeze out the core electrons, since the valence electrons are mostly involved in

bonding and chemical properties, and to smooth out the strong ionic potentials so that

they act on pseudo valence wavefunctions. This mimics the core behavior with an

effective potential while preserving the electron scattering behavior.

Each norm-conserving pseudopotential satisfies the following five conditions for each

valence state [108]

1. AE and pseudo valence eigenvalues must agree

2. The all-electron and pseudo wavefunctions must agree beyond a chosen cut-off

radius Rcut

3. Logarithmic derivatives of the two wavefunctions must agree at Rcut

4. The integrated charge inside the cut-off for both cases must agree

5. The first energy derivative of the logarithmic derivatives must agree at Rcut

Points 1 and 2 ensure that electrons see the same scattering while point 3 ensures

a smooth pseudo wavefunction at Rcut. Point 4 ensures that the charge inside the core

is correct and point 5 ensures that a given pseudopotential obtained from the spherical

atom will adequately describe the ion in a quantum system. Rcut for each valence state

is chosen to be small enough to accurately describe the wavefunction near the atom

and large enough to give smooth wavefunctions requiring a reasonable size of Fourier

components and therefore a smaller Ecut.

The pseudopotential is separated into a local part and an angular momentum l

dependent non-local part

Vl(r) = Vlocal(r) + δVl(r). (3.41)

Outside Rcut, the non-local part is zero and the pseudopotential is the same as the

non-local AE potential. The potential operator for the atom is written as

V̂ = Vlocal(r) +
∑
l,m

|Ylm〉δVl(r)〈Ylm| (3.42)

where the last term projects out the spherical-harmonic part of the wavefunction for a

given value of l and m.

Various ways to parametrize the pseudo functions are possible:
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� Bachelet, Hamann and Schlüter [109] method of expansion in Gaussians

� Vanderbilt [110] method using an assumed form for the potential and variable

parameters

� Troullier and Martins [111] method using an exponential form for the wavefunction

to the power of a high order polynomial

The Kleinman-Bylander construction [112] constructs a separable pseudopotential

operator where the δVl(r) term in Eqn. 3.41 can be replaced by

V̂NL = Vlocal(r) +
∑
l,m

|ΨPSlm δVl〉〈δVlΨPSlm |
〈ΨPSlm |δVl|ΨPSlm 〉

(3.43)

where the second term is fully non-local in angles φ, θ and r. The functions 〈δVlΨPSlm |
operate on the wavefunction and act as projectors. The advantage of this form is that it

leads to savings in the number of computations required but can lead to the appearance

of artificial “ghost states”.

Pseudopotentials are generated as shown in Figure. 3.2 by creating pseudo wave-

functions that satisfy all five points and inverting the radial Schrödinger equation to

obtain the pseudopotentials. It is important for the generated pseudopotentials to be

transferable to a variety of chemical environments.

To fully describe the electron-ion interaction potential, each pseudopotential for a

given ion species Vα is centered on the relevant ionic positions though ionic structure

factors [104]

Sα(G) =
∑
I

eiG·RI (3.44)

where the sum is over positions for that ion type. Therefore, Vext is given by

Vext(G) =
∑
α

Sα(G)Vα(G). (3.45)

3.5.4 PAW method

Pseudopotential methods reduce the complexity of electron-ion interactions by smooth-

ing out the valence wavefunctions near the core. The projector augmented wave

(PAW) [113] method retains this information in a format that gives computationally

efficient calculations to solve the KS equations. The idea behind the PAW method
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Figure 3.2: Pseudopotential generation
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is to transform the AE Kohn-Sham wavefunctions Ψ for single electrons into more

convenient pseudo wavefunctions Ψ̃ using a linear transform T where

|Ψ〉 = T |Ψ̃〉. (3.46)

The expectation value of an operator A using KS AE wavefunctions can then be

done using the pseudo functions

〈A〉 = 〈Ψ̃|Ã|Ψ̃〉 Ã = T †AT. (3.47)

The transformation T is of the form

T = 1 +
∑
R

τR (3.48)

where each τR is centered at ion position R and only acts within an enclosed aug-

mentation region ΩR enclosing each ion similar to the cut-off region defined using

pseudopotentials. Given a set of complete AE single atom partial waves |φi〉 in each

augmentation region that are orthogonal to the core states of the ion, there is a set of

complete pseudo partial waves |φ̃i〉 such that

|φi〉 = (1 + τR)|φ̃i〉 (3.49)

within the augmentation region ΩR, where i represents a given R and orbital momentum

quantum numbers lm. The set of pseudo partial waves must equal their corresponding

AE partial waves outside ΩR. The AE valence wavefunctions |Ψ〉 and the valence pseudo

wavefunctions |Ψ̃〉 can now be expanded in terms of these partial waves as follows

|Ψ〉 =
∑
i

ci|φi〉

|Ψ̃〉 =
∑
i

ci|φ̃i〉
(3.50)

and the AE wavefunctions can be written as

|Ψ〉 = |Ψ̃〉 −
∑
i

ci|φ̃i〉+
∑
i

ci|φi〉. (3.51)

The linearity of T requires that

ci = 〈p̃i|φ̃i〉 (3.52)
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for projector functions p̃i localized in ΩR. Therefore T becomes

T = 1 +
∑
i

(|φi〉 − |φ̃i〉)〈p̃i| (3.53)

and the AE wavefunctions can be obtained from the pseudo wavefunctions through

|Ψ〉 = |Ψ̃〉+
∑
i

(|φi〉 − |φ̃i〉)〈p̃i|Ψ̃〉. (3.54)

It only remains to

1. Obtain the single atom AE partial waves for each ion

2. Define pseudo partial waves outside each augmentation region

3. Find a set of suitable projection functions such that the following is satisfied

〈p̃i|φ̃j〉 = δij (3.55)

Thus the rapidly varying nature of the valence wavefunctions in the augmentation

region enclosing the core is retained while the functions are smoothed outside the

region. All expectation value calculations can now be performed using only the pseudo

wavefunctions, the projector functions and the partial waves which allows for fast and

efficient calculations.

3.5.5 Atomic relaxations

The Born-Oppenheimer approximation ensures that the KS equations can be solved for

a given fixed set of ionic positions. The question remains how one can then move the

ion positions to perform atomic relaxations. The answer is provided by the Hellmann-

Feynman theorem [114] that states that the force on an ion is given by

FI = − ∂E

∂RI
= −〈Ψ| ∂Ĥ

∂RI
|Ψ〉 − ∂EII

∂RI
(3.56)

where E is the total electronic energy of the system and RI is the ionic position. The

movement of the ions to new atomic positions defines a new set of KS equations with a

different solution and as long as the solution is properly converged, this will define the

forces acting on the ions. It then remains to classically move the ions according to the

forces.

Atomic relaxations are built around self-consistent total energy calculations in the

following manner
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1. Move the ions slightly to new positions

2. Recalculate the total energy for the new configuration then calculate the forces

on each ion

3. Move ions slightly according to the calculated forces

4. repeat from step 2 until the forces are all within some tolerance

This way, the ions can be relaxed into their zero force equilibrium positions.

3.6 Bulk elasticity

3.6.1 Strain

During a deformation, a point ~r = xi êi in a reference body is moved to a new position

~r ′ = xi êi in the deformed body. The two positions are displaced by a displacement

vector ~u = ui êi so that [115]

xk = xk + uk k = 1, 2, 3. (3.57)

Similarly, two neighboring points with separation d~r will move so that their new

separation d~r ′ is given by equation (3.58).

dxk = dxk + duk. (3.58)

For infinitesimal deformations, the change in ~u is given by (3.59)

duk = µkj dxj

µij =
∂ui
∂xj

(3.59)

where µ is the displacement gradient tensor.

We can now define the symmetrical part of µ as being the infinitesimal strain tensor

with 9 elements:

εij =
1

2
(µij + µji) . (3.60)

For small strains

dxk = (δkj + εkj) dxj . (3.61)
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Figure 3.3: 2D geometric strain - [116] Showing the effect of strain deformation on a

square body in the xy plane.

Since the strain tensor is symmetrical, the subscripts obey

ij = ji

reducing the number of independent elements to 6. To see the meaning behind these

strain elements, we consider a deformation in the x/y plane as is shown in Fig. 3.3.

The length of ab is given below:

ab =

√
dx2 + (

∂ux
∂x

dx)2 '
(

1 +
∂ux
∂x

)
dx ' (1 + εxx) dx (3.62)

meaning the strain in the x direction (direction ê1) is given by εxx (or ε11 in our tensor

notation.) Similarly, ε22 and ε33 represent strains in the y and z direction respectively.

These strain elements are known as normal strains.

The tangent of the angle α in Fig. 3.3 is given by:

tanα =

∂uy
∂x(

1 +
∂ux
∂x

)
dx

' α

α ' ∂uy
∂x

= µyx = µ21.

(3.63)
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Similarly, angle β = µ12 meaning

α+ β = µ12 + µ21 = 2 ε12 = 2 ε21 (3.64)

therefore the angle between ac and ab is

π

2
− 2 ε12. (3.65)

These strain elements with mixed indices are the shear strains.

3.6.2 Stress

When external forces are exerted on a body, the infinitesimal stresses σij in the body

are as is shown in Fig. 3.4.

The relationship between stress and strain in a general anisotropic material is not a

straight forward linear one. Instead the relationship is given by an 81 element stiffness

tensor C as is shown in the equation below (where repeated indices indicate summation)

σij = Cijkl εkl. (3.66)

Since no torques occur in the stressed body, the stress tensor subscripts obey

ij = ji.

The stiffness tensor subscripts obey the added condition that

ijkl = klij. (3.67)

This ensures that the stiffness tensor is symmetrical leaving only 21 unique elements

(called elastic constants) to be specified. The stress in a solid can be calculated using

ab initio techniques using the stress theorem of Nielsen and Martin [118]. It states that

the stress tensor is

σij = − 1

Ω

∂E

∂εij
(3.68)

where Ω is the unit cell volume of the crystal and E is the total energy.
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Figure 3.4: Infinitesimal stress components - [117] Showing internal stress components

due to external forces applied to a body.

3.6.3 Crystal symmetry

Crystal symmetry provides added relationships between the elastic constants. In the

1959 paper by Waterman [119], additional relationships for the elastic constants are

defined by

Cijkl = QipQjqQkrQlsCpqrs (3.69)

where the Q’s represent tensor components of the symmetry transformations.

To simplify the tensor notation, Voigt notation with the following mapping is used

p = iδij + (1− δij)(9− i− j), q = kδkl + (1− δkl)(9− k − l) (3.70)

so that

ij → p
kl→ q

11→ 1 22→ 2 33→ 3 23→ 4 13→ 5 12→ 6 (3.71)

Using this notation, the stresses σij , elastic constants Cijkl and strains εij map as

σp = σij , Cpq = Cijkl, eq = (2− δkl) εkl. (3.72)

Various crystal systems are invariant under certain rotational symmetry operations

Rθi where θ is the angle rotated and i is the rotation axis. This allows further reduction

of the number of unique elastic constants needed by each system.
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Cubic systems are symmetrical with respect to Rπ/2x , Rπ/2y , Rπ/2z resulting in the

fact that
C11 = C22 = C33

C44 = C55 = C66

C12 = C23 = C13

(3.73)

leaving 3 unique elastic constants with all other constants not listed set to zero. This

gives the resulting stiffness matrix

C11 C12 C12 0 0 0
C12 C11 C12 0 0 0
C12 C12 C11 0 0 0
0 0 0 C44 0 0
0 0 0 0 C44 0
0 0 0 0 0 C44

 . (3.74)

A hexagonal system is invariant under the rotation Rπ/3z which results in

C11 = C22

C33

C12

C23 = C13

C44 = C55

C66 = (C11 − C12) /2

(3.75)

leaving only 5 unique constants. The resulting stiffness matrix is

C11 C12 C13 0 0 0
C12 C11 C13 0 0 0
C13 C13 C33 0 0 0
0 0 0 C44 0 0
0 0 0 0 C44 0

0 0 0 0 0
C11 − C12

2


. (3.76)

The total strain energy for a deformed body is given by:

E = E0 +
1

2
V Cpq ep eq (3.77)

where V is the unit cell volume. In order to ensure positive energy changes with respect

to strain, the determinants of the principle minors of the stiffness matrix (therefore the

eigenvalues as well) must all be positive. Negative values indicate elastic instability.
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3.6.4 Calculating elastic constants

Traditionally, Eqn. 3.77 was used to obtain elastic constants for a material using ab

initio methods. Total energies were calculated for a set of carefully chosen strains

placed on the crystal and these values were fitted to quadratic equations derived from

Eqn. 3.77.

A different approach suggested by Le Page and Saxe [120] uses the method of least-

squares to extract out the elastic constants. Given a large initial strain E with a stress

S(E), any small strains e around E will give small stress changes s so that

S(E + e) = S(E) + s = S(E) + C(E)e. (3.78)

Calculating a suitable number of S(E + e) using ab initio methods, the 21 elastic

constants can then be extracted from Eqn. 3.78 using a least-squares fit. These values

can then by used to calculate various elastic properties. This is the method used by

the vasp/MedeA [101] software package.

3.6.5 Elastic moduli

The elastic behavior of a material is determined by its elastic moduli. The bulk modulus

B is defined as

B = −V ∂P
∂V

(3.79)

and is a measure of how compressible a material is to hydrostatic strain. The Young’s

modulus Y is a measure of how a material reacts to tensile stress while the shear

modulus G is a measure of how a material reacts to shear stress. Positive values are an

indication of elastic stability. All of these properties can be defined for a single crystal

material but it is more useful to find the value for polycrystalline material. The bulk

and shear elastic moduli for polycrystalline materials are bounded [121] above by the

Voigt values

BV = 1
9 (C11 + C22 + C33) + 2

9 (C12 + C13 + C23)
GV = 1

15 (C11 + C22 + C33)− 1
15 (C12 + C13 + C23) + 1

5 (C44 + C55 + C66)
(3.80)

and below by the Reuss values

1/BR = (S11 + S22 + S33) + 2 (S12 + S13 + S23)
15/GR = 4 (S11 + S22 + S33)− 4 (S12 + S13 + S23) + 3 (S44 + S55 + S66)

(3.81)
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where Sij denotes the elements of the compliance matrix (the inverse of the stiffness

matrix). The geometric mean of the two limits (the Hill value) is a reasonable approx-

imation to describe the polycrystalline material. Using the fact that polycrystalline

material is isotropic, the Young’s moduli can be obtained from

Y =
9BG

3B +G
. (3.82)

Another important quantity is the Poisson ratio which is a measure of how the cross

sectional area changes with tensile stress. It is given by

ν =
3B − 2G

2G+ 6B
. (3.83)

From the moduli, one can then calculate the shear (s), longitudinal (l) and mean

(m) acoustic velocities [122]

vm =

(
1

3

(
2

vs3
+

1

vl3

))−1/3
(3.84)

vs =
√
G/ρ (3.85)

vl =

√(
B +

4

3
G

)
/ρ (3.86)

and from vm obtain the Debye temperature:

θD =
~
kB

(
6πq

V0

)1/3

vm (3.87)

where q are the number of ions in the unit cell and V0 is the equilibrium unit cell

volume.

3.6.6 Bulk equation of state

There exist relationships between the pressure and the volume for a solid when under

hydrostatic strain though there is an ambiguity in which frame of reference to use to

define the finite strain. It has been empirically proven that the Eulerian-Finite-strain

used in the Birch-Murnaghan equation of state (EOS) [123] works very well. Describing
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hydrostatic volume compressions in terms of Eulerian strain components, the Eulerian-

Finite-strain measure becomes

fE =

[(
V0
V

)2/3

− 1

]
/2 (3.88)

and the related EOS is given by

P = 3B0fE (1 + 2fE)5/2
(

1 +
3

2

(
B′0 − 4

)
fE

)
(3.89)

where V0, B0 and B′0 are the equilibrium volume, bulk modulus and pressure derivative

at zero pressure. The double pressure derivative B′′0 is implicitly defined by

B′′0 = − 1

B0
((3−B′0)(4−B′0) +

35

9
). (3.90)

Given that

P = −∂E/∂V, (3.91)

integrating the pressure with respect to volume results in the third order Birch-Murnaghan

energy/volume equation of state

E = E0 + (9/8)B0V0 (2fE)2 + (9/16)B0V0
(
B′0 − 4

)
(2fE)3 . (3.92)

This provides a way to calculate the single crystal bulk modulus using ab initio

calculations of the total energy at various volumes around the equilibrium point.

The pressure derivatives of the structure indicate how the bulk modulus responds

to pressure through the following equation:

B(P ) = B0 +B′0 P +
1

2
B′′0 P

2. (3.93)

3.6.6.1 Phase Transitions

Pressure transitions occur when a material is compressed causing a structural change

into another phase. The fitted energy versus volume EOS curves for two structures of a

given material can indicate such a transition if there exists a positive pressure tangent

line between the two curves. This can be seen in Figure. 3.5 where a positive pressure

tangent line exists between two generic phases A and B indicating a transition from A

to B. Using Eqn. 3.91, the negative slope of this tangent line gives a transition pressure

of 640 GPa.
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Figure 3.5: EOS fits - Showing a transition between phase A and phase B at 640 GPa.

It is known that two phases can co-exist if their Gibb’s energies are equal where

G = E + PV − TS = H − TS (3.94)

Under conditions of zero temperature, this reduces to the Enthalpies (H) being equal.

Calculating the enthalpies for two phases over a range of pressures can also indicate a

phase transition as can be seen in Figure. 3.6.

3.7 Lattice dynamics

The lattice dynamics of a crystal indicate the nature of the lattice vibrations. The

motions of the ions is described by coupled classical equations of motion [124]

MI
∂2RI

∂2t
= FI(R) = −∂E(R)

∂RI
. (3.95)

At zero force, the ions are at their equilibrium positions R0. Any vibrations around

these positions in the harmonic approximation are given by

uI(t) = RI(t)−R0 = uIe
iωt (3.96)
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Figure 3.6: Enthalpy plots - Showing a transition between phase A and phase B at

640 GPa.

which with Eqn. 3.95 gives [125]

−ω2MIuIα = −
∑
Jβ

CI,α;J,βuJβ

CI,α;J,β =
∂2E(R)

∂RI,α∂RJ,β

(3.97)

where α and β are the Cartesian components and CI,α;J,β is the reduced force matrix.

Using Bloch’s theorem, a unit cell with S atoms will have dispersion curves of allowed

vibrational frequencies given by

det[
1√

MsMs′
Cs,α;s′,α′(k)− ω2

ik] = 0

Cs,α;s′,α′(k) =
∂2E(R)

∂us,α(k)∂us′,α′(k)

(3.98)

for s, s′ = 1, . . . S and i = 1, . . . 3S which define phonons with energy ~ωik. Positive

phonon frequencies indicate lattice stability whereas the appearance of imaginary values

indicate that the structure is no longer stable and will transform into another phase.

For phonon dispersion curves a convention is used where these imaginary frequencies

are plotted as negative numbers.
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The direct method for calculating the phonon dispersion for a crystal moves ions

off their equilibrium positions and using an ab initio method, calculates the reduced

force matrix.

The method using linear response calculates the force matrix by determining the

response of the charge to ion displacements which perturb the ionic potential.

While the direct method can use the output from any DFT code (as with the

PHONON code [126] implemented in vasp/MedeA [101]), the linear response method has

to be embedded into the code since it uses perturbation DFT [127] (as implemented in

the Quantum ESPRESSO codes [102]).

3.8 Software codes

All calculations in this study were done within the framework of density functional

theory (DFT) as implemented in the vasp and Quantum ESPRESSO codes. Both

PAW and ultrasoft pseudopotentials were used using non-spin polarized calculations.

Elastic constants were obtained using the method of least-squares fit [120] as imple-

mented in the vasp/MedeA-MT module. Phonon dispersions were obtained using the

direct method as implemented in the vasp/MedeA-PHONON module.

The PBEsol XC functional was chosen based on the comparative study by Csonka

et al. [128] on the ability of various XC functionals to describe bulk solids. This functional

was introduced in 2008 by Perdew et al. [97] and it was found that this GGA functional

was especially apt at describing the bulk properties of densely packed bulk solids,

especially under extreme compression.

For layered systems like graphite, LSDA was used in vasp since it provides an inter-

layer interaction which mimics the weak van der Waals force.

The next chapter presents results for elemental silicon and carbon and 50:50 silicon

carbide. The properties of three under-reported carbon allotropes are also presented.

The various methods used to characterize the bonding, structural, pressure-transition,

elastic and lattice dynamical properties of these systems are investigated and validated.

These methods and results are later used to explain the stability conditions for various

off-50:50 candidate alloy structures.
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4

Bulk elemental and 50:50 Si-C

systems

In order to investigate Si-C alloys, preliminary calculations on the elemental and 50:50

Si-C systems must be fully investigated. This is to establish how bonding trends affect

the strength and stability properties of these systems. Each system is also studied in

turn to validate the methods used later for the study of off-50:50 alloys. In section 4.2,

the known silicon allotropes are studied in order to characterize their bonding, strength,

and pressure properties and trends in their metallicity. Carbon and silicon carbide

structures are studied in sections 4.3 and 4.4 to investigate their covalent and ionic

bonding properties.

4.1 Atomic carbon and silicon

Silicon and carbon both occupy group IV on the periodic table and consequently share

some characteristics. They have a valency of four and can form sp3 bonding with a

coordination of four. It is no surprise that they both come in the diamond structure

although while diamond is the stable form for silicon at ambient conditions, it is a

metastable form for carbon. Carbon has the added property of forming sp2 bonds

as seen in its stable graphite structure, thus it can have 3-fold coordination. Under

conditions of high pressure, Si and C are known to have 6-fold coordination (as in the

rocksalt NaCl structure of SiC) with Si having the ability to have as high as 12-fold

coordination in the fcc structure. The work by Wang et al. [41] suggests from their ab
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initio molecular dynamics studies, that molten carbon under high pressure does not

exceed a coordination of six and Grumbach and Martin [6] predicted a transition from a

four-coordinated liquid to a six-fold coordination at high pressure. The work by Karch

et al. [53] led them to conclude that phases of SiC with coordination greater than six

were unstable due to the strong bonding properties of the carbon atom. All of this

seems to place an upper limit on the possible coordination of carbon in silicon-carbon

systems.
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Figure 4.1: Silicon AE KS wavefunctions - Showing loosely bound valence states

(dotted curves) pushed outside of the core.

The Si atom has atomic number Z = 14 with 10 electrons in 1s2 2s2 2p6 and its

valence electrons in 3s2 3p2 while the C atom has Z = 6 with 2 core electrons in 1s2

with the 4 valence electrons in 2s2 2p2. The all-electron (AE) wavefunctions for the

states for both atoms are shown in Fig. 4.1 and Fig. 4.2, respectively. Silicon has a

p orbital in the core, effectively pushing the valence states to the outside, resulting

in loosely bound valence electrons with a well defined core. Carbon, on the other

hand, has no p state inside the core resulting in tightly bound valence electrons. The

“frozen core” approximation is more applicable to the Si atom due to its loosely bound

valence electrons, therefore the smoothing function for the pseudo function can have

a much larger (softer) cut-off radius. Since the oscillating part of the wavefunction
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Figure 4.2: Carbon AE KS wavefunctions - Showing tightly bound valence states

(solid curves).

does not have to be described, a lesser number of terms are required in the plane wave

expansions, meaning a reasonable kinetic energy cut-off. For C the cut-off radius has

to be smaller (harder) in order to adequately describe the oscillations near the core,

resulting in the need for a larger number of plane wave terms and a larger kinetic energy

cut-off for carbon and carbon based systems. This can be seen when comparing the

cut-off radii for C in Fig. 4.4 to those for Si in Fig. 4.3. The node-less 2p state of C has

a lower cut-off radius as compared to the 3p state for Si that only contains one node.

Fortunately, PAW pseudofunctions are equivalent to ultrasoft pseudopotentials [129] and

can therefore have softer cut-off radii with more reasonable kinetic energy cut-offs.

4.1.1 Choice of k-point sampling and kinetic energy cut-off

For accurate DFT calculations, it is important that the Brillouin Zone (BZ) is properly

sampled and that an adequate number of plane wave terms are used in order to calculate

such properties as the band energy and charge density. The use of “special points”

greatly reduces the amount of k-points needed to obtain accurate integration over the

BZ. It still remains to choose an adequate number of “special points” and a suitable

47

 
 
 



0 1 2 3 4 5

r (bohr)
-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

3S-AE
3S-PS
3P-AE
3P-PS

Figure 4.3: Silicon PAW pseudo KS wavefunctions - Showing smoothed valence

states with softer cut-off radii.

0 1 2 3 4 5

r (bohr)

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8
2S-AE
2S-PS
2P-AE
2P-PS

Figure 4.4: Carbon PAW pseudo KS wavefunctions - Showing smoothed valence

states with harder cut-off radii closer to the core.
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kinetic energy cut-off. This can be done by doing SCF total energy calculations over a

range of k-point grids at a fixed energy cut-off and a range of energy cut-offs at a fixed

k-point grid size and observing the convergence behavior for the total energy. This

method has the disadvantage that the 2D parameter space is only sampled along fixed

lines that may not find the lowest, most optimum values. It has the advantage of being

a straightforward method to obtain values that will give the desired accuracy in total

energy.

Some DFT software codes such as vasp/MedeA, have automated convergence tools

that suggest values for the k-point grid size and energy cut-off for the system under

consideration and even for the type of calculation to be done (total energy or structure

optimization). The 2D parameter space is sampled while testing various convergence

criteria set by the user to see if the desired accuracy is met for the desired calculation.

Total energy convergence is tested for SCF calculations while the convergence of various

criteria such as bond-length and unit cell angle are also tested in the case of structure

optimization calculations. Although these automated methods greatly simplify the

process of choosing suitable calculation parameters, they are not infallible, as discussed

below, and must be verified and not taken at face-value.
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Figure 4.5: Silicon k-point convergence - Showing grid size versus total energy taken

with Ecut = 500 eV.

In order to find suitable k-point and cut-off energy parameters, convergence tests
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Figure 4.6: Carbon k-point convergence - Showing grid size versus total energy taken

with Ecut = 700 eV.

were done on vasp for C and Si in the diamond structure (at their experimental lattice

constants) using non-spin polarized calculations. The values must be chosen such that

a reasonable compromise exists between numerical accuracy and the computational

effort required. The k-point grid for Si was varied from 4×4×4 to 14×14×14 at an

energy cut-off of 500 eV (slightly higher than the recommended value suggested by

vasp/MedeA for its PAW pseudopotential) as shown in Fig. 4.5. It shows that the

total energy is adequately converged to within 1 meV at a grid size of 11×11×11.

The k-point convergence test for C, shown in Fig. 4.6, was done at an energy cut-off

of 700 eV, indicating that the same grid size as for Si will give a similar convergence to

within 1 meV.

These grid sizes were then used to test the convergence of the energy cut-off for

each atomic species. The test for Si, shown in Fig. 4.7, shows that an energy cut-off of

400 eV is a suitable value to use and will only result in errors in the energy of no more

than 1 meV. Fig. 4.8 shows that the test for C indicates that a value of 800 eV is a

reasonable compromise, and will also result in similar errors. As expected, the cut-off

for C is larger than the cut-off for Si due to the node-less p state.

It is interesting to note that the automated convergence tool for vasp/MedeA gave

a cut-off value of 400 eV for C since the convergence criteria was satisfied at the onset
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Figure 4.7: Silicon cut-off kinetic energy convergence - Showing Ecut versus total

energy taken with kx = ky = kz = 11.
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Figure 4.8: Carbon cut-off kinetic energy convergence - Showing Ecut versus total

energy taken with kx = ky = kz = 11.
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Figure 4.9: Carbon cut-off kinetic energy convergence using Quantum

ESPRESSO - Showing Ecut versus total energy taken with kx = ky = kz = 11.

of the energy hump seen in Fig. 4.8. Usually for structure optimizations, the cut-

off should be increased by 30% to ensure a well converged energy therefore correct

diagonal components for the stress tensor [130]. If this is done using a value of 400 eV,

the increased cut-off, located further up the energy hump, results in a worse energy

convergence. This shows the importance of verifying the results of automated methods.

In contrast, doing a similar convergence test on Quantum ESPRESSO with its

carbon PAW did not yield this feature. This can be seen in Fig. 4.9 which shows that

the total energy is reasonably converged at a cut-off value of ∼36 Ryd (∼500 eV). This

shows that the hump seen in Fig. 4.8 is a consequence of how vasp implements the

PAW method. It is known that vasp uses an automatic convergence correction based

on the kinetic energy of the wavefunctions. For bulk materials, this correction is only

partial and may cause the total energy to increase with increasing energy cut-off [131],

as is the case here.

4.1.2 Chosen calculation parameters

All calculated material properties used the criteria of total energy convergence. Sub-

sequent calculations done on vasp were done using the carbon energy cut-off value of

800 eV except for calculations that relied on energy differences, such as finding phase
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transitions and EOS fits, where a lower cut-off of 500 eV was used. All calculations on

Quantum ESPRESSO used a value of 500 eV.

The total number of k-points used for both plane-wave codes was chosen to be

11×11×11 except for calculations that comparing various allotropes. For these cal-

culations, the k-point density of the Brillouin Zone for each structure has to be kept

constant. When the number of chemical units scales when comparing a second allotrope

structure to a first, the unit cell volume of the second structure approximately scales

by the same factor. This results in its Brillouin Zone decreasing by approximately the

same factor. For these reasons, the k-point density for the second structure can be

kept more or less the same as the first by scaling down the total number of k-points

used by the first structure by the same factor and using this recalculated number to

define the k-point grid for the second structure. In the case of finding phase transitions

for metallic systems, a larger number of k-points were used to better resolve the Fermi

surfaces.

Calculations done on the silicon, carbon and silicon carbide systems to verify the

methods to be used to investigate off-50:50 Si-C alloy systems are reported. For the

silicon and silicon carbide systems, known and well established phases were used for

method verification. For the carbon system, in addition to the well studied diamond

and graphite phases, three under-reported theoretical phases were studied in detail

namely the supercubane, C4 and glitter phases. The calculations looked at bonding

characteristics, electronic properties, as well as elastic and dynamical stability while

verifying possible phase transitions.

4.2 Silicon allotropes

The different known allotropes of silicon are Si-I cubic diamond (cd), Si-II beta-tin

(β-Sn), Si-III 8-atom body-centered (BC8), Si-V simple hexagonal (sh), Si-VI Cmca,

Si-VII hexagonal closed-packed (hcp), and Si-X face-centred cubic (fcc) with Si-I being

the stable form at ambient conditions while the others are all high pressure phases.

The symmetry group, Wyckoff positions, crystal system and lattice type for each

structure are given in Table. 4.1. In the symbol notation for space groups, the letter

at the beginning of the group name indicates the lattice type where F indicates a face-
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centered lattice, I indicates a body-centered lattice, P indicates a primitive centered

lattice while C indicates a base-centered lattice.

Table 4.1: Symmetries of silicon allotrope structures.

Structure Symmetry Group Wyckoff positions Crystal system Lattice type

Si-I cd Fd3̄m 8b cubic face-centered

Si-II β-Sn I41/amd 4b tetragonal body-centered

Si-III BC8 Ia3̄ 16c cubic body-centered

Si-V sh P6/mmm 1a hexagonal primitive-centered

Si-VI Cmca Cmca 8f , 8d orthorhombic base-centered

Si-VII hcp P63/mmc 2c hexagonal primitive-centered

Si-X fcc Fm3̄m 4a cubic face-centered

4.2.1 Bonding and electronic properties

Bonding in bulk materials is made up mainly of four types, namely directional covalent,

electrostatic ionic, delocalized metallic and for layered materials, the weak van der

Waals interaction. By looking at the bonding characteristics of silicon allotropes, we see

various mixtures of covalent and metallic types. The bonding influences the electronic

properties of the material, determining whether the material is metallic or an insulator.

The number of valence electrons for Si is even and therefore both possibilities exist.

Bonding properties are determined by the structure of the charge density and the

localization of bonding electrons. These are given by charge density and electron local-

ization function (ELF) plots.

Charge density plots show the concentration of valence charge after the SCF for

a given plane slice through the structure. The charge density is shown as a contour

plot with dense lines indicating a large gradient in the charge density and a greyscale

indicating increasing concentration of charge.

An ELF plot is an indication of where valence electron pairs are likely to be located

in a given plane slice through the structure. The function outputs a value of 1 for

complete localization of electron pairs and 0 for complete delocalization. It is also

shown as a contour plot with a greyscale where white represents 0 and the darkest grey
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represents a value of 1. These dark regions define areas of localization. For any given

structure, the values lie somewhere between 0 and 1.

Figure 4.10: Si-I diamond structure - Showing a charge density plot (left) and an

ELF plot (middle) for the (110) plane.

The first structure to be considered is a good example of strong sp3 covalent bond-

ing with eight four-fold coordinated atoms arranged in a face-centered cubic (fcc)

lattice. The geometrically optimized Si-I diamond structure is shown in Figure. 4.10

with an ELF plot for the (110) plane (shown in the middle) and a charge density plot

for the same plane shown on the left. The charge density plot shows large concen-

trations of charge between nearest neighbors with a lack of charge in the interstitial

sites. The ELF plot shows well defined regions of strongly directional localization be-

tween nearest neighbors (dark grey circular contours henceforth referred to as covalent

lobes) with white space between atoms indicating complete delocalization (due to lack

of charge). This is indicative of strongly directional (covalent) bonding between atoms

where bonding pairs of electrons are located in the strongly localized regions with none

being available for conduction. The calculated band structure is given in Figure.4.11

where an indirect band gap of 0.4 eV is clearly seen showing this material to be an in-

sulator with a completely filled valence bands. The actual band gap of silicon-diamond

is wider with a value of 1.17 eV [132]. This is not surprising since although PBEsol is

known to better describe physical properties does not guarantee that it will accurately

describe the electronic properties. Other methods, such as the GW method, provide

better values but at great computational expense [133]. The diamond structure is a

good example of strong tetrahedral covalent bonding where the atoms share a valence

electron with each neighbor allowing them to satisfy the octet rule. The atoms are
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Figure 4.11: Si-I band structure - Showing an indirect band gap of 0.4 eV. Energies

shifted to Fermi level.

tetrahedrally bonded with an internal bonding angle of 109.47◦ and bond lengths of

dSi−Si=2.35 Å.

Si-III, shown in Figure. 4.12, is a 16-atom body-centered cubic structure with an

internal parameter x to describe the internal positions of the atoms. It has an 8-atom

unit cell and is therefore referred to as BC8. The charge density plot for the (110) plane

shows a large concentration of charge between nearest neighbors while the ELF plot

shows well defined covalent lobes between nearest neighbors. This indicates covalent

bonding with four-fold coordination, with distorted tetrahedral bonding with three

angles of 98.4◦ and three of 117.9◦. We define a measure of the bonding distortion

called the MAO (mean absolute offset)1. It is the mean offset of these angles from their

ideal values, assuming four-fold atoms should ideally be tetrahedrally bonded with six

internal angles of 109.47◦. This gives an MAO of 8.9%. The band structure plot in

Figure. 4.13 shows that this phase is a semi-metal with the upper valence and lower

conduction bands meeting at the symmetry point H. This is in agreement with the 1984

1where MAO = 1
N

∑N
n=1

∣∣∣X0−Xn
X0

∣∣∣× 100%
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Figure 4.12: Si-III BC8 structure - Showing an ELF plot (top) and a charge density

plot (bottom) for the (110) plane.
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Figure 4.13: Si-III band structure - Showing it to be semi-metallic. Energies shifted

to Fermi level.
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LDA calculations of Biswas et al. [21] which predicted the same result.

Figure 4.14: Si-II β-Sn structure - Showing an ELF plot (top) and a charge density

plot (bottom) for the (100) plane.

The next allotrope, Si-II, has a body-centered tetragonal lattice. Its six-fold coor-

dinated silicon atoms shows directional covalent bonding with a strong metallic com-

ponent. The structure is shown in Figure. 4.14 with an ELF and charge density plot

taken in the (100) plane. The ELF plot shows that for each silicon atom, there is

some localization between neighbors but that the localization is less intense and more

spread out compared to that in Si-I and Si-III. The charge density plot shows lateral

concentrations of charge between these atoms. This gives the bonding a mix of direc-

tional covalent bonding (mainly in the horizontal plane) along with a general metallic

character. This is not uncommon since, as stated before, bonding in many materials is

not strictly covalent, ionic or metallic, but a combination of two or more of these. It is

expected that this material should be a metal since there is a significant delocalization

component to the bonding. This is indeed the case as can be seen in the band structure

plot in Figure. 4.15.

Si-V is another example of a covalent/metallic mix with 8-fold coordinated silicon

atoms arranged in a hexagonal conventional cell with a primitive-centered lattice. The
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Figure 4.15: Si-II β-Sn band structure - Showing it to be metallic. Energies shifted

to Fermi level.

Figure 4.16: Si-V simple hexagonal structure - Showing two sets of charge density

(left) and ELF (middle) plots. The upper set for the (100) plane and the lower set for the

(001) plane.
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Figure 4.17: Si-V band structure - Showing it to be metallic. Energies shifted to

Fermi level.

ELF and charge density plots for Si-V are shown in Figure. 4.16. They show that there

is slight covalency in the bonding between layers with greater delocalization within the

layers indicating metallic bonding. This covalent admixture has been noted before by

Chang and Cohen [134]. The delocalized metallic bonding makes this material a metal,

as can be seen in the band structure plot of Figure. 4.17.

The last two structures, both with 12-fold coordinated silicon atoms, are examples

of strong metallic bonding. The ELF and charge density plots for primitive-centered

hexagonal Si-VII, shown in Figure. 4.18, show that there is extensive delocalization of

the valence electrons throughout the structure, the hallmark of a material with metallic

bonding. The charge density and ELF plots for the (100) plane in fcc Si-X, shown in

the upper row of Figure. 4.20, show a slight directionality to the charge distribution

and bonding with the ELF plot showing significant delocalization of bonding pairs of

electrons between atoms. The plots for the (110) plane (bottom row) show significant

charge in the interstitial sites along with electron delocalization. This is indicative of

strong metallic bonding. The metallic bonding in both structures is reflected in their
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Figure 4.18: Si-VII hexagonal closed packed structure - Showing two sets of charge

density (left) and ELF (middle) plots. The upper set for the (100) plane and the lower set

for the (001) plane. The overlapping hexagonal layers as seen from the top are shown on

the right.
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Figure 4.19: Si-VII band structure - Showing it to be metallic. Energies shifted to

Fermi level.
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band structures shown in Figures. 4.19 and 4.21.

Figure 4.20: Si-X FCC structure - Showing a charge density plot (left) and an ELF

plot (right) for the (100) plane (top) and the (110) plane (bottom).

4.2.2 Equation of state

Birch-Murnaghan equation of state (EOS) fits were done on total energy versus vol-

ume data obtained by doing full structural optimization on each structure at different

external pressures in a range from -8 GPa to 8 GPa . The pressure range gave struc-

ture volumes within ±10 % of their equilibrium values (a volume range for which the

Birch-Murnaghan EOS provides valid fit parameters). The EOS fit parameters are

given in Table. 4.2 and the fitted curves in Figure 4.22. The results for Si-VI are not

given since it was found to always relax into Si-V during the structural optimizations

(this occurred since Si-VI is a transition structure for the pressure transition from Si-V

into Si-VII). The EOS fitted curves in Figure 4.22 are all to the left and higher than

Si-I. This indicates that diamond silicon is the most energetically stable allotrope with

the other phases accessible through pressure transitions. For example, a positive pres-

sure tangent line is shown in Figure. 4.22 between diamond and β-Sn representing a
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Figure 4.21: Si-X band structure - Showing it to be metallic. Energies shifted to

Fermi level.

Table 4.2: Silicon allotrope Birch-Murnaghan EOS fits (volume V0 per atom in Å3, lattice

parameter a0 in Å, bulk modulus B0 in GPa and heat of formation Hf per atom in kJ

mol−1).

V0 a0 c/a b/a B0 B′0 B′′0 Hf

Si-I cd 20.09 5.44 1.0 1.0 94.0 4.26 -0.045 0

Si-II β-Sn 15.02 4.78 0.549 1.0 117.3 4.66 -0.043 18.3

Si-III BC8a 18.00 6.60 1.0 1.0 90.8 4.24 -0.046 11.6

Si-V sh 14.80 2.63 0.938 1.0 114.4 4.40 -0.039 19.8

Si-VII hcp 13.96 2.67 1.691 1.0 97.0 4.36 -0.045 37.3

Si-X fcc 14.08 3.83 1.0 1.0 94.4 3.87 -0.040 40.3

a x=0.10
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transition path between the phases. BC8 is a meta-stable phase accessible by slow de-

compression of Si-II as shown by the negative pressure tangent line from Si-II to Si-III.

In Table. 4.2, the bulk moduli for all the allotropes are all comparable to that of Si-I.

The results show that the bulk moduli all respond in a near linear manner to changes

in pressure around P=0 through Eqn. 3.93 since |B′′0 | < B′0.

Figure 4.22: Silicon Birch-Murnaghan EOS fits - Showing energy vs volume EOS

fits, a positive pressure tangent line from cd to β-Sn and a decompression pressure line

from β-Sn to BC8.

The heats of formation Hf increase down the column (except for Si-III which is

between Si-I and Si-II), indicating that energy is required to form the other structures.

The value for the equilibrium lattice constant a0 for Si-I is very close to the ex-

perimental value to within 0.2% and the bulk modulus is within 5% [135]. The energy

of formation for this structure is set at 0 kJ mol−1, since it is the naturally occurring

stable phase for silicon at ambient conditions.

The values for Si-II compare well with the PBEsol results of Hennig et al. [136] who

obtained a=4.79 Å, c/a=0.548, B0=115.0 GPa and B′0=4.52.
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The values for Si-III compare well with the values of Biswas et al. [30] who calculated

B0=91.8 GPa, B′0=3.79 with an internal parameter of 0.1022. The lattice parameter

also compares well with the experimental value of a=6.64 Å reported by Wentorf and

Kasper [15].

A detailed analysis of the bulk modulus values is given in subsection 4.2.4.

4.2.3 Phase transitions

The phases transform from Si-I (coordination 4) → Si-II (coordination 6) → Si-V

(coordination 8) → Si-VII (coordination 12) → Si-X (coordination 12). The trend in

the bonding, as the pressure is increased, is from fully covalent Si-I with increasing

delocalization to fully metallic Si-X.

The predicted transition pressures were obtained by first geometrically relaxing

each structure at different pressures and calculating the enthalpies. Enthalpy versus

pressure curves were then plotted for two candidate structures to establish where the

two curves crossed, indicating the pressure at which the two phases co-exist. The first

phase has the lower curve below this transition pressure and the higher curve after.

This indicates that after the transition pressure, the material is transformed from the

first phase into the second. Although both LDA and PBEsol calculations were done,

only the LDA calculated Enthalpy-Pressure plots for each phase transition are given in

Figures 4.23 to 4.26.

To ensure comparable accuracy in the energies, 8000/n k-points were used for the

metallic structures where n is the number of atoms per unit cell.

A summary of the values predicted by enthalpy versus pressure data for LDA and

PBEsol are given in Table. 4.3 along with the experimental ranges. It is clear that the

PBEsol values become more accurate for the higher pressure transitions.

4.2.4 Elastic properties and stability

The stability of a structure can be evaluated by calculating the elastic constants and

plotting the phonon dispersion curves. Positive eigenvalues for the stiffness matrix and

positive elastic moduli indicate elastic stability while soft modes (imaginary phonon

frequencies indicated by negative numbers) in the phonon dispersion indicate that the

structure tends to re-arrange into a new phase.
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Figure 4.23: Si-I to Si-II phase transition - Showing LDA calculated transition

pressure at 8.0 GPa.
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Figure 4.24: Si-II to Si-V phase transition - Showing LDA calculated transition

pressure at 11.7 GPa.
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Figure 4.25: Si-V to Si-VII phase transition - Showing LDA calculated transition

pressure at 37.3 GPa.
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Figure 4.26: Si-VII to Si-X phase transition - Showing LDA calculated transition

pressure at 83.5 GPa.
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Table 4.3: Silicon phase transition pressures in GPa.

Transition LDA PBEsol Experiment

I→II 8.0 6.4 11.3∼12.5a

II→V 11.7 9.6 13.2∼16.4a

V→VII 37.3 31.8 41.8±0.5b

VII→X 83.5 73.0 79±2b

a Hu et al. [23]

b Duclos et al. [137]

The calculated elastic constants of the equilibrium structures are shown in Table. 4.4

and the calculated elastic properties are listed in Table. 4.5. The modulus values in

Table. 4.5 show the upper bound Voigt, lower bound Reuss and averaged Hill values.

All structures are elastically stable since the eigenvalues of the stiffness matrices are

all positive as are the elastic moduli. This is also reflected in the fact that their elastic

moduli are all positive as well. The elastic constants for Si-I in Table. 4.4 are within

8% of the experimental values of McSkimin [138].

Table 4.4: Calculated elastic constants for Si allotropes (in GPa) showing numerical error

estimates.

C11 C12 C13 C33 C44 C66

Si-I 156.6± 0.5 62.6± 0.5 73.8± 0.7

Expt. Si-Ia 167.4 65.23 79.57

Si-II 148.8± 2.2 129.8± 2.2 83.8± 1.6 157.4± 2.2 40.1± 3.1 91.2± 3.1

Si-III 179.1± 0.6 51.3± 0.6 71.7± 0.6

Si-V 172.5± 2.7 120.4± 2.6 36.5± 1.9 311.7± 2.7 83.1± 3.8

Si-VII 157.6± 6.2 101.0± 6.2 53.3± 4.4 135.9± 5.5 42.3± 8.8

Si-X 113.0± 1.6 78.4± 1.6 4.55± 2.3

a McSkimin [138]

The EOS derived bulk modulus values, show in parentheses in Table. 4.5, are reason-

ably close to the Hill values. It is apparent that Si-I and Si-III have quite similar bulk,

shear and Young’s modulus values. This is due to their tetrahedral covalent bonding.

Si-II and Si-V also have very similar bulk moduli due to their metallic bonding with
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a mostly uni-directional covalent admixture (planar in Si-II and along the c direction

for Si-V). It is interesting to note that both structures have values greater than that

for Si-I. The mostly metallic, closed packed structures of Si-VII and Si-X have differing

bulk moduli of 94.6 and 89.9 GPa respectively, which can be explained by Si-VII having

the higher packing fraction.

In general, Si-V has a similar shear and Young modulus to Si-I due to the covalent

bonding between its hexagonal layers. The shear and Young’s moduli decrease from

Si-V to Si-X due to the increasing delocalization of the valence electrons, with Si-X

having very low values due to its weaker metallic bonding.

The Debye temperatures in Table. 4.5 rank in the same order as the Young’s and

shear modulus also giving an indication of the increase in structural weakness.

Table 4.5: Calculated elastic moduli for Si allotropes (in GPa) showing Voigt, Reuss and

geometric mean Hill values. EOS derived bulk moduli are given in parentheses. Debye

temperature is expressed in Kelvin.

BV BR BH GV GR GH YV YR YH ΘD

Si-III 93.9 93.9 93.9 (90.8) 68.6 68.4 68.5 165.5 165.1 165.3 645

Si-I 93.8 93.8 93.8 (94.0) 63.1 60.1 61.6 154.5 148.6 151.6 625

Si-V 116.0 115.1 115.6 (114.4) 69.3 46.0 57.7 173.4 121.7 147.6 578

Si-VII 96.2 92.9 94.6 (97.0) 38.8 36.3 37.6 102.6 96.4 99.5 465

Si-II 116.7 115.5 116.1 (117.3) 44.8 26.4 35.6 119.1 73.6 96.4 460

Si-X 89.9 89.9 89.9 (94.4) 9.6 6.5 8.1 27.9 18.9 23.4 219

The phonon dispersion plots for the various phases are given in Figures 4.27 to 4.31.

These were done using the PBEsol functional at pressures slightly above the transition

pressure for the previous phase. The dispersions were calculated at pressures slightly

above the transition pressure for each structure. All show no soft modes. NOTE: The

“soft mode” in Fig. 4.28 is most likely an artifact due to the long interaction between

atoms causing missing force constants which resulted in a fake soft mode in the acoustic

branch near Γ.

It is expected that at pressures close to the next phase transition for each allotrope,

soft modes will appear in the dispersion plot indicative of an impending structural

transition.
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Figure 4.27: Si-I phonon dispersion at 0 GPa - Showing no soft modes.
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Figure 4.28: Si-II phonon dispersion at 7 GPa - Showing no soft modes except that

at Γ which is a calculation artifact.
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Figure 4.29: Si-V phonon dispersion at 10 GPa - Showing no soft modes.
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Figure 4.30: Si-VII phonon dispersion at 38 GPa - Showing no soft modes.
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Figure 4.31: Si-X phonon dispersion at 75 GPa - Showing no soft modes.

4.3 Carbon

The two most commonly known forms of carbon are graphite and diamond. Recently,

another allotrope has been proposed called the C4 structure [35], possibly produced by

the cold compression of graphite. A high pressure allotrope of carbon is thought to

exist and two possible candidates are the BC8 structure [30] (as in silicon) and another

body-centered structure called supercubane [29]. A fourth proposed phase for carbon is

the theoretical allotrope for C called glitter [7]. The symmetry group, Wyckoff positions,

crystal system and lattice type for each structure are given in Table. 4.6. The last four

allotropes of BC8, Supercubane, C4 and Glitter all have an internal parameter (x or in

the case of glitter z) to describe the internal positions of the atoms.

Although diamond and graphite are well studied allotropes of carbon, BC8, C4,

supercubane and glitter have been under-reported in terms of their elastic, lattice dy-

namic and bonding properties which this study sought to rectify.
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Table 4.6: Symmetries of carbon allotrope structures.

Structure Symmetry Group Wyckoff positions Crystal system Lattice type

Graphite P63/mmc 2b,2c hexagonal primitive-centered

Diamond Fd3̄m 8b cubic face-centered

BC8 Ia3̄ 16c cubic body-centered

Supercubane Im3̄m 16f cubic body-centered

C4 I4/mmm 8h tetragonal body-centered

Glitter P42/mmc 2e,4i tetragonal primitive-centered

4.3.1 Bonding and electronic properties

As with silicon, the bonding in carbon was investigated and linked to the electronic

properties of the various allotropes. Carbon also has an even valency so in principle,

both metallic and insulating allotropes are possible.

Graphite, shown in Figure. 4.32 consists of stacked monolayers of carbon atoms

in the honeycomb structure. We know that each carbon atom in graphite contributes

three valence electrons for three covalent sp2 bonds. This is reflected in the ELF plot

for the (001) plane shown in the bottom row of Figure. 4.32 where it shows well defined

regions of strong localization from each atom to its three nearest neighbors. The charge

density plot also shows high concentrations of charge between atoms. The bond length

for the sp2 covalent bonding is dC−C=1.42 Å. The ELF plot in the (110) plane, shown

in the top row, shows that there is no localized covalent or delocalized metallic bonding

between the layers. The inter-layer bonding is achieved through the weak van der Waals

forces which are only mimicked by LDA. The fact that the material is metallic is shown

in the band structure in Figure.4.33, where the touching of the upper valence band and

the lower conduction bands at the H and K symmetry points indicate that graphite is

a semi-metal.

Like silicon Si-I, each carbon atom in cubic diamond contributes four valence elec-

trons to four directional tetrahedral covalent sp3 bonds linking nearest neighbors. This

is reflected in Figure. 4.34 where the ELF plot shows well defined areas of strong lo-

calization of bonding electron pairs between each atom and its nearest neighbors. As

with silicon, it is expected that this material is an insulator since the charge density
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Figure 4.32: Graphite structure - Showing charge density plot (left) and ELF plot

(right) for the (110) plane (top row) and for the (001) plane (bottom row).
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Figure 4.33: Graphite band structure - Showing it to be semi-metallic. Energies

shifted to Fermi level.

Figure 4.34: Diamond structure - Showing a charge density plot (left) and an ELF

plot (middle) for the (110) plane.
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Figure 4.35: BC8 structure - Showing a charge density plot (left) and an ELF plot

(middle) for the (110) plane.

plot shows no charge in the interstitial regions. This can be seen in the calculated band

structure given in Figure.4.39 where an indirect band gap is clearly seen.

Figure 4.36: Supercubane structure - Showing a charge density plot (left) and an

ELF plot (middle) for the (110) plane.

The bonding is similar for BC8, body-centered cubic supercubane and body-centered

tetragonal C4, seen in Figures. 4.35 to 4.37, as they all have 4-fold coordination with

localized electron pairs and high concentrations of charge between nearest neighbors.

The tetragonal glitter structure is shown in Figure. 4.38 with the charge density

and ELF plots shown in the left and middle for the (010) plane. The charge density

plot shows that the charge is concentrated between nearest neighbors and the ELF

plot shows covalent lobes between atoms. It has four-fold coordinated carbon atoms

connected to trigonal bonded atoms.
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Figure 4.37: C4 structure - Showing an ELF plot (upper) and a charge density plot

(lower) for the (110) plane.

Figure 4.38: Glitter structure - Showing an ELF plot (middle) and a charge density

plot (left) for the (010) plane.
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Diamond has all six internal angles of 109.47◦; BC8 has three angles of 101.2◦ and

three of 116.3◦; C4 has four angles of 113.6◦, one of 111.0◦ and one of 90◦; supercubane

has three angles of 90◦ and three of 125.26◦; glitter has four angles of 106.9◦ and

two of 114.7◦ for the four-fold coordinated atoms and two of 122.7◦ and one of 114.7◦

for the three-fold coordinated atoms. As with silicon, the MAO of these angles from

their ideal values evaluates the amount of bonding distortion, assuming four-fold atoms

should ideally be tetrahedrally bonded with six internal angles of 109.47◦ and three-fold

atoms trigonally bonded with three internal angles of 120◦. The tetrahedral bonding for

the four-fold coordinated carbon atoms becomes increasingly distorted from diamond

→ glitter→ C4 → BC8 → supercubane with MAO values of 0 %, 3.2 %, 5.7 %, 6.9 %,

and 16.1 %. The MAO for the three-fold coordinated carbon atoms in glitter is 3.0 %.

The bond lengths for diamond, BC8, and C4 are dC−C=1.54 Å (larger than that for sp2

bonding) and for supercubane are dC−C=1.47 and 1.58 Å. Glitter also has bond lengths

of 1.53 Å but the three-fold coordinated carbon atoms are 1.35 Å apart, slightly larger

than that for a carbon double bond where PBEsol predicts the double bond length in

C2H4 to be dC−C=1.33 Å. All structures have band gaps as is seen in Figures. 4.40 to

4.42. Graphite and glitter are the only structures that have a slight metallic nature,

as seen in Figure. 4.43 and Figure. 4.33, with all structures being sp3 covalent. The

band structure for glitter is almost semi-metallic with a single lowest conduction band

crossing the Fermi level at M as shown in Figure.4.43.

4.3.2 Diamond, BC8, Supercubane, C4, Glitter - Equation of state

and pressure transition

Fitting diamond, BC8, supercubane, C4 and glitter to the Birch-Murnaghan equation

of state using the PBEsol functional, as was done in the case of silicon, yields the values

in Table. 4.7 and the fitted curves shown in Figure 4.44. The results for graphite are

not discussed here as a different method was used to extract its EOS parameters.

Figure. 4.44 shows that supercubane is not directly accessible from diamond since

no positive pressure tangent line can be drawn between their two EOS fit curves. C4

and glitter are also not accessible for the same reason. BC8 is, however, accessible

since its per atom volume is smaller than diamond. The enthalpy versus pressure plot

in Figure. 4.45 predicts a transition pressure of 0.971 TPa for diamond to BC8, which

is close to the value of 1.2 TPa predicted by Biswas et al. [30]. The plot also shows that
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Figure 4.39: Diamond band structure - Showing an indirect band gap of 4.0 eV.

Energies shifted to Fermi level.

the enthalpy curves for supercubane, C4 and glitter do not intersect that of diamond.

Table 4.7: Carbon allotrope Birch-Murnaghan EOS fits (volume per atom in Å3, lattice

parameter a in Å, bulk modulus B0 in GPa, B′0 dimensionless, B′′0 in GPa−1 and heat of

formation Hf per atom in kJ mol−1). Refer to section 4.3.4 Table 4.10 for graphite.

V0 a0 c/a B0 B′0 B′′0 Hf

Diamond 5.620 3.56 447.9 3.78 -0.0083 1.7
aBC8 5.515 4.45 406.6 3.81 -0.0092 67.1

bSupercubane 7.156 4.86 321.0 3.85 -0.012 67.2
cC4 5.939 4.36 0.573 415.0 3.68 -0.0088 20.8

dGlitter 6.611 2.575 2.323 338.9 4.78 -0.0156 49.0

a x=0.16 b x=0.16 c x=0.18 d z=0.11

The results of Table. 4.7 show that the bulk modulus ranks, in decreasing order, as

diamond → C4 → BC8 → glitter → supercubane. This follows the same ranking as

the increase in tetrahedral distortion except for glitter which has a value on the same
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Figure 4.40: BC8 band structure - Showing a direct band gap of 2.26 eV at H. Energies

shifted to Fermi level.

order as supercubane. This is due to the added effect of trigonal distortion.

Like silicon, all bulk modulus values respond in a near linear manner to changes in

pressure around P=0 since |B′′0 | < B′0 with supercubane and glitter having the most

parabolic response to pressure.

The heats of formation Hf are all positive, indicating that energy is required to

form these structures.

The EOS values for diamond are very close to the experimental values with a0

within 0.3% and the bulk modulus is within 2% [135]. The energy of formation for

this structure is 1.7 kJ mol−1 since it is a metastable form of carbon made by the

compression of graphite.

The values for C4 compare well with the LDA calculations of Umemoto et al. [35]

who gave a=4.33 Å with c/a=0.573 with an internal parameter of x=0.1804, a bulk

modulus of 428.7 GPa with B′0=3.57.

The values for supercubane compare well with the GGA results of Winkler [139] who

calculated a0=4.82Å, B0=319 GPa with B′0=3.7. The heats of formation of super-
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Figure 4.41: Supercubane band structure - Showing an indirect band gap of 2.89 eV.

Energies shifted to Fermi level.

cubane and BC8 are calculated to be the same as reflected in the relative positions of

their EOS fit curves in Figure. 4.44.

The values for glitter compare reasonably well with the results of Bucknum and

Hoffmann [7] who used a model 1,4-cyclohexadiene model molecule to obtain a0=2.53 Å

with c/a=2.364.

4.3.3 Diamond, BC8, supercubane, C4 - Elastic properties and sta-

bility

The calculated elastic constants of diamond, BC8, supercubane and C4 are given in

Table. 4.8 and the moduli in Table. 4.9. The elastic constants for graphite are given in

subsection 4.3.4.

The elastic constants for diamond are very close to the experimental values of

Vogelgesang et al. [140] with C12 being within 12%. Stiffness matrix eigenvalues are

positive, as are the elastic moduli, indicating elastic stability of all allotropes. The

calculated bulk moduli are close to their EOS derived equivalents shown in parentheses
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Figure 4.42: C4 band structure - Showing an indirect band gap of 2.40 eV. Energies

shifted to Fermi level.

in Table. 4.9. The values of the Young’s and shear modulus for diamond and BC8 are

almost identical due to their tetrahedral bonding (with an MAO for BC8 of 6.9 %) and

their cubic conventional cells. Although supercubane is also cubic, it has an MAO for

its distorted tetrahedral bonding that is more than twice that of BC8 therefore lower

modulus values. C4 is second in the ranking due to the combination of its low MAO

and tetragonal conventional cell. Next is supercubane with its high MAO value and

finally glitter with its added effect of distorted trigonal bonding.

The phonon dispersion plots for the allotropes are given in Figures. 4.46 to 4.50, and

show no soft modes. The plots were calculated at 0 GPa for Diamond, supercubane,

C4 and glitter and at 1000 GPa for BC8 (slightly above the expected diamond to BC8

transition pressure).

For materials that expand with temperature, their dispersion bands will generally

move up with increased pressure due to the higher presence of positive Grüneisen

constants for each mode where these are given by

γi =
B0

ωi

dωi
dP

. (4.1)
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Figure 4.43: Glitter band structure - Showing it to be metallic. Energies shifted to

Fermi level.

This will make the appearance of soft modes less likely (except in the case of a pressure

transition). For this reason, the likely high-pressure phases of supercubane, C4 and

glitter are most probably stable at these pressures since no soft modes exist at zero

pressure.

It is interesting to note that the dispersion plots for supercubane and glitter contain

absolute band gaps around the 35∼40 THz range. This is a feature of phononic crystals

where a mismatch of periodic elements in the crystal prevents the transmission of a

band of acoustic waves. In this case, the gap prevents phonons with energies that exist

in this optical range.

4.3.4 Graphite - Equation of state and elastic constants

In 1989, Hanfland et al. [141] proposed a 1-dimensional linear Murnaghan EOS to ex-

perimentally study the effect of bulk pressure on graphite. The equation related the

change in lattice parameter r to the pressure as follows

P = B0

(
(
r0
r

)B
′
0 − 1

)
/B′0, (4.2)
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Figure 4.44: Carbon Birch-Murnaghan EOS fits - Showing energy vs volume EOS

fit curves.
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Figure 4.45: Carbon PBEsol phase transition - Showing transition from diamond to

BC8 at 0.971 TPa.
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Figure 4.46: Diamond phonon dispersion at 0 GPa - Showing no soft modes.
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Figure 4.47: BC8 phonon dispersion at 1000 GPa - Showing no soft modes.
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Figure 4.48: Supercubane phonon dispersion at 0 GPa - Showing no soft modes.
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Figure 4.49: C4 phonon dispersion at 0 GPa - Showing no soft modes.

Γ M X Γ Z A R Z
0

20

40

60

Fr
eq

ue
nc

y 
(T

H
z)

Figure 4.50: Glitter phonon dispersion at 0 GPa - Showing no soft modes.
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where r could either be the in-plane parameter a or the out-of-plane parameter c and

where

β0 = −
(
∂P

∂ ln r

)
P=0

(4.3)

is the linear modulus with respect to bulk pressure and β′0 is its pressure derivative.

The linear moduli βa and βc can be found for graphite by doing full LDA structural

relaxations for a set of external pressures. The resulting lattice parameter values can

then be fitted to Eqn. 4.2. A Birch-Murnaghan fit of the energy versus volume will also

obtain the bulk modulus. These calculated fit parameters are given in Table. 4.10.

In 1989, Hanfland et al. [141] placed graphite into a diamond anvil cell and measured

its response to pressure. They found that βc=35.7∼36.6 GPa with β′c=10.8 which are

extremely close to the calculated values in Table. 4.10. Assuming β′a=1, they also

estimated that βa=1250 GPa although they were not confident in their measurement

of a over the entire pressure range used. With this in mind, the calculated value of

1228.3 GPa with β′a=38.0 is within 2 % of their estimate. The results for the two

linear-moduli show that graphite is more resilient to in-plane pressure as opposed to

out-of-plane pressure. The linear-EOS fits also gave a0=2.48 Å and c0=6.58 Å which

are close to their x-ray diffraction derived values of a0=2.463 Å and c0=6.712 Å [142].

The value for the bulk modulus is relatively close to the measured value of 34.6 GPa

by Bosak et al. [142].

Table 4.10: Graphite linear/bulk EOS fits with vol in Å3, lattice constants in Å and

linear/bulk moduli in GPa, modulus prime dimensionless.

V0 a0 c0 B0 orβ0 B′0 orβ′0

Bulk 34.14 29.5 13.2

Linear-c 6.58 33.8 10.82

Linear-a 2.48 1228.3 38.0
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Using Eqn. 4.3 with the following relations

C11 + C12 =
1√
3c0

∂2E

∂a2

C33 =
2c0√
3a20

∂2E

∂c2

C13 =
1√
3a0

∂2E

∂a∂c
,

(4.4)

the linear moduli become
βa = C11 + C12 + 2C13

βc = C33 + C13.
(4.5)

Since the bulk modulus for graphite is given as [143]

B =
(C11 + C12)C33 − 2C2

13

C11 + C12 + 2C33 − 4C13
, (4.6)

it and the other two modulus values can be used to calculate the values for the elastic

constants C11 + C12, C33 and C13.

In 2007, Bosak et al. [142] measured the elastic constants of graphite using inelastic x-

ray scattering. They measured that C11 +C12=1248 GPa, C33=38.7 GPa with C13=0.

The moduli values of Table. 4.10 give elastic constants of C11 + C12=1222.1 GPa,

C33=30.7 GPa and C13=3.1 GPa which are very close to the measured values. The

results show that the in-plane elastic constants C11 + C12 are much larger than the

out-of-plane C33 due to the strong sp2 bonding.

These calculations for graphite also show that LDA is an effective XC functional to

use for layered materials.

4.4 Silicon carbide polytypes

Silicon carbide comes in over∼200 different polytypes plus a rocksalt (RS) high pressure

phase. The polytypes are made up of repeated units composed of the stacking of silicon

hexagonal layers in various orderings, with each silicon atom tetrahedrally bonded to

a carbon atom.

The hexagon of Figure. 4.51 has three atom positions: A at the white circles, B at

the grey circles and C at the black circles. The first hexagonal layer of Si atoms in the
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Figure 4.51: Hexagonal stacking - A=white circles, B=grey circles, C=black circles.

stacking sequence is arbitrarily placed at the white circles (labeling the layer A). The

next highest layer of atoms then has a choice to be located at either the grey circles

(labeling the layer B) or at the black circles (labeling the layer C). Since this choice is

arbitrarily, the next layer is chosen to be B. If the third layer is now placed back at A,

the stacking sequence can be stopped giving the sequence ABABABAB · · · . otherwise

the sequence is continued with the third layer placed at C. Subsequent series of layers

are then similarly placed until the desired stacking pattern repeats.

The hexagonal polytypes are denoted by nH-SiC where n is the periodicity of the

stacking. The simplest hexagonal polytype is the AB stacking of wurtzite 2H-SiC. Two

other common stackings are ABCB (4H-SiC) and ABCACB (6H-SiC). Zinc blende

SiC has the repeating ABC stacking of fcc and is called 3C-SiC since it is considered

a cubic phase. These structures can be seen in Figure. 4.52.

The symmetry group, Wyckoff positions, crystal system and lattice type for each

polytype are given in Table. 4.11.

4.4.1 Bonding and electronic properties

Since carbon has a greater electronegativity, it is expected that the bonding in SiC will

be slightly ionic with the carbon atoms having a greater concentration of electronic

charge surrounding them and silicon having a relative absence of negative charge.

The electronic structure for 3C-SiC is given in the middle row of Figure. 4.53 show-

ing it to be isostructural to diamond (shown in the top row) with perfect tetrahedral
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Figure 4.52: SiC polytypes - Showing 3C left, 2H upper-middle, 4H lower-middle and

6H right.

Table 4.11: Symmetries of SiC polytypes.

Structure Symmetry Group Wyckoff positions Crystal system Lattice type

NaCl Fm3̄m C : 4a Si : 4b cubic face-centered

3C-SiC F 4̄3m Si : 4a C : 4c cubic face-centered

2H-SiC P63mc Si : 2b C : 2b hexagonal primitive-centered

4H-SiC P63mc Si : 2a, 2b C : 2a, 2b hexagonal primitive-centered

6H-SiC P63mc Si : 2a, 2b, 2b C : 2a, 2b, 2b hexagonal primitive-centered

bonding except with silicon atoms at the FCC sites and carbon at the tetrahedral sites.

The hexagonal allotropes have slightly distorted tetrahedral bonding with a slight elon-

gation in the c direction. The charge density plot in the middle-left of Figure. 4.53 shows

that the majority of the electron charge is located away from the silicon atoms defined

by closed triangular rings of contour surrounding each carbon atom as opposed to the

case in diamond where the plot shows more or less unbroken contour lines from atom
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to atom. The ELF plot for 3C-SiC in the middle of the 2nd row shows covalent lobes

between nearest neighbors, as in the case of diamond, but with a greater localization

of valence electrons in close proximity to the carbon atoms. This shows that, while

elemental diamond has complete covalent bonding, bi-elemental SiC has a significant

ionic character to its bonding. This bonding characteristic is shared by all SiC al-

lotropes. The semi-ionic bonding has bond length dSi−C=1.89 Å. The band structures

for each main polytype are show in Figures 4.54 to 4.57. Each show an indirect band

gap, indicating that the bonding has no metallic component and is sp3 although with

a slight ionic component. The PBEsol values of 1.25, 2.15, 2.11 and 1.91 eV for 3C,

2H, 4H and 6H compare well with the LDA calculated values of 1.24, 2.05, 2.14 and

1.98 eV by Park et al. [48], with both sets having the same symmetry points defining

the gaps.

The high pressure rocksalt phase (RS-SiC) is shown in the bottom row of Fig-

ure. 4.53. The ELF plot for the (100) plane shows a large localization of valence elec-

trons around each carbon atom with a slight covalent nature towards each of the six

neighboring silicon atoms. The covalent lobes are not located in the midpoint between

neighboring atoms, as in the case of full covalent bonding, but are closer to the more

electronegative carbon atoms. The charge density plot shows that the negative charge

is concentrated around the carbon atoms with a relative depletion of charge around

the silicon atoms. These are the characteristics of ionic bonding with the carbons ac-

cepting the valence electrons from silicon making it a negative anion with the silicon

atoms becoming cations. The coulomb attraction between ions creates the bonding.

The nearest neighbor distance in ionic RS-SiC is dSi−C=2.02 Å.

The band structure is shown in Figure. 4.58 showing a structure extremely close to

that of a semi-metal with a depression of the conduction band at X closing the gap.

This is the same result found by Karch et al. [53]. This suggests some semi-metallic

bonding.

This admixture of semi-metallic/ionic/partly-covalent bonding is a result of the six-

fold coordination of each atom as compared to the tetrahedral coordination of the other

polytypes.
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Figure 4.53: Diamond, 3C-SiC and RS-SiC structures - Showing charge density

plots (left column) and ELF plots (middle column) for the (110) plane in the case of

diamond and 3C-SiC (top and middle row) and the (100) plane in the case of RS-SiC

(bottom row).
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Figure 4.54: 3C-SiC band structure - Showing an indirect band gap of 1.25 eV between

Γ and X. Energies shifted to Fermi level.
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Figure 4.55: 2H-SiC band structure - Showing an indirect band gap of 2.15 eV between

Γ and K. Energies shifted to Fermi level.
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Figure 4.56: 4H-SiC band structure - Showing an indirect band gap of 2.11 eV between

Γ and M. Energies shifted to Fermi level.
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Figure 4.57: 6H-SiC band structure - Showing an indirect band gap of 1.91 eV between

Γ and M. Energies shifted to Fermi level.
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Figure 4.58: RS-SiC band structure - Showing it to be metallic. Energies shifted to

Fermi level.

4.4.2 Equation of state and pressure transition

The PBEsol Birch-Murnaghan EOS fits for SiC are shown in Table.4.12 with the curves

given in Figure. 4.59. The values for 3C, 2H and 4H compare well to the LDA results

of Karch et al. [53] given in the middle section of Table.4.12. The available experimental

data is also comparable to the PBEsol results.

The bulk modulus of the hexagonally stacked polytypes 2H, 4H and 6H are the

same which is not surprising since these polytypes share the same bonding. The higher

value for the bulk modulus of RS-SiC could be due to the coulomb repulsion between

each atom and its second nearest neighbors which are of the same ionic charge.

The EOS fit values show that the bulk modulus values for the SiC polytypes react

to pressure in exactly the same manner. The high pressure RS phase has the same B′′0

parabolic term but a differing linear B′0 term due to its differing bonding. The heats of

formation indicate that only the rock-salt phase does not form spontaneously whereas

the others have approximately the same negative value allowing these structures to

form spontaneously. This is reflected in Figure. 4.59 where the curves for 3C, 2H, 4H

and 6H almost overlap each other. Their small equilibrium differences, as illustrated

by the curves in the inset, are due to the fact that each polytype may be considered a
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variant with a different periodic stacking fault.

The second to last column in Table. 4.12 shows the difference between each equi-

librium energy and that of 3C-SiC. The energy differences rank in decreasing order as

RS→2H→3C→6H→4H. The ranking is the same as found by Jiang et al. [144] and the

values compare very well to their LDA values listed in the middle section of Table. 4.12.

The curves in Figure. 4.59 predict a pressure transition from 3C-SiC to RS-SiC at

Table 4.12: SiC polytype Birch-Murnaghan EOS fits (volume per SiC in Å3, lattice

parameters a and c in Å, bulk modulus B0 in GPa, B′0 dimensionless, B′′0 in GPa−1 and

energy difference per SiC in meV).

This work

V0 a0 c0 B0 B′0 B′′0 E0 − E3C
0 Hf

RS 16.435 4.04 257.5 4.41 -0.0174 1313 74.2

2H 20.711 3.08 5.050 221.8 3.88 -0.0171 4.00 -52.1

3C 20.706 4.36 220.9 3.87 -0.0171 0 -52.5

6H 20.700 3.08 15.114 221.4 3.89 -0.0171 -2.40 -52.7

4H 20.699 3.08 10.081 221.4 3.88 -0.0171 -2.79 -52.7

Previous worka

V0 a0 c0 B0 B′0 B′′0 E0 − E3C
0

2H 20.600 3.065 5.039 225 3.78 4.00b

3C 20.706 4.343 223.6 3.77 0

6H -2.40b

4H 20.699 3.068 10.051 224.3 3.72 -2.9b

Experimentala

V0 a0 c0 B0 B′0 B′′0 E0 − E3C
0

2H 20.711 3.079 5.052 223

3C 20.7110 4.359 227 3.57

6H

4H 20.550 3.073 10.052

a Karch et al. [53]

b Jiang et al. [144]

57 GPa (a result verified by enthalpy versus pressure curves). The PBEsol value is well

below the experimentally measured value of 100 GPa by Yoshida et al. [46] and slightly

below the LDA value of 66 GPa by Chang and Cohen [45]. Using a greater k-mesh to
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Figure 4.59: Silicon carbide Birch-Murnaghan EOS fits - Showing energy vs volume

data and a phase transition between 3C and RS-SiC at Pt=57 GPa. Insert shows detail

around equilibrium values for 3C, 2H, 4H and 6H.
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better sample around the Fermi surface did not improve the value.

One would expect PBEsol to accurately predict this high pressure transition as it

was shown to be more accurate for high pressure silicon transitions. A possible factor

is that, whereas the high pressure Si phases became increasingly metallic with pressure,

here the phase transition is from covalent semi-conducting to ionic. It has been noted

that when pressure transitions involve a drastic change in electronic structure, non-

canceling errors in the two phases can lead to a large bias in the predicted transition

pressure [145]. This may explain why PBEsol does not accurately describe this high

pressure covalent to ionic transition.

4.4.3 Elasticity and stability

The calculated elastic constants are shown in Table. 4.13 with the values for 3C within

4% and the values for 6H within 11% of the listed experimental values. The elastic

constants of the hexagonal polytypes all have very similar values due their tetrahedral

bonding. The values for RS-SiC have higher numerical error which did not improve

with a larger k-point sampling.

The elastic moduli are listed in Table. 4.14 and have similar values for these poly-

types. Cubic 3C-SiC shares the same bonding and has the same elastic moduli as the

hexagonal polytypes. The rocksalt structure has the highest values, within the nu-

Table 4.13: Calculated elastic constants for SiC polytypes (in GPa) showing numerical

error estimates.

C11 C12 C44 C13 C33

RS 414.0± 11.6 169.1± 11.6 306.5± 16.4

3C 384.0± 1.5 140.7± 1.5 237.2± 2.2

Expt. 3Ca 395± 12 132± 9 236± 7

2H 501.9± 3.3 114.2± 3.3 147.6± 4.7 55.7± 2.3 546.7± 3.3

4H 502.1± 2.0 108.3± 2.0 153.3± 2.8 58.8± 1.4 541.5± 2.0

6H 501.4± 1.9 106.3± 1.9 155.8± 2.7 60.3± 1.3 541.8± 1.9

Expt. 6Hb 501± 4 111± 5 163± 4 52± 9 553± 4

a Mat. Sc. Eng. A 387 302 (2004) Brillouin scattering

b Kamitani et al. [146]
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merical error, due to its ionic bonding. For all low pressure phases, the bulk moduli

match the EOS derived values shown in brackets. Due to the large numerical errors for

RS-SiC, it is not possible to verify the EOS value for the bulk modulus.
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Figure 4.60: 3C-SiC phonon dispersion at 0 GPa - Showing no soft modes.

The phonon dispersion curves for zero pressure 3C-SiC and RS-SiC at 60 GPa are

given in Figures 4.60 and 4.61. No soft modes are present and the structures are

dynamically stable.

4.5 Conclusions

These calculations on the elemental and 50:50 silicon-carbon systems were done in

order to choose suitable calculation parameters and to validate methods used to eval-

uate structural strength, stability and possible pressure phase transitions. In addition,

these methods were used to predict some under-reported properties for three previously

proposed hypothetical allotropes of carbon.

The first method to be validated was the use of valence charge density and electron

localization function plots to determine bonding properties. For the silicon allotropes,
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Figure 4.61: RS-SiC phonon dispersion at 60 GPa - Showing no soft modes.

analysis of these plots correctly predicted the increasing metallic component to the

bonding with pressure when going, in order, from covalent diamond Si-I to fully metal-

lic Si-X. The known covalent admixture for the Si-V phase was also verified. For the

carbon allotropes, these plots correctly identified the covalent sp2 bonding in graphite

and the covalent sp3 bonding in diamond, BC8, C4 and supercubane. It was determined

that the tetrahedral bonding for the four-fold coordinated carbon atoms becomes in-

creasingly distorted from diamond → glitter→ C4 → BC8 → supercubane with the

glitter structure contained both tetrahedral and trigonal covalent bonding. Investiga-

tion of the bonding in 3C-SiC verified that the covalent bonding is slightly ionic due to

the larger electronegativity of carbon. The bonding in RS-SiC was determined to be

mostly ionic with a small semi-metallic/covalent component.

Next the electronic properties for the three systems were investigated and validated.

The calculated band structures for the silicon allotropes matched the previously inves-

tigated bonding properties. Covalently bonded diamond was correctly identified as a

semi-conductor whereas all other structures were found to be metals. The non-layered

covalently bonded carbon allotropes were all identified as semi-conductors (except glit-
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ter which is predicted to be a metal, therefore having a metallic component to the

bonding), while graphite was correctly identified as a semi-metal. The SiC polytypes

were all determined to be semi-conductors with calculated band gaps matching previ-

ous calculations. RS-SiC was determined to be a near semi-metal, a result previously

found by others. These results showed how the electronic properties could also be used

to further describe bonding characteristics.

Using the Birch-Murnaghan equation of state, the bulk equilibrium properties of

the three systems were investigated. The results for Si-I, Si-II and Si-III were found to

compare well with previous calculations and known experimental results. The EOS fits

for diamond compared well with experiment and those for C4 and supercubane com-

pared well with previous calculations. The calculated EOS lattice parameters for the

SiC stacking polytypes closely matched available experimental data. This established

PBEsol is a suitable functional for calculations predicting structural properties.

Elastic properties for the various structures were then investigated to see the influ-

ence of bonding on the elastic moduli and to determine structural stability. Phonon

dispersions were also calculated to determine dynamic stability by looking for the pres-

ence of soft modes. The calculated elastic constants for diamond silicon, diamond

carbon and select stacking polytypes of SiC were found to be reasonably close to exper-

imental values. This correspondence was also reflected in the resulting elastic moduli.

The eigenvalues of the stiffness matrices were all positive as were the calculated elastic

moduli, which indicates elastic stability. The calculated phonon dispersion curves for

each structure contained no soft modes, indicating dynamic stability. The modulus

values for the various silicon allotropes were linked to the amount of metallic bonding

present, and in the case of carbon, the amount of bonding distortion. This link between

bonding and the elastic moduli was especially evident for the stacking polytypes of SiC

where the nearly identical modulus values reflected the similarity in the bonding. This

verified PBEsol as a suitable functional to be used to determine elastic properties and

elastic/dynamic stability.

Lastly, pressure phase transitions were validated for the silicon and SiC systems

and looked for in the case of the non-layered carbon allotropes. For the known sili-

con pressure phase transitions, it was found that while LDA predicted the transition

pressures with reasonable accuracy, PBEsol was more accurate for the densely com-

pacted high pressure phases. This is in accordance with the known behavior of the
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PBEsol functional. It was also noted that the coordination of the atoms and degree

of metallic bonding increased with pressure. For carbon, it was found that the only

high pressure transition from diamond was to the BC8 structure at 0.971 TPa, a result

close to previous predictions. This reveals that the three theoretical allotropes of C2,

supercubane and glitter are not accessible under pressure from diamond although they

could possibly be made from the shock-compression of graphite. For silicon carbide, the

phase transition between 3C-SiC and RS-SiC was verified but the predicted pressure

transition of 57 GPa was well below the experimental value of 100 GPa. It is thought

that one possible explanation for this is that this pressure transition involves a drastic

change in electronic structure causing non-canceling errors in the two phases which

results in a large bias in the predicted transition pressure. This revealed a limitation

of the PBEsol functional.

For completeness, graphite was fitted to the linear EOS of Hanfland et al. [141] using

the LDA functional. The resulting linear moduli, bulk modulus and elastic constants all

compared well to existing calculations and experimental data. The results also verified

that the in-plane strength of graphite is much higher than that due to the inter-plane

interaction. This result validates that LDA mimics the weak inter-plane van der Waals

interaction.

The methods and calculation parameters refined here as well as the observed bond-

ing trends are now applied in the next chapter to the study of off-50:50 alloys.
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5

Bulk off-50:50 Si-C alloys

Some of the work presented in this chapter has been published:

R C Andrew et al. Computational Materials Science 55, 186 (2012) [147]

The tools that are available to investigate off-50:50 structures are wide ranging.

The preliminary calculations of the previous chapter presented some methods which

can now be used to investigate Si-C systems and the stability of candidate structures:

� The coordination of the atoms will indicate the plausibility of the locations for

each carbon and silicon atom, since silicon atoms can occupy atom positions with

4 to 12-fold coordination whereas carbon atoms can only occupy those with 3, 4

or 6-fold coordination

� Charge density and ELF plots will show where charge is concentrated and where

bonding electrons are localized to give an indication of the amount of covalent,

ionic or metallic bonding

� Electronic band structure will also show if there is any metallic character to the

bonding.

� Distances between atoms and comparing them with the bond distances in the

various C, Si and SiC allotropes will also give an indication of bonding type

� Positive elastic moduli and eigenvalues for the stiffness matrix will indicate elastic

stability
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� Soft modes in the phonon dispersion will indicate dynamic instability

� Enthalpy versus pressure curves for stable phases will indicate possible pressure

phase transitions

An additional condition for structure plausibility is that the bond lengths must

satisfy the following ordering: dSi−Si > dSi−C > dC−C .

The guiding principle in looking for candidate structures was to look for open struc-

tures with a strong covalent component to the bonding as well as those with high

coordination that could be accessible under conditions of pressure. The first can-

didate alloy structure considered was the perovskite structure of CaTiO3 because it

could represent a range of possible off 50:50 alloys with high coordination. The next

three candidate structures focused on the study of the two alloy stoichiometries, sil-

icon dicarbide (SiC2) and disilicon carbide (Si2C), and had the possibility of strong,

open covalent bonding. These structures were the pyrite structure based on FeS2, a

previously suggested tetragonal structure based on the hypothetical carbon allotrope

glitter [7] and another tetragonal structure based on a suggested hypothetical structure

for diamond-like boron dicarbide [8].

In the first section, the perovskite structure is investigated for a variety of Si-C

alloy stoichiometries. Section 5.2 shows the results for pyrite SiC2 and Si2C while

sections 5.3 and 5.4 show the results for the glitter and diamond-like boron-dicarbide

structures respectively. Based on these studies, the stability of SiC2 is discussed in

section 5.5.

5.1 Perovskite structure

The perovskite structure is shown in Figure. 5.1. It is a structure with chemical formula

ABX3 with the spacegroup Pm3̄m. For CaTiO3, oxygen atoms are located at X,

calcium atoms at A and a titanium atom at B. Generic perovskite is comprised of cations

at A and B with an anion at X bonded to both. For the structure to be perfectly cubic,

the cation at A must be larger than that at the body-center position else a distorted

perovskite structure will result. The cation at A has 12-fold coordination while that

at B has six. The various candidate off 50:50 alloy stoichiometries possible by placing
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Figure 5.1: Perovskite structure - Showing atoms at the corners (A), atoms at the

face-centers (X) and an atom at body-center (B).

carbon and silicon atoms in various combinations of the A, B and X positions are SiC4,

Si2C3, Si3C2 and Si4C. The combinations are given in Table. 5.1.

Table 5.1: Various perovskite derived Si-C alloys.

X A B

Si2C3 C Si Si

Si3C2 Si C C

SiC4 C C Si

SiC4 C Si C

Si4C Si C Si

Si4C Si Si C

coordination 2 12 6

For a Si-C perovskite alloy, the X anions would have to be carbon atoms since

they have the greater electronegativity and based on the results of the preliminary

calculations, the A atoms can only be silicon because of its ability to have high coordi-

nation. This leaves the Si2C3 alloy with Si as the cation at B. The structure is shown

in Figure. 5.2 along with charge density and ELF plots showing the nature of the

bonding between the atoms. The plots for the (110) plane cutting diagonally through

the structure show that the carbon atoms on the upper and lower faces at X have a
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large concentration of charge surrounding them with covalent lobes extending towards

the center silicon at B, indicative of the same covalent/ionic bonding found in 3C-SiC.

In fact, the carbon to silicon distance is dSi−C=1.87 Å, the same as the bonding in

3C-SiC. The plots also show that the corner silicon atoms at A are not bonded to the

face-center carbon atoms. There is no charge extending from the carbon atoms to the

silicon atoms and no covalent lobes between the atoms. In fact, valence electrons are

spherically localized around the silicon atoms. The plots for the (100) plane intersect-

ing the mid-line of the structure shown in the middle row of Figure. 5.2 also show that

the carbon atoms at X are bonded to the central silicon atom. The last set of plots

for the (100) plane for each cube-face also show that although the face-center carbon

atom has a large concentration of charge, the electrons for the corner silicon atoms at A

are not involved in bonding as they are spherically localized around the silicon atoms.

All of this shows that while the carbon atoms at X are covalently/ionically bonded to

the central silicon, the silicon atoms at the corners are left as isolated atoms. For this

reason, this structure can be discounted.

5.2 Pyrite structure

The pyrite structure has chemical formula AB2 and is based on FeS2 (also ThC2 Pearson

#529710). Studies on the dinitrides CN2, SiN2 and GeN2 in 2011 also considered the

pyrite structure as a possible candidate [148]. The pyrite structure is an open structure

with the possibility of strong covalent bonds. The two possible Si-C alloys with this

structure are SiC2 and Si2C.

This structure has space group Pa3̄ (primitive-centered cubic lattice) with the

A atoms at fcc sites and the B atoms placed at lattice position (x, x, x) and other

symmetry-equivalent positions as shown in the left of Figure. 5.3. In terms of the

Wyckoff positions, the A atoms are at the 4a positions while the B atoms are at the 8c

positions.

This structure is identical to the fluorite structure, shown on the right of Figure. 5.3,

when the internal parameter x=1
4 giving the structure the spacegroup Fm3̄m. The B

atom in both structures has four-fold coordination while the coordination of the A

atoms is dependent on the value of x. For the fluorite structure, each A atom has

8-fold coordination while those in a general pyrite structure with x 6= 1
4 can have a
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Figure 5.2: Perovskite Si2C3 structure - Showing charge density plots (on left) and

ELF plots (on the right) for the diagonal (110) plane (upper row) and for the (100) plane

going through the body-center atom (second row) and that for the face-centers (last row).
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Figure 5.3: Pyrite/Fluorite structure - Pyrite structure on left with A atoms in

an FCC arrangement and grey B atoms at (x, x, x) and symmetry-equivalent positions

(structure shown with x=0.417). Fluorite structure on right with x= 1
4 .

coordination of six. Because of this, only the alloy SiC2 can have the fluorite structure

with silicon atoms occupying the higher coordinated A sites and carbon the B sites.

The other possible alloy, Si2C, may however have a general pyrite structure where the

carbon at A can have the lower six-fold coordination.

5.2.1 Pyrite-SiC2

Since the internal parameter x allows for a variety of possible pyrite structures, includ-

ing the fluorite structure, it remains to be found which is the most energetically stable

configuration. This is especially true since full geometric relaxations of the structure

either resulted in a general pyrite structure with x=0.417 or the special case of the fluo-

rite structure as shown in Figure. 5.3. For this reason, the total energy for pyrite SiC2 is

plotted as a function of the internal parameter x at the geometrically optimized lattice

constant of a=4.75Å, making a continuous transition over all possible pyrite structures

between 0.175 < x < 0.44. This range was chosen since any values near x = 0.0 or

x = 0.5 results in near atom overlap. The resulting plot is shown in Figure. 5.4 where

we find a local minimum in the energy for the fluorite structure at x=0.25 and a global

minimum at x=0.417. Another set of calculations were done (shown in Figure. 5.5)

to test the effect of relaxing the cell volume at each fixed x value. The resulting plot

yields the same local and global minima as before showing no effect.

An analysis of the dispersion spectra for the fluorite structure shows it to be dy-

namically unstable: the phonon dispersion Fig. 5.6 indicates the presence of soft modes.

112

 
 
 



0.2 0.25 0.3 0.35 0.4
u

-30.6

-30.4

-30.2

-30

-29.8

E
ne

rg
y/

Si
C

2 (
R

yd
)

Figure 5.4: Pyrite SiC2 x parameter plot at a = 4.75 Å - Showing a local minimum

at x=0.25 and a global at 0.417.

The pyrite structure at the global minimum, on the other hand, is dynamically stable

at zero pressure as indicated by the positive phonon frequencies shown in Fig. 5.7.

Therefore, pyrite SiC2 relaxes into a structure with lattice parameter a=4.75 Å

(larger than the value of 4.36 Å, for 3C-SiC) with the previously determined internal

parameter x=0.417. This gave a density of 3.225 g cm−3, slightly greater than the value

of 3.216 g cm−3 for 3C-SiC. It has six-fold coordinated silicon atoms surrounded by

carbon atoms which are in turn, in close proximity to three silicon atoms and one other

carbon atom. This effectively has the silicon atoms connected to a six-fold coordinated

carbon-carbon pair with three silicon atoms connected to each carbon.

The charge density and ELF plots in the left half of Figure. 5.8 are taken for

the (011) plane which not only contains the central carbon-carbon pair, but also two

attached silicon atoms on either side of the pair as well. This way the bonding between

the carbon atoms, as well as that between each silicon atom and its carbon neighbors,

could be investigated.

The charge density plot on the lower-left shows that after the SCF cycle, the valence

charge concentrates around the carbon atoms, shown by the concentric rings around

the carbon pair, with a significant amount of charge concentrated between the atoms.
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Figure 5.5: Pyrite SiC2 x parameter plot with volume relaxations - Showing a

local minimum at x=0.25 and a global at 0.417.

The higher charge density is directed slightly towards the silicon atoms with each silicon

atom having a relativity dilute charge density surrounding it.

The ELF slice on the upper-left shows covalent lobes from each carbon atom to the

surrounding silicon atoms and one between the carbon atoms. These plots indicate that

the Si-C bonding is a mix of ionic and covalent and that the C-C bonding is strictly

covalent.

The carbon atoms have three bonding angles of Si-Ĉ-Si=109.34◦ and three of

C-Ĉ-Si=109.60◦ giving a slightly distorted tetrahedral nature to the bonding around

each C atom (refer to Fig. 5.9). The angles have an MAO (mean absolute offset)1 of

0.12 % from the ideal value of 109.47◦. Through each Si atom, the opposing Si-C bonds

form three straight C-Si-C segments which are not fully orthogonal to each other but

either form an angle of 87.91◦ or the complimentary angle of 92.09◦, giving a distorted

octahedral character to the bonding with an MAO from the ideal angle 90◦ of 2.3 %.

The carbon-carbon bond distance is dC−C=1.36 Å, the same as the bond length in

glitter. The silicon-carbon bond distance is dSi−C=2.06 Å which is slightly higher than

1where MAO = 1
N

∑N
n=1

∣∣∣X0−Xn
X0

∣∣∣× 100%
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Figure 5.6: Fluorite SiC2 phonon dispersion at 0 GPa - Showing soft modes.
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Figure 5.7: Pyrite SiC2 phonon dispersion at 0 GPa - Showing no soft modes.
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Figure 5.8: Pyrite SiC2 and Si2C bonding - Showing ELF (upper) and charge density

(lower) plots in the (011) plane for the pyrite alloys SiC2 (left half) and Si2C (right half).
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that found in ionic rocksalt SiC where PBEsol predicts dSi−C=2.02 Å. These lengths

also indicate that the bonding between the carbon atoms is strongly covalent while

the bonding between the silicon and carbon atoms is largely ionic (the silicon atoms

transferring charge to the carbon pairs).

The carbon pairs are strongly bound to the surrounding silicon atoms resulting in

a strong structure. Figure. 5.10 shows an isosurface of the charge density with an ISO

value of 0.25 e Å−3. It indicates that there is charge within the interstitial spaces

between atoms. This gives the bonding a slight metallic character.

The slight metallic bonding is reflected in the band structure plot of Figure. 5.11

where no bad gap exists at the Fermi level. This structure does have an energy gap

above the Fermi energy; the high lying states above the gap have the potential to

overlap with the conduction band states under pressure. This suggests that the pyrite

structure is not a simple metal.

The elastic constants are shown in Table. 5.2 and elastic moduli are given in Ta-

ble. 5.3. The constants are all positive and the resulting stiffness matrix has positive

eigenvalues indicating elastic stability. This stability is also reflected in the resulting

positive moduli. This and the fact that the phonon dispersion has no soft modes,

indicates that the pyrite structure is a feasible, stable phase for SiC2.

5.2.2 Pyrite-Si2C

For Si2C, the pyrite structure geometrically relaxes into one with lattice parameter

a=5.13 Å and internal parameter x=0.365 (shown in Figure. 5.12). As with SiC2, the

total energy is plotted as a function of the internal parameter x at the geometrically

optimized lattice constant of a=5.13 Å, making a continuous transition over all possible

pyrite structures between 0.175 < x < 0.4. The resulting plot is shown in Figure. 5.13

where we find a local minimum at x=0.21 and a global minimum at x=0.365. It is

interesting to note that the local minimum is not the fluorite structure. The structure

of the global minimum has a density of 3.347 g cm−3, greater than the value of 3.216 g

cm−3 for 3C-SiC and greater than the value for pyrite SiC2. It has six-fold coordinated

carbon atoms connect to six-fold coordinated silicon-silicon pairs.

The charge density plot in the lower-right of Figure. 5.8 for the (011) plane shows

that the charge is highly concentrated around each carbon atom whereas the charge

around and between the silicon pairs is largely dilute. The ELF plot on the upper-right
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97.91°

(a) (b)

Figure 5.9: Pyrite SiC2 bonding angles - Showing a) distorted tetrahedral bonding

around each carbon b) distorted octahedral bonding around each silicon.

Figure 5.10: Pyrite SiC2 interstitial valence charge density - Showing charge

density in the spaces between atoms. ISO value 0.25 e Å−3 (0.037 e bohr−3).
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shows that there is a significant covalent lobe between the silicon atoms with weaker

delocalization between these silicon pairs and their surrounding carbon atoms. No

strong ionic bonding exists between the silicon and carbon atoms as opposed to the

strong ionic bonding in SiC2. Compared to the covalency between the silicon atoms,

the silicon-carbon bonding is relatively metallic with a very slight ionic character. The

covalency between the silicon atoms reduces the effect of the larger electronegativity of

the carbon atoms, resulting in weaker bonding as compared to SiC2.

The silicon atoms have bonding angles C-Ŝi-C=118.25◦ and Si-Ŝi-C=97.68◦ giving

a very distorted tetrahedral nature to the bonding around each Si atom with a MAO

of 9.4 % compared to 0.12 % for the carbon atom in pyrite-SiC2. Through each C

atom, the opposing Si-C bonds form three straight Si-C-Si segments which are not

fully orthogonal to each other but either form an angle of 83.84◦ or the complimentary

angle of 96.16◦, giving a distorted octahedral character to the bonding with an MAO

of 6.8 %, more distorted than the silicon atoms in pyrite-SiC2.

The Si-Si bond length of 2.40 Å, close to that for a single covalent bond in diamond

Si, shows significantly weaker bonding than the strong bonding between the carbon

atoms in pyrite-SiC2. The Si-C distance is dSi−C=2.12 Å which is much too large for a

covalent or ionic bond. The silicon pairs do not strongly bind to the surrounding carbon

atoms, due to the strong delocalization in the bonding as opposed to the stronger ionic

C-Si bonding in pyrite-SiC2. All of this results in a weaker, more open structure for

pyrite-Si2C as compared to the SiC2 structure.

An inspection of the phonon dispersion in Figure. 5.14 shows that this alloy structure

is in fact dynamically unstable at zero pressure and although the elastic constants in

Table. 5.2 are positive, they define a stiffness matrix with negative eigenvalues. The

value for C44 is also calculated as zero within the numerical error resulting in negative

values for the shear and Young’s modulus. This elastic instability is a consequence

of the weak bonding along with the increased tetrahedral and octahedral distortion

around each silicon atom as compared to similar bonding in pyrite-SiC2. For these

reasons, the pyrite structure is not a feasible structure for Si2C.

121

 
 
 



5.3 Glitter structure

In 2005, Bucknum et al. [75] suggested a tetragonal structure for SiC2 derived from a

theoretical allotrope for C called glitter (as discussed in the previous chapter) where

the four-fold coordinated carbon atoms are replaced by silicon. For the general binary

glitter structure with chemical formula AB2, the four-fold coordinated A atoms and

the three-fold B carbons have atomic positions as given in Table. 5.4 as defined by an

internal structural parameter z. This structure (henceforth referred to as the glitter

structure) has the space group P42/mmc with a primitive-centered tetragonal lattice.

5.3.1 Glitter-SiC2

The lattice parameters for the glitter SiC2 structure relax to a=3.16 Å and c/a=2.17

with internal parameter z=0.10, giving a density of 2.523 g cm−3, higher than that for

the pyrite structure but lower than the value of 3.216 g cm−3 for 3C-SiC. Bucknum

et al. obtained cell length parameters of a=3.07 Å and c/a=2.287 though their method

is not clear.

Charge density and ELF plots were done in the (100) plane since each face of the

glitter structure has the same features as the faces of the tetragonal cell. The charge

density plot in the lower-left of Figure. 5.15 shows that the valence charge concentrates

around the central carbon-carbon pair in much the same manner as the pair in the

pyrite structure. It also shows that this charge extends between silicon atoms. The

ELF plot in the upper-left shows covalent lobes between all atoms with those between

the carbon and silicon atoms having a slight asymmetry.

The distorted tetrahedral bonding around each Si atom, as shown in Fig. 5.16, has

two angles of C-Ŝi-C=113.40◦ and another four of C-Ŝi-C=107.54◦ giving an MAO of

2.4 %. The distorted trigonal bonding around each C atom has Si-Ĉ-Si=113.40◦ and

Si-Ĉ-C=123.30◦ with an MAO of 3.7 %. The bond length between the carbon atoms is

dC−C=1.36 Å, the same as for the carbon-carbon pair in the pyrite and carbon-glitter

structures. The bond length between each carbon atom and its silicon neighbor is

dSi−C=1.89 Å, the same as a single covalent Si-C bond in 3C-SiC. This indicates that

the bonding is mostly covalent with double bonds between the three-fold coordinated

carbon atoms and single bonds between the four-fold coordinated silicon atoms and
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Figure 5.11: Pyrite SiC2 band structure - Showing it to be metallic. Energies shifted

to Fermi level.

Table 5.4: Atomic positions for the tetragonal binary glitter unit cell with chemical

formula AB2 defined as ratios of the cell length parameters a and c and the internal

parameter z.

atom x/a y/a z/c

A 0 0 1
4

A 0 0 3
4

B 0 1
2

1
2 + z

B 0 1
2

1
2 − z

B 1
2 0 1− z

B 1
2 0 z
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Figure 5.12: Si2C Pyrite structure - Pyrite structure with x=0.365.

their neighbors. Due to the larger electronegativity of the carbon atoms, the silicon-

carbon bonding is slightly ionic.

There are no soft modes present in the phonon dispersion for glitter SiC2 (shown

in Figure. 5.17) indicating that this structure is dynamically stable. It has the same

feature of a phonon band gap as was seen in glitter and supercubane carbon indicative

of forbidden phonons. The elastic constants in Table. 5.2 have a stiffness matrix with

positive eigenvalues and give positive elastic moduli shown in Table. 5.3, both indicating

elastic stability. For these reasons, the glitter structure is a feasible, stable phase of

SiC2.

The band structure in Fig. 5.18 indicates that this form of SiC2 is metallic, therefore

there is a metallic character to the bonding. The band structure is close to that of a

semi-metal with a depression in the lower conduction band at M as in the carbon glitter

phase. This can be better seen in the density of states (DOS) given in Figure. 5.19.
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Figure 5.13: Pyrite Si2C x parameter plot at a = 5.13 Å - Showing a local minimum

at x=0.21 and a global at 0.365.

5.3.2 Glitter-Si2C

The lattice parameters for the glitter Si2C structure relaxed to a=3.03 Å and c/a=2.99

with internal parameter z=0.13, giving a density of 2.728 g cm−3, higher than that for

glitter-SiC2 but lower than the value of 3.216 g cm−3 for 3C-SiC.

The charge density plot in the lower-right of Figure. 5.15 shows that the valence

charge concentrates around each carbon atom and between the silicon atoms in the cen-

tral silicon-silicon pair. The ELF plot in the upper-right shows covalent lobes between

all atoms with a significantly larger lobe between the silicon atoms. The distorted tetra-

hedral bonding around each C atom has two angles of Si-Ĉ-Si=103.83◦ and another four

of Si-Ĉ-Si=110.76◦, giving an MAO of 2.5 %, the same as glitter-SiC2 with its MAO of

2.4 %. The distorted trigonal bonding around each Si atom has C-Ŝi-C=110.76◦ and

C-Ŝi-Si=124.62◦ giving an MAO of 5.1 %, larger than in glitter-SiC2. The bond length

between the silicon atoms is dSi−Si=2.34 Å, the same as a single covalent bond as in

diamond silicon. The bond length between each silicon atom and its carbon neighbor

is dSi−C=1.87 Å, the same as a Si-C bond in 3C-SiC. This indicates that the bonding

between all atoms is covalent with the silicon-carbon bonding being slightly ionic. The
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band structure plot in Figure. 5.20 shows that unlike glitter-SiC2, there is no depres-

sion near the Fermi level indicating that the bonding has a relatively greater metallic

character. Therefore, the bonding is weaker than that in glitter-SiC2 and due to the

relatively loosely bound silicon pair, the structure is more open.

There are soft modes present in the phonon dispersion (shown in Figure. 5.21)

indicating that this is not a stable, feasible phase for Si2C. This even though the elastic

constants in Table. 5.2 give a stiffness matrix with positive eigenvalues and positive

elastic moduli.

5.4 t-BC2 structure

In 2010, Xu et al. [8] proposed a tetragonal structure for diamond-like boron dicarbide

called t-BC2. The structure has the symmetry group I41/amd with boron atoms at

the 4a Wyckoff positions and carbon atoms at the 8e positions with internal parameter

z=0.533. Its underlying bravias lattice is body-centered tetragonal. This structure also

allows for the off 50:50 alloys of SiC2 and Si2C.

5.4.1 t-SiC2

The alloy t-SiC2, shown in Figure. 5.22, has silicon atoms in place of the boron atoms in

t-BC2 with four silicon atoms and eight carbon atoms per conventional cell. It relaxed

into a structure with lattice parameters a=2.93 Å and c/a=4.27 with internal param-

eter z=0.534. This gave a density of 3.239 g cm−3, slightly greater than the value of

3.216 g cm−3 for 3C-SiC. The two ELF plots in Figure. 5.22 show that there is signifi-

cant localization of bonding electrons between each atom and its neighbors with none in

the interstitial regions. This is also reflected in the charge density plots. The distorted

tetrahedral bonding around each Si atom has an MAO of 4.7 % with two angles of

C-Ŝi-C=101.9◦ and another four of C-Ŝi-C=113.4◦. The distorted tetrahedral bonding

around each C atom has an MAO of 5.3 % with one angle of Si-Ĉ-Si=101.9◦, another

four of C-Ĉ-Si=106.7◦ and one more of C-Ĉ-C=125.7◦. The calculated neighbor to

neighbor lengths are dC−C=1.64 Å, larger than a single covalent bond in diamond, and

dSi−C=1.88 Å, the same as a single covalent bond in 3C-SiC. This indicates that there

is a strong covalent nature to the bonding. The band structure shown in Figure. 5.25
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shows a direct band gap of 0.76 eV, indicating that the valence electrons are extremely

localized.

The elastic constants in Table. 5.2 are all positive and the resulting stiffness matrix

has positive eigenvalues. This and the fact that the resulting moduli shown in Ta-

ble. 5.3 are also all positive indicates elastic stability. The phonon dispersion shown in

Figure. 5.24 shows no soft modes, also indicating dynamic stability. For these reasons,

this tetragonal structure is a stable, feasible phase for silicon dicarbide.

5.4.2 t-Si2C

The alloy t-Si2C, shown in Figure. 5.23, has four carbon atoms and eight silicon atoms

per cell. The structure relaxed to a=3.22 and c/a=4.62 with internal parameter

z=0.555. This gave a density of 2.939 g cm−3, less than the value of 3.216 g cm−3

for 3C-SiC. The ELF and charge density plots show similar features to t-SiC2. The

distorted tetrahedral bonding around each C atom has two angles of Si-Ĉ-Si=115.6◦

and another four of Si-Ĉ-Si=106.5◦ giving an MAO of 3.7 % which is comparable to

the value for the Si atom in SiC2. The distorted tetrahedral bonding around each Si

atom has one angle of C-Ŝi-C=115.6◦, another four of Si-Ŝi-C=112.7◦ and one more of

Si-Ŝi-Si=87.3◦ giving an MAO of 6.3 % showing that the tetrahedral bonding around

the Si atom is more distorted than that around the C atoms in SiC2. The C-Si bond

length is dSi−C=1.90 Å (close to that in 3C-SiC), whereas the dSi−Si=2.33 Å (close

to that in diamond silicon). The band structure plot of Figure. 5.26 shows that there

is a metallic component to the bonding.

The elastic constants given in Table. 5.2 give a stiffness matrix with positive eigen-

values. This and the fact that the elastic moduli in Table. 5.3 are all positive, indicates

elastic stability. The phonon dispersion in Figure. 5.21 shows soft modes indicating

dynamic instability. This instability persisted up to a pressure of 800 GPa indicating

that this structure is not a feasible phase for Si2C.

5.5 Stable silicon dicarbide

The previous calculations have determined three feasible phases for SiC2 namely the

pyrite, glitter and t-SiC2 structures. These structures have the required elastic and
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dynamical stability due to their geometry and bonding type. Pyrite-SiC2 has four-

fold coordinated carbon atoms and six-fold coordinated silicon atoms with close to

ideal tetrahedral and octahedral bonding. Because of this, the bonding is a mixture of

covalent, ionic and metallic bonding and the structure is a metal. Glitter has four-fold

coordinated silicon atoms with three-fold coordinated carbons with slightly distorted

tetrahedral and trigonal bonding. The bonding is mostly covalent with slight ionic and

metallic character making the material almost a semi-metal. The last structure, t-SiC2,

has distorted tetrahedral covalent bonding, making the material a semi-conductor. The

trend in increasing metallic character is from t-SiC2 → glitter-SiC2 → pyrite-SiC2.

5.5.1 Pressure transitions and formation energies

By relaxing the three stable structures under pressure using the PBEsol functional, the

enthalpy versus pressure curves in Figure. 5.28 were obtained. It is clear that the t-SiC2

structure is stable over the entire pressure range. There are no pressure transitions from

this structure to any of the others. A possible pressure transition exists from glitter to

pyrite at 24.7 GPa.

The heats of formation are ∆Ht−SiC2=112 kJ mol−1, ∆Hglitter=124 kJ mol−1 and

∆Hpyrite=221 kJ mol−1. The positive heats of formation indicate that these phases

do not form spontaneously under ambient conditions. The glitter and t-SiC2 phases

have very similar values at zero pressure. Possibly C-rich conditions of growth under

pressure and temperature are needed to explore the synthesis of this new material.

5.5.2 Comparison of elastic properties

The calculated Hill elastic moduli in Table. 5.3 for the three SiC2 phases rank according

to Debye temperature. The Debye temperature is another measure of material stiffness

since a stiffer material results in higher acoustic velocities, meaning a higher Debye

temperature. The silicon dicarbide materials rank in order of increasing stiffness, with

3C-SiC included for comparison, as glitter → pyrite → 3C-SiC → t-SiC2.

The Debye temperature and elastic moduli values for t-SiC2 are highly comparable

to 3C-SiC since both materials share many structural properties. All of their atoms are

four-fold coordinated with t-SiC2 having slightly distorted strong covalent tetrahedral

bonding, very similar to 3C-SiC. The t-SiC2 structure has the larger values since 1/3
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of its bonds are strong C-C bonds, instead of all the bonding being homogeneous Si-C

bonds as in 3C-SiC.

The bonding in t-SiC2 gives it the highest bulk modulus of the three silicon dicar-

bide phases since it has a geometrical configuration that is relatively more resistant to

isotropic compressive strain. Pyrite has a lower value since one out of three atoms have

six-fold coordination and the bonding to the silicon atoms has a strong ionic character.

The pyrite structure has a higher value than that of glitter due to the fact that it

contains C atoms in the center of near-perfect tetrahedra and Si atoms in the center of

near-perfect octahedra, whereas glitter has more distorted tetrahedral bonding around

each silicon atom, with each carbon atom having distorted trigonal bonding. It should

be noted that Bucknum et al. calculated a bulk modulus value for glitter of 230 GPa

(on par with 3C-SiC and t-SiC2) using a semi-empirical formula by Cohen [76]. This

value, 34 % higher than the Hill value for glitter SiC2 in Table. 5.2, is obviously a gross

over-estimation. The low shear modulus for the glitter structure is due to its greater

anisotropy. The low value for its Young’s modulus is due to bending of the trigonal

bonds around each C atom. The Poisson ratios for pyrite and glitter structures are sim-

ilar and they are significantly greater than that for SiC, suggesting they have a higher

ductility [149]. This is consistent with the metallic nature of both SiC2 structures. The

large value for glitter is due to a decrease in the Si-Ĉ-Si angles causing a significant

reduction in the cross-sectional area of the unit cell when under strain in the [001]

direction. As expected, the Poisson ratios for 3C-SiC and t-SiC2 are almost the same.

5.6 Conclusions

This study has focused on three candidate structures for the two possible alloy com-

binations of SiC2 and Si2C. For all three structures, silicon rich Si2C was found to be

unstable since the structures now contained longer Si-Si bonds in comparison to the

C-C bonds found in SiC2 which resulted in more open structures with even greater

distortion in the tetrahedral, octahedral and trigonal bonding. The shorter C-C bonds

in SiC2 have less distortion in the bonding yielding more stable structures. From this

observation, it seems likely that carbon rich alloys are more favorable to their silicon-

rich counterparts due to the smaller size of the carbon atoms and the more compact
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carbon-carbon bonds which result in less distorted bonding. SiC2 shows the greatest

promise as a new material that could be synthesized.

Analysis of the charge distribution and ELF plots revealed that the bonding in

pyrite Si2C is weaker compared to stable SiC2 due to greater valence electron pair

delocalization existing between the silicon atoms and the six-fold coordinated carbons.

The density of states plot for glitter-Si2C also revealed that its bonding is more metallic

than SiC2 therefore weaker by comparison. The relative weakness of the glitter and

t-Si2C structures is seen in the lower elastic moduli values of Table. 5.3 as compared to

their SiC2 counterparts. It was found that t-Si2C is a metal indicating its bonding to be

weaker compared to the covalent bonding in semi-conducting t-SiC2. This shows that

the larger silicon content of these silicon-carbon alloys increases their metallic nature

thereby weakening the bonding.

Of the stable SiC2 structures, the tetragonal phase had the lowest heat of formation

with ∆Ht−SiC2=112 kJ mol−1, followed by glitter with ∆Hglitter=124 kJ mol−1 and

finally pyrite with the highest at ∆Hpyrite=221 kJ mol−1. Pyrite and glitter exhibit

metallic character whereas t-SiC2 is a semi-conductor and the pyrite phase is predicted

to not be a simple metal because of the existence of an energy band gap above the

Fermi level. The glitter phase almost has the same electronic structure as a semi-

metal due to the existence of a depression in the density of states near the Fermi level.

The metallic nature of these two materials manifests itself in elastic moduli that are

considerably lower that those for 3-SiC despite the higher C content and shorter C-

C bond lengths. The moduli for the three structures were found to rank according

to their Debye temperatures with t-SiC2 having the highest values followed by pyrite-

SiC2 and finally glitter-SiC2. The Debye temperature and moduli values for t-SiC2 were

found to be highly comparable to 3C-SiC since both materials share many structural

properties: Their atoms are four-fold coordinated with t-SiC2 having slightly distorted

strong covalent tetrahedral bonding, very similar to 3C-SiC. The t-SiC2 structure has

the larger values since 1/3 of its bonds are strong C-C bonds instead of all the bonding

being homogeneous as in 3C-SiC. In terms of ductility, both the pyrite and glitter

structures had similar Poisson ratios well higher than that for 3C-SiC while t-SiC2 had

the same value as 3C-SiC.

It is likely that C-rich conditions of growth under pressure and temperature are

needed to explore the synthesis of silicon dicarbide.
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This concludes the ab initio study of bulk Si-C alloys. The next chapter explores

two dimensional Si-C systems by introducing a novel 2D equation of state which is then

used to evaluate the strength properties of various structures. Included are the C, Si

and SiC honeycomb structures, four graphene allotropes, layered graphenes and the

off-50:50 2D alloy silagraphene (SiC2).
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Figure 5.14: Pyrite Si2C phonon dispersion at 0 GPa - Showing soft modes.
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Figure 5.15: Glitter SiC2 and Si2C bonding - Showing ELF (upper) and charge

density (lower) plots in the (011) plane for the alloys SiC2 (left half) and Si2C (right half).
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Figure 5.16: Glitter SiC2 bonding angles - Showing a) distorted tetrahedral bonding

around each silicon b) distorted trigonal bonding around each carbon.
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Figure 5.17: Glitter SiC2 phonon dispersion at 0 GPa - Showing no soft modes.
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Figure 5.18: Glitter SiC2 band structure - Showing it to be metallic. Energies shifted

to Fermi level.

135

 
 
 



-5 0 5 10 15 20
Energy (eV)

0

2

4

6

el
ec

tr
on

s 
pe

r 
eV

Figure 5.19: Glitter SiC2 density of states - Showing a depression near the Fermi

level.
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Figure 5.20: Glitter Si2C density of states - Showing a no depression near the Fermi

level.
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Figure 5.21: Glitter Si2C phonon dispersion at 0 GPa - Showing soft modes.
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Figure 5.22: t-SiC2 structure - Showing charge density plots (left) and ELF plots

(right) for the (100) plane in the top row and (010) plane on the bottom.
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Figure 5.23: t-Si2C structure - Showing charge density plots (left) and ELF plots

(right) for the (100) plane in the top row and (010) plane on the bottom.
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Figure 5.24: t-SiC2 phonon dispersion at 0 GPa - Showing no soft modes.
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Figure 5.25: t-SiC2 band structure - Showing a direct band gap of 0.76 eV. Energies

shifted to the Fermi level.
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Figure 5.26: t-Si2C band structure - Showing it to be a metal. Energies shifted to

the Fermi level.
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Figure 5.27: t-Si2C phonon dispersion at 0 GPa - Showing soft modes.
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Figure 5.28: Silicon dicarbide PBEsol enthalpy-pressure curves - Showing curves

for glitter, pyrite and t-SiC2 with a possible phase transition from glitter to pyrite at

24.7 GPa.
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6

Two dimensional Si-C systems

and the 2D equation of state

The bulk of the work presented in this chapter has been published:

R C Andrew et al. Physical Review B 85, 125428 (2012) [150]

With the recent discoveries of graphene [9], a two dimensional (2D) allotrope of

carbon in the honeycomb structure, and of boronitrene [151], also in the honeycomb

structure, one is once again alerted to the iso-structural nature of these elements which

prompts questions about the relative hardness and strength of these materials. The re-

sistance to uni-axial strain (2D Young’s modulus) of graphene and boronitrene has been

compared theoretically [84], and experimentally measured [83,152] showing that graphene

is the stronger material in this respect. A 2D bulk modulus has been calculated for both

materials based on empirically derived elastic constants [81,153] and it is apparent that

boronitrene has a value approximately 85% the value for graphene. The full significance

of this result and how it describes the reaction of these materials to conditions of ap-

plied 2D pressure (now referred to as force per unit length F) has not been investigated.

Also, since graphene and boronitrene are, in effect, amongst the first two dimensional

systems to be synthesized, the notion of hardness in two dimensional systems is yet to

be fully investigated and tested. For example, while three dimensional crystal systems

are compliant to positive isotropic pressure, it is generally considered not feasible to

apply negative isotropic pressure in a carefully controlled manner to three dimensional

systems. Two dimensional systems, on the other hand, open the prospects of applying
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a negative F, which amounts to a uniform stretch of the material. In fact, it could

be argued that stretching a two dimensional material is mechanically more stable than

uniformly compressing it in two dimensions. Stretching constrains the system in two

dimensions, whereas compressing could result in buckling. Because of this latter point,

it is essential that one views graphene and boronitrene as quasi-two dimensional sys-

tems rather than truly two dimensional systems. Also, puckering can occur for example

by the inclusion of adatoms. Notwithstanding this, both stretching and compressing

forces can, in principle, be applied in the plane of a two dimensional material, and this

opens a new terrain for investigating the mechanical properties of these materials. For

instance, although the 2D bulk modulus is readily computed from the elastic constants,

there exists no equation of state (EOS), as is the case for bulk materials, where this

property can be deduced from the relationship of the hydrostatic change in surface

area to F. The possibility of 2D allotropes, as in the case of graphene [154,155,156,157],

also poses the question of whether phase transitions exist between these structures,

something which can easily be tested by an EOS.

Here an EOS applicable to 2D structures is presented which provides a simple

way to calculate the 2D bulk modulus. This modulus is a measure of the material’s

resilience to an externally applied isotropic F that is applied in two dimensions. It has

units of force per unit length (Nm−1) and may be defined for a single layer as well as

for multi-layers. Because of this and the fact that a bulk modulus is associated with

bulk pressure, this 2D equivalent is referred to as the layer modulus (symbol γ). This

property has many analogies in other fields of study such as the “membrane stretching

modulus” (also known as the “area-stretching elastic constant”) used in the study of

lipid bilayer membranes [158] and other soft materials.

This novel EOS is used to extract fit parameters, including the layer modulus, for

the monolayer systems of graphene (now referred to as C) and also included are results

for SiC and Si in the isostructural honeycomb structure for comparison. The EOS is

also used to investigate the 2D strength of a planar SiC2 structure first proposed by Li

et al. [159] which they refer to as silagraphene. Four graphene allotropes are considered

to test the possibility of 2D phase transitions from graphene. Bilayer, trilayer and four-

layered graphene (henceforth denoted as 2-graphene, 3-graphene and 4-graphene) are

also considered to investigate whether the EOS can indicate any trends. In all cases,

the elastic properties are calculated and the EOS is used to predict intrinsic strength.
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In Section 6.1, the theoretical concepts and equation of state used to investigate

the two dimensional systems are presented as well as the computational parameters

used. In Section 6.2 the 2D systems are investigated and the results discussed. Lastly,

in Section 6.3, conclusions are given.

6.1 Theoretical framework

6.1.1 The two dimensional equation of state

The two dimensional equivalent of bulk pressure is force per unit length (denoted

F) where an in-plane hydrostatic force causes a uniform change in area of the two

dimensional lattice. Force per unit length is expressed as the first derivative of the

energy with respect to surface area:

F = −∂E
∂A

, (6.1)

and has units Nm−1. Positive F represents a hydrostatic 2D compression while negative

F represents a uniform stretching. The two dimensional equivalent of the bulk modulus,

the layer modulus, is then defined as

γ = −A∂F
∂A

. (6.2)

The bulk modulus represents the resistance of a bulk material to compression, whereas

the layer modulus represents the resistance of a 2D material to stretching.

The layer modulus for a monolayer of graphitic material can be estimated from

the in-plane linear modulus obtained from the 1-dimensional linear Murnaghan EOS

of Hanfland et al. [141] by the following

γ0 '
t β0
2
, (6.3)

where t is the layer thickness.

Using the procedure described in Appendix A, one can derive a two dimensional

EOS relating the applied F to the surface area for any 2D material:

F(A) = −2 γ0

[
ε+ (1− γ′0) ε2 +

2

3

(
(1− γ′0)(2− γ′0) + γ0 γ

′′
0

)
ε3
]
, (6.4)

where the equibiaxial Eulerian strain is given by

ε =
1

2

[
1− A0

A

]
, (6.5)
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and A0, γ0, γ
′
0 and γ′′0 are the equilibrium values for the unit cell area, layer modulus,

the force per unit length derivative and second derivative of the layer modulus at F= 0.

Integrating Eqn. 6.4 with respect to A, the energy EOS is obtained,

E(A) = E0 + 4A0 γ0

[
1

2
ε2 +

1

3
(5− γ′0) ε3 +

1

6

(
(1− γ′0) (8− γ′0) + γ0 γ

′′
0 + 18

)
ε4
]
,

which can be fitted to hydrostatic expansion and compression data to extract A0, γ0,

γ′0 and γ′′0 . The resulting γ versus F curve is then given by

γ(F) = γ0 + γ′0 F +
1

2
γ′′0 F

2. (6.6)

The fitted energy vs area curves of various candidate allotropes will give an indica-

tion of the presence of phase transitions between structures.

6.1.2 Elastic theory

In-plane stress is related to in-plane strain through the elastic constants where σ1
σ2
σ6

 =

 c11 c12 c16
c12 c22 c26
c16 c26 c66

 ε1
ε2

2 ε6

 (6.7)

The four non-zero 2D elastic constants for square, rectangular or hexagonal lattices

are c11, c22, c12 and c66 (using the standard Voigt notation: 1-xx, 2-yy, 6-xy) where,

due to symmetry, the square and hexagonal structures have c11 = c22 and hexagonal

structures have the additional relation that c66 = 1
2(c11 − c12). The units for the elastic

constants are the same as F.

In terms of these elastic constants, the layer modulus is

γ =
1

4
(c11 + c22 + 2 c12), (6.8)

the 2D Young’s moduli (in-plane stiffness) for strains in the Cartesian [10] and [01]

directions are

Y 2D
[10] =

c11 c22 − c212
c22

and Y 2D
[01] =

c11 c22 − c212
c11

, (6.9)

the corresponding Poisson ratios are

ν2D[10] = c12/c22 and ν2D[01] = c12/c11,
(6.10)
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and 2D shear modulus is

G2D = c66. (6.11)

For isotropic materials, the 2D Young’s modulus and Poisson ratio are defined by

the following relations [81]

Y 2D =
4γ G2D

γ +G2D
(6.12)

ν2D =
γ −G2D

γ +G2D
. (6.13)

It can be easily shown that Eqns. 6.9 and 6.10 for hexagonal structures are equivalent

to Eqns. 6.12 and 6.13 indicating that these structures are truly isotropic. Using this

fact, a measure of anisotropy can be defined where

ISO =
4c66

c11 + c22 − 2c12
(6.14)

with a value of ISO = 1 indicating full isotropy.

Since the modulus equations apply only to the underlying 2D lattice of the material,

they ignore the fact that the material has an out-of-plane thickness t. They can be

re-expressed in the bulk units of Nm−2 by dividing the desired modulus by the material

thickness.

6.1.3 Computational details

All calculations were done within the framework of density functional theory [88] (DFT)

using the PAW [113] formalism as implemented in VASP [101]. The PBE GGA exchange-

correlation functional [96] is used except for multi-layer graphene where LDA was used

since it better incorporates the bonding between layers. The k-point sampling was

done on a 10×10×1 Monkhorst-Pack [105] grid for honeycomb and layered graphene

structures. A grid of 4×4×1 was used for structures with 4 or 8 atom unit cells and

2×2×1 for 18 atom unit cells. The total energy calculations were converged to within

10−5 eV and the Fermi distribution function with a smearing parameter 0.2 eV was

used to integrate the bands at the Fermi level. Each structure was relaxed so that the

forces converged to within 0.01 eV Å−1.

In all cases, a kinetic energy cut-off of 500 eV was used. For the monolayer materials

and 2-graphene, the unit cell height was set to c= 15 Å in order to prevent spurious

interactions between unit cells repeating perpendicular to the layer plane. A height of
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20 Å was used for 3-graphene and a height of 30 Å for 4-graphene to incorporate the

extra layers while still preventing these interactions.

Elastic constants were obtained using the method of least-squares fit [120] as imple-

mented in the MedeA-MT module. Phonon dispersions were obtained using the direct

method as implemented in the MedeA-PHONON [126] module.

6.2 Results and discussion

6.2.1 Structures considered

In this study, C, SiC and Si in the honeycomb structure, off-50:50 SiC2 as well as the

four allotropes of graphene shown in Fig. 6.1 were considered. Multi-layered graphene

was also studied to investigate layer effects.

The relaxed honeycomb structures gave lattice constants calculated in GGA of

2.47 Å, 3.10 Å, and 3.87 Å for C, SiC, and Si respectively. These values are in good

agreement with the LDA results of 2.46 Å, 3.07 Å, and 3.83 Å given by Ref. [84] with

them being slightly higher as is expected with GGA. Graphene and SiC are planar

structures, whereas Si is buckled. Sahin et al. [84] calculated a buckling parameter of

∆Si = 0.44 Å for Si which is similar to the value calculated here of 0.45 Å.

Fig. 6.1a shows the structure for C1 where the planar surface consists of distorted

heptagons and pentagons with 8 atoms per unit cell and cmm symmetry. This struc-

ture, called pentaheptite, has been previously studied using tight-binding methods

which predict it to be metallic [154,157]. The relaxed optimized structure has unit cell

parameters of a= 7.48 Å and b= 4.75 Å with an internal angle of 38.05◦ which corre-

sponds to a rectangular conventional cell of a= 7.48 Å and b= 5.86 Å. This compares

well with the values of a= 7.54 Å and b= 4.78 Å obtained by Crespi et al. [154] and

the conventional cell values of a= 7.56 Å and b= 5.70 Å obtained by Enyashin and

Ivanovskii [157]. Each pentagon is symmetrical about a mid-line that bisects an angle

of 105.4◦. The angles in circular order are 105.4◦, 106.9◦, 110.4◦, 110.4◦, and 106.9◦

all which are distorted from the ideal value of 108◦ giving an MAO of 2.2%. Each

heptagon is symmetrical about a mid-line bisecting an angle of 139.2◦ with angles in

circular order of 139.2◦, 122.7◦, 130.4◦, 127.3◦, 127.3◦, 130.4◦, and 122.7◦ all distorted

from the ideal value of 128.6◦ giving an MAO of 3.2%. The average bond distance is

dC−C = 1.43 Å.
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(a) 2x2 supercell (b) 2x2 supercell

(c) 2x2 supercell (d) 2x2 supercell

Figure 6.1: The four graphene allotropes: (a) C1 (pentaheptite) consisting of pentagons

and heptagons (b) C2 consisting of squares and octagons (c) C3 consisting of triangles and

enneagons (d) C4 (graphdiyne) consisting of two acetylenic linkages between hexagons.
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The anisotropic graphene allotrope C2 shown in Fig. 6.1b is predicted to be a planar

metallic [157] structure composed of squares connecting distorted octagons with 4 atoms

per unit cell and p4m symmetry. The relaxed unit cell lattice parameter of a= 3.45 Å

compares well with the value of 3.47 Å obtained by Ref. [157]. The internal angles for

the octagons all have the same ideal value of 135◦ and the squares have dC−C = 1.46 Å.

The average bond distance is dC−C = 1.44 Å.

The graphene allotrope C3, shown in Fig. 6.1c, is obtained from the honeycomb

structure by replacing the second atom in the unit cell by a group of three atoms in an

equilateral triangular cluster giving 4 atoms per unit cell with p3m1 symmetry. The

relaxed planar structure has a cell parameter of a= 3.84 Å with the triangle having

dC−C = 1.40 Å. The average bond length is dC−C = 1.41 Å.

The C4 shown in Fig. 6.1d is known as graphdiyne [160] and consists of hexagons

connected together by two acetylenic linkages in p6m symmetry forming a planar struc-

ture. This allotrope is predicted to be metallic [161,157] and has recently been synthesized

using a cross-coupling reaction [162]. The relaxed structure has a lattice parameter of

a= 9.47 Å which compares well with the value of 9.44 Å obtained by Ref. [161] using

a full potential LDA linear combination of atomic orbitals (LCAO) method. Each

hexagon has dC−C = 1.43 Å while the acetylenic linkages have C-C bond lengths going

between each hexagon of 1.40 Å, 1.23 Å, 1.34 Å, 1.23 Å and 1.40 Å.

The monolayer and multi-layered graphene structures used to study layer effects

all had the same LDA calculated lattice parameter of a = 2.45 Å with the multi-

layered structures having a layer thickness of 3.33 Å in the conventional Bernal stacking

arrangement.

The planar-SiC2 structure (silagraphene) , shown in Fig. 6.2, has pmm symmetry

with three atoms per unit cell with a carbon pair in the middle and a silicon at (0,0).

The relaxed structure has lattice parameters a=2.84 Å and b=3.92 Å which compare

well with values of a=2.864 Å and b=3.879 Å by Li et al. who used the DMol code

with the PW91 GGA functional. The charge density and ELF plot in Fig. 6.2 are

very reminiscent of those found for glitter-SiC2, with the same features. The structure

has very similar bond lengths of dC−C=1.33 Å (the same as the double carbon bond

in ethylene) and dSi−C=1.92 Å (slightly larger than the single Si-C bond in 3C-SiC).

It has a trigonal bonding angle of C-Ĉ-Si=132.04◦ and the angles C-Ŝi-C=95.25◦ and

C-Ŝi-C=84.76◦ defining the planar tetra-coordinate bonding around each silicon atom.
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Figure 6.2: Planar SiC2 structure - Showing a 4x4 supercell (black carbon atoms and

white silicons) with a charge density plot (left) and an ELF plot (middle).

6.2.2 Mechanical properties

Bulk equations of state such as the Birch equation, are only valid for expansions and

compressions in a range ±10% about the equilibrium volume. The range of validity

for the 2D energy EOS was found by fitting energy versus unit cell area points for

graphene. Calculations were done for 14 points in the range of 90% to 170% of the

expected equilibrium area. 1 One fit used 9 points within 10% on either side of the

expected equilibrium point while a second fit used the entire range. These are shown

in Fig. 6.3 with the first fit shown as a dashed line and the second shown as a solid

line. Although both fits overlap within the ±10% range as shown by the insert plot

for this range, it is clear that the narrower fit deviates from the calculated data points

for predicted expansions beyond about 130%∼140% of the equilibrium area. The first

fit gave EOS fit parameters of equilibrium lattice constant a=2.47 Å, layer modulus of

γ=206.7 Nm−1, force per unit length derivative γ′=4.33, double force per unit length

derivative γ′′=-0.0306 mN−1 and a cohesive energy per atom pair of 15.2 eV while the

second fit gave a=2.47 Å, γ=207.1 Nm−1, γ′=3.93, γ′′=-0.0670 mN−1 and the same

cohesive energy. These fit parameters can be used in Eqn. 6.4 to predict the F(A)

curves for each fit. Fig. 6.4 shows these curves for graphene using the two different sets

of EOS fit parameters. The dashed line is the curve predicted by the first fit while the

1It should be noted that when compressed graphene with an area in the range 90-100% was given

an artificial buckling, the atoms relaxed back into a fully planar structure
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Figure 6.3: Graphene EOS fit - Showing total energy versus relative area A/A0. Solid

line shows fit for all 14 calculated points in the range 0.9 < A/A0 < 1.7 (insert shows detail)

and dashed line shows fit for first 9 points in the range 0.9 < A/A0 < 1.1 extended to 1.7.

solid line is that for the larger fit. The solid data points are the force per unit length

values calculated by VASP at each unit cell area point. The figure shows that the two

curves pass through the calculated F points up to A/A0 ∼ 1.10 but that the curve

based on the larger fit deviates from the points beyond A/A0 ∼ 1.15. For this reason,

it was decided to use the shorter range of ±10% to obtain EOS fit parameters for all

materials.

The EOS fits in the upper section of Table 6.1 for the monolayer honeycomb struc-

tures and silagraphene are listed in order of decreasing layer modulus. They give lattice

constant values that are identical to those obtained by structural relaxation. The re-

sults for SiC2 were obtained by keeping the ratio of the lattice parameters a and b fixed

at the value obtained by structural relaxation thereby creating isotropic bi-axial strain

(only the atoms were relaxed at each area value).

The results show that graphene is the most resilient to stretching with a value of
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Table 6.1: EOS fit parameters for honeycomb structures, graphene allotropes and lay-

ered graphene (equilibrium area per atom pair A0 in Å2, lattice constants a and b, relaxed

interlayer distance t and buckling parameter ∆ in Å, layer modulus γ0 in Nm−1, γ′0 dimen-

sionless, γ′′0 in mN−1, cohesive energy per atom pair Ecoh in eV.

A0 a b γ0 γ′0 γ′′0 Ecoh

C 5.277 2.47 206.6 4.33 -0.0306 15.2

SiC 8.303 3.10 116.5 4.79 -0.0688 11.2

SiC2 11.13 2.84 3.92 114.5 5.68 -0.138 18.0

Si 12.959 3.87a 44.5 1.79 -0.6826 7.2

C1 5.480 7.48 4.75 192.3 4.35 -0.0338 14.7

C2 5.944 3.45 174.7 4.33 -0.0361 14.2

C3 6.399 3.84 153.2 4.55 -0.0511 13.8

C4 8.629 9.47 110.2 4.51 -0.0742 13.7

4-graphene (LDA) 5.187 2.45b 863.4 4.29 -0.0072 17.0

3-graphene (LDA) 5.187 2.45b 647.6 4.29 -0.0096 17.0

2-graphene (LDA) 5.187 2.45b 431.8 4.28 -0.0146 17.0

graphene (LDA) 5.186 2.45 215.9 4.28 -0.0286 17.0

a∆ = 0.45
b atom relaxation for 2D EOS gave t = 3.33
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Figure 6.4: Graphene F versus relative area - Force per unit length versus rel-

ative area (A/A0) for graphene showing a dashed line for the curve predicted by the

0.9 < A/A0 < 1.1 EOS fit and a solid line for the 0.9 < A/A0 < 1.7 prediction. Solid circles

indicate calculated F.

γC = 206.6 Nm−1. This is in agreement with the estimated average value of 209.4 Nm−1

derived from the value of β0 for graphite measured by Hanfland et al. with their

linear Murnaghan EOS. Second is SiC with a value of γSiC = 116.5 Nm−1 which is

56% that of C followed by γSiC2 = 114.5 Nm−1 being 54% that of graphene. The value

for silagraphene is almost the same as that for SiC therefore they should have similar

strength properties. The value for buckled Si is γSi = 44.5 Nm−1, which is substantially

lower than the result for graphene. This establishes the relative expandability of these

materials with Si being the most expandible and graphene the least and it verifies that

graphene is an ideal material to use in applications that require structural integrity and

a rigid membrane.

The results for the graphene allotropes are shown in the middle section of Table 6.1

The results for C1 were also obtained by using isotropic bi-axial strain.
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The layer modulus values decrease from C→C1→C2→C3→C4 with values of

γC1 = 192.3 Nm−1, γC2 = 174.7 Nm−1, γC3 = 153.2 Nm−1 and γC4 = 110.2 Nm−1. This

establishes the relative expandability of these graphene allotropes with C4 being the

most expandible and graphene the least. The EOS fits shown in Fig. 6.5 show graphene

as the most energetically stable 2D carbon allotrope with a possible phase transition ex-

isting from graphene to C4 at F= -7.0 Nm−1. Although, it is more likely that graphene

will continue to stretch to failure rather than undergo such a transition since it will be

shown in 6.2.4 that no soft mode is observed near the expected transition pressure.
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Figure 6.5: Graphene allotrope phase transition - EOS for graphene and four al-

lotropes showing a phase transition from graphene to C4 at F= -7.0 Nm−1.

The force per unit length derivatives of γ for the honeycomb planar structures

are γ′C=4.33 and γ′SiC=4.79 with |γ′′| < 0.0688 mN−1. This means that according to

Eq. A.2, the layer moduli for these materials change in a similar near-linear manner

in response to small changes in F around their equilibrium structures. The buckled

structure of Si and SiC2 react in a more parabolic manner with the layer modulus for
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Si having more curvature than SiC2 since |γ′′SiC2
| < |γ′′Si|. This is the result of the

buckling only found in Si.

The lower section of Table 6.1 shows the LDA EOS fits for 1, 2, 3 and 4 lay-

ered graphene. The layer modulus for 2-graphene is exactly twice that of monolayer

graphene with a value of 431.8 Nm−1 while 3-graphene and 4-graphene have values

exactly three times and four times as much respectively. This establishes γ as a true

property of layered structures with its value scaling with the number of atomic layers n

as γ = 215.9n. The material becomes more resilient to stretching with the addition of

extra layers as would be expected. All have values for γ′ around 4.28 indicating that to

first order, the layer modulus for these layered structures all change by the same amount

for the same change in F. The values for γ′′ are inversely proportional to the number of

layers scaling as γ′′ = −0.0286/n. This indicates that γ(F) becomes increasingly linear

around the equilibrium value with an increase in the number of layers.

The calculated cohesive energies per atom pair show a general decreasing trend

going down the column with C having the largest value and Si the lowest (except

silagraphene which has the highest value). The values for honeycomb C, SiC and Si

are lower than the values of 20.08 eV, 15.25 eV, and 10.32 eV given by Şahin et al. [84]

due to the under binding nature of GGA. The value of 18.0 eV for silagraphene is very

close to the value of 18.12 eV calculated by Li et al. [159]. The C allotropes have similar

cohesive energies as do the layered graphenes.

6.2.3 Elastic properties

The two-dimensional elastic constants cij were obtained by first doing a least-squares fit

on various ab initio stress calculations for carefully chosen strain states on the relaxed

volume unit cell to extract the bulk elastic constants [120]. These were then multiplied

by the unit cell height to obtain the corresponding 2D values. Due to the increased

length of the unit cell heights, all bulk elastic constants containing 4 or 5 in their

subscripts equated to zero within the numerical error of the fit. Monolayer materials

also had all elastic constants containing 3 in their subscripts calculated to zero.

The elastic constants for the various structures and other derived elastic properties

are listed in Table 6.2. For all structures, the principle-minors of the stiffness matrix

and the calculated modulus values are all positive indicating elastic stability. The values
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for the anisotropic measure ISO indicate that the only three anisotropic materials are

silagraphene, C1 and C2 with all other structures being fully isotropic.

In order to validate the method used, the results for C and Si were compared to

previous calculations and results based on available experimental data. The results for

graphene compare very well with those of Wei et al. [163] who used a least-squares fit of

Cauchy stress calculations done in VASP using the PBE GGA functional. As with this

method, they converted bulk volume unit cell values to planar values by multiplying

by the cell height. As can be seen in Table 6.2, the values in Ref. [163] for the elastic

constants, the moduli and the Poisson ratio are very close. The values also compare

reasonably well with those derived from elastic constant estimates taken from inelastic

x-ray data for graphite [142] and the calculated value of 342.2 Nm−1 for the 2D Young’s

modulus compares well to the experimental value of 340±50 Nm−1 measured by Lee et

al. [83] For the non-planar Si, the values for the elastic constants, moduli and Poisson

ratio compare very well with those calculated by Zhang and Wang [164] who used various

strain-energy LDA calculations to obtain their elastic constants.

The first thing that is apparent about the values in Table 6.2 is that the γcalc

values derived from the elastic constants are almost exactly the same as the layer

modulus values obtained from the EOS fits (shown in brackets). In the case of C1

and silagraphene, the calculated values matched the EOS values obtained by isotropic

bi-axial strain. This independently establishes that the 2D EOS correctly determines

the layer modulus for planar 2D materials as well as buckled and layered quasi-two

dimensional systems.

The elastic properties for the three honeycomb systems and silagraphene are shown

in the top section of Table 6.2, the graphene allotropes in the middle section and the

layered graphenes on the bottom.

For the honeycomb structures, all the moduli show a decreasing trend going down

the columns from C→ SiC→ Si. The Young’s moduli values of 342.2 Nm−1, 163.5 Nm−1

and 60.6 Nm−1 are in general agreement with the LDA values of 335 Nm−1, 166 Nm−1

and 62 Nm−1 given by Şahin et al. [84]. The Poisson ratios show an increasing trend.

Since these structures are isostructural, these trends are indicative of the relative bond-

ing strengths between the atoms and not of the geometry of the materials except in the

case of Si where the added effect of surface buckling further reduces its elastic moduli.
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The values for silagraphene show that the Young’s modulus has an anisotropy due

to the symmetry. It is more resistant to stretching in the [01] direction due to the

strong C-C bond. The averaged value of 183.0 Nm−1 is larger than the value for SiC.

The shear modulus is lower than SiC due to the fact that the honeycomb structure is

very rigid compared to that of SiC2. The Poisson ratio in the [01] direction is basically

the same as SiC whereas the value for the [10] direction is lower due to the C-C bond.

(a) 2x2 supercell for C20 (b) 2x2 supercell for C2π
4

Figure 6.6: The graphene allotrope C2: (a) C20 showing the unrotated state (b) C2π
4

showing the rotated state with a rotation angle of π
4 .

The C1 structure has anisotropic Young’s modulus values of Y 2D
[10] = 295.5 Nm−1 and

Y 2D
[01] = 310.4 Nm−1. Due to the fact that the pentagons are symmetrical about their

y-axis and the enneagons about their x-axis, C1 is slightly more structurally rigid to

elongations along the [01] direction. The averaged Young’s modulus of 303.0 Nm−1 is

88% that of graphene.

The C2 structure seems isotropic on inspection due to its square symmetry. In

order to test this, calculations were done on the unrotated structure shown in Fig. 6.6a

and a rotated structure with the [10] and [01] directions rotated by π
4 as shown in

Fig. 6.6b. It is clear that the anisotropic Young’s modulus, shear modulus and Poisson

ratio values in Table. 6.2 are vastly different between the unrotated case (C20) and the

rotated case (C2π
4
). This large anisotropy can be seen in the calculated ISO values.

As is expected, the values for γ are the same for both cases. If one then uses Eqns. 6.12
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and 6.13 with the respective layer modulus and shear modulus values to calculated the

supposed isotropic values for the Young’s modulus and Poisson ratio, then C20 has

values of Y 2D=153.3 Nm−1 and ν2D=0.562, while those for C2π
4

are Y 2D=294.4 Nm−1

and ν2D=0.159. Clearly this is not an isotropic material. In fact, it seems as if the

anisotropic values for the unrotated case match the isotropic values for the rotated

case and vice-versa. The orientation of the uni-axial strain is important in determining

this materials stiffness with it being more rigid in its unrotated state with a value

approximately twice that of the rotated case. The reason for this is whereas C20 has

strong bonds between each square that are orientated along the [01] and [10] uni-axial

strain directions, C2π4 has these connections angled with respect to the rotated [01] and

[10] directions which are prone to bending under uni-axial strain in these directions.

Isotropic C3 has a Young’s modulus value 54% that of graphene. This is due to

increased bond bending as compared to the graphene and C1.

Isotropic C4 has the lowest Young’s modulus value, it being 35% that of graphene

and 66% that of C3. The long acetylenic linkages cause structural weakness compared

the other more compact structures.

Graphene has the highest shear modulus due to the fact that its honeycomb struc-

ture is very rigid. The shear modulus of C1 is ∼81% that of graphene due to its strong

network of slightly distorted polygons. For C20, the bonds that make it very stiff to

uni-axial strain are less resistant to shear whereas for C2π
4
, the angled bonds that made

this orientation less stiff, make it more rigid to shear. There seems to be a trade-off

between the two modulus values that depends on the orientation of the uni-axial direc-

tions. The shear moduli of C3 is more than half that of graphene showing it to be more

prone to bond bending under shear strain. Even through C4 has a generalized honey-

comb structure similar to graphene, it has a shear modulus ∼30% that of graphene due

the long acetylenic chains making up this structure. The Poisson ratio for C3 and C4

are significantly higher than C1 and whereas that for C2 depends on the orientation of

the uni-axial strain. These results show that of all the allotropes, metallic C1 would

best compliment graphene for nano-applications since both have comparable moduli,

and therefore similar hardness properties.

The last section of Table 6.2 shows the results for the layered graphene structures.

The elastic constants c11, c22, c12 and c66 (and therefore all derived elastic moduli)

scale in the same manner as found for γ. The Poisson ratios for the layered materials

160

 
 
 



are in the range 0.185≤ ν ≤ 0.188 showing that the widths of the materials all decrease

the same with the same amount of linear strain.

For isotropic hexagonal materials, the Young’s and shear moduli rank in the same

order as the layer modulus making comparisons between materials straightforward. For

anisotropic materials, these moduli depend on the orientation of the material making

comparisons difficult. It would be useful to be able to place upper and lower bounds

on these values. For these reasons, the layer modulus is a good and simple measure of

the relative hardness of 2D materials.

6.2.4 Intrinsic strength

When a 2D material is stretched, the applied stress increases with the strain until it

reaches a maximum beyond which the stress decreases. This extremum point indicates

the isotropic intrinsic stress and strain for the material at which point the material

fails. These values can be obtained by using Eqn. 6.4 with the fit parameters from the

2D EOS fit for a given material. Fig. 6.7 shows the stress (negative F) versus relative

area (A/A0) curves for graphene using two different EOS fits. The dashed curve is from

a fit over the range 0.9 < A/A0 < 1.1 and predicts a breaking stress of 32.5 Nm−1 at an

area 47.7% larger than the equilibrium value. The onset of soft modes in the calculated

phonon dispersion occurs when the structure is compressed below its equilibrium area

and when it is stretched to A/A0 = 1.340 (the solid vertical line in Fig. 6.7). 1 The

stress curve over estimates this range of stability by 10.2%. The solid curve in Fig.6.7

uses an EOS fit that has the previously predicted relative area of 1.477 as an upper

bound. It predicts a slightly lower failure stress of 29.4 Nm−1 at a relative area of

1.372. This predicted area is closer to the phonon prediction, being only 2.4% higher.

The predicted results using this method are summarized in Table 6.3. The materials

in the upper section are listed in order of decreasing layer modulus. The relative area

and breaking stress xA and σA are based on a ± 10% EOS fit while xB and σB use the

extended range. The predicted phonon results for selected examples of planar, buckled

and layered materials are compared to the EOS predictions by calculating the relative

percentage difference between the two.

1Nowhere in this stretching range does a soft mode appear at the previously mentioned pressure

phase transition at F=-7 Nm−1
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Table 6.3: Intrinsic strength based on EOS fits for honeycomb structures, silagraphene,

graphene allotropes and layered graphene (xA is the relative area at failure from EOS fit

over 0.9 < A/A0 < 1.1, σA is the hydrostatic stress at failure from same fit in Nm−1, xB

is the relative area at failure from EOS fit over 0.9 < A/A0 < xA, σB is the hydrostatic

stress at failure from same fit in Nm−1, xphonon is the relative area where the first onset

of a soft mode occurs in the phonon dispersion, RD is the relative percentage difference

between xB and xphonon.

xA σA xB σB xphonon RD (%)a

C 1.477 32.5 1.372 29.4 1.340 2.4

SiC 1.414 16.4 1.292 14.2 1.427 -9.5

SiC2 1.284 12.5 1.253 11.7

Si 1.301 6.6 1.201 4.9 1.420 -15.4

C1 1.469 30.0 1.278 24.3 1.309 -2.4

C2 1.464 27.5 1.298 22.7 1.309 -0.8

C3 1.422 22.3 1.304 19.4 1.308 -0.3

C4 1.414 16.0 1.307 14.0

4-graphene (LDA) 1.481 137.0 1.381 125.0

3-graphene (LDA) 1.481 102.8 1.381 93.8 1.32 4.6

2-graphene (LDA) 1.478 68.4 1.381 62.5 1.363 1.3

graphene (LDA) 1.483 34.4 1.383 31.3 1.363 1.5

a Relative difference;
xB−xphonon
xphonon

× 100%

162

 
 
 



0.9 1 1.1 1.2 1.3 1.4 1.5 1.6 1.7 1.8

A/A
0

-30

-20

-10

0

10

20

30

40

σ 
(N

 m
-1

)

Figure 6.7: Graphene stress versus relative area - Showing dashed line for

0.9 < A/A0 < 1.1 fit and solid line for 0.9 < A/A0 < 1.477 fit. Dotted and dot-dash lines

show predicted maximum values for each fit while solid vertical line is the value at which

the phonon dispersion has an onset of a soft mode at K.

The results in the upper two sections of Table 6.3 show that C, C1, C2 and C3

give predictions no greater than ∼ 3% off the phonon results while the results for SiC

and Si are more than 10% off. Of the elemental honeycomb structures only buckled

Si shows a vast discrepancy between the EOS prediction and phonon result. Binary

SiC also has a vast discrepancy between EOS and phonon predictions. The layered

materials of 2-graphene and 3-graphene show predicted EOS values no more than 5%

off the phonon values. The discrepancies are likely due to anharmonic effects that are

not accounted for by the phonon calculations when the structures are extended too far

from their equilibrium states.

The honeycomb structures in the upper section of Table 6.3 show decreasing intrinsic

stress σB in the same ranking order as their layer moduli with graphene having the

highest value of 29.4 Nm−1. SiC and silagraphene are second with comparable values
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that are 48% and 40% that of C with buckled Si having the lowest value, 17% that of

graphene.

The ordering of the intrinsic relative area xB goes in decreasing order from C→ SiC

→ Silagraphene → Si. Graphene fails at an area ∼40% greater than the equilibrium

value. SiC and silagraphene fail at areas ∼25 and 29% greater while Si fails at a relative

area 20% higher than its equilibrium value, about half that of C. These results indicate

that C is able to withstand greater isotropic strains than the other honeycomb materials

at a higher stress, a result reflected by its relatively high layer modulus. They also show

that the higher carbon content of silagraphene does not increase its strength compared

to SiC. This is reflected in the fact that their layer modulus values are very close.

The intrinsic stress values of the four graphene allotropes, shown in the middle

section of Table 6.3, decrease from C1 → C2 → C3 → C4 with C1 having a value 83%

that of graphene, C2 (77%), C3 (66%) and C4 a value 48%. This correlates well with

the ordering of their layer moduli. All of the structures fail at approximately the same

strain with an area ∼30% higher than their equilibrium values. This is slightly lower

than graphene, once again showing the honeycomb structure to be the strongest.

As with the elastic moduli, the intrinsic stress values of the layered graphene struc-

tures, shown in the lower section of Table 6.3, scale with the number of layers. The

values scale as σ = 31.2n where n is the number of layers present while the relative area

at failure remains fixed at ∼1.38 indicating these structures all fail at the same lattice

parameter of a= 2.88 Å. This shows that each added layer increases the strength of the

multi-layered structure but does not increase the amount of stretching the structure

can withstand.

6.3 Conclusions

In this study an equation of state (EOS) for 2D materials is proposed that equates

2D pressure (force per unit length F) with a change in surface area. This was then

used to fit energy versus area data to extract equilibrium fit parameters including

the layer modulus (symbol γ) which measures a material’s resilience to hydrostatic

stretching. The results for the monolayer systems of graphene, SiC and Si in the

isostructural honeycomb structure are given for comparison. For these structures, the

layer moduli were ranked showing graphene to be the most resilient to stretching with
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γC = 206.6 Nm−1 with the buckled structure of Si the least resilient. SiC2 was found

to be very comparable to SiC. It was found that γ(F) around F=0 is more linear for

honeycomb planar structures and more parabolic for buckled Si and silagraphene. Four

graphene allotropes were considered including pentaheptite and graphdiyne. For the

graphene allotropes, the ranking for γ in decreasing order went C1→C2→C3→C4 with

C1 (pentaheptite) having a value comparable to graphene. C4 (graphdiyne) was shown

to be the softest of the four. The EOS fits for these structures showed a possible,

though unlikely, phase transition from graphene to C4 at a force per unit length of

-7 Nm−1. Multi-layered graphene was considered and it was found that the curve γ(F)

is more linear around F= 0 as the number of layers is increased.

The planar elastic constants for all the structures were calculated and it was found

that the layer modulus derived from the elastic constants matched those from the

EOS fits, thereby independently verifying the EOS. The EOS was used to predict the

isotropic intrinsic strength of the various structures. The results show that the intrinsic

stress correlated well with the layer modulus with graphene having the highest intrinsic

strength of 29.4 Nm−1. The EOS showed that although silagraphene and SiC are

different elastically, their strengths are comparable due to the similarity of their layer

moduli.

These results show that the layer modulus is a good indicator of relative strength

for planar, buckled and layered 2D structures and is applicable to both isotropic and

anisotropic materials. They also show that the proposed EOS correctly extracts this

value as one of its fit parameters and is a useful tool to investigate a materials response

to F as well as to look for possible phase transitions.

The results of the last three chapters allow general conclusions to be drawn about

the Si-C systems investigated. These are given in the next chapter.
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7

General conclusions

This study involved the investigation of silicon-carbon systems. It was motivated by

the search for off-50:50 alloys and a way to quantify the strengths of 2D silicon-carbon

materials.

7.1 Elemental and 50:50 systems

The elemental and 50:50 silicon-carbon systems were investigated in order to validate

the ab initio methods used in this study as well as predict some under-reported prop-

erties for three previously proposed hypothetical allotropes of carbon. It was found

that the use of valence charge density and electron localization function plots accu-

rately determined bonding properties. Electronic properties could be used to further

describe bonding characteristics. Birch equation of state fits established that PBEsol

is a suitable functional for structural properties. The calculation of elastic properties

and phonon dispersions correctly determined the elastic stability for all structures as

well as predicted the stability of C4, supercubane and glitter-carbon. These results

verified PBEsol as a suitable functional to be used to determine elastic properties and

elastic/dynamic stability. The link between the elastic properties and structural bond-

ing was made. The moduli values for the various silicon allotropes were linked to the

amount of metallic bonding present, and in the case of carbon, the amount of bonding

distortion. Pressure phase transitions were validated for the silicon and SiC systems

and it was found that while LDA predicted the transition pressures with reasonable

accuracy, PBEsol was more accurate for the densely compacted high pressure phases.

For carbon, it was found that the three theoretical allotropes of C2, supercubane and
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glitter are not accessible under pressure from diamond but perhaps can be made from

graphite through such methods as shock compression. The phase transition between

3C-SiC and RS-SiC was verified but the predicted pressure transition was well below

the experimental value. It was thought that because this pressure transition involves a

drastic change in electronic structure, non-canceling errors in the two phases resulted

in this large bias in the predicted transition pressure.

7.2 Off-50:50 alloys

The search for off-50:50 alloys revealed that of the possible alloy combinations and

candidate structures considered, only the pyrite-FeS2, glitter-SiC2 and t-BC2 structures

for SiC2 were found to be elastically and dynamically stable. The first aim of this study

has been achieved.

The results show that carbon rich SiC2 has the greatest promise as a new material

that could be synthesized. The stiffness of the silicon dicarbide structures were found

to rank, in increasing order with 3C-SiC included for comparison, as glitter→ pyrite→
3C-SiC → t-SiC2. The modulus values for t-SiC2 were found to be very comparable to

3C-SiC since for both materials, all atoms are four-fold coordinated with t-SiC2 having

slightly distorted strong covalent tetrahedral bonding. Its bonding was found to give it

the highest bulk modulus of the three silicon dicarbide phases. Pyrite had a lower value

since one out of three atoms are six-fold coordinated and the bonding to the silicon

atoms has a strong ionic character. It has a higher modulus value than glitter due to

the fact that it contains near-perfect tetrahedral and near-perfect octahedral bonding,

whereas glitter has more distorted tetrahedral bonding with each carbon atom having

distorted trigonal bonding. The Poisson ratios for pyrite and glitter structures are

significantly greater than that for SiC, suggesting they have a higher ductility. These

structures exhibit metallic character whereas t-SiC2 is a semi-conductor with the pyrite

phase not being a simple metal because of the existence of an energy band gap above the

Fermi level. The glitter phase almost has the same electronic structure as a semi-metal

due to the existence of a depression in the density of states near the Fermi level.

Analysis of the instability of these three structures for silicon-rich Si2C revealed

some interesting observations. The Si-Si bonds and their corresponding longer bond

lengths results in more open unstable structures with even greater distortion in the
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tetrahedral, octahedral and trigonal bonding. From this observation, it seems likely that

carbon rich alloys are more favorable to their silicon-rich counterparts due to the smaller

size of the carbon atoms and the more compact carbon-carbon bonds which result in

less distorted bonding. The bonding in pyrite Si2C is weaker compared to stable SiC2

due to greater valence electron pair delocalization existing between the silicon atoms

and the six-fold coordinated carbons resulting in more metallic bonding. This is also

the case when comparing metallic t-Si2C to the covalently bonded, semi-conducting

t-SiC2. The trend for silicon-rich alloys is increased metallic nature, weakening the

bonding, and more open unstable structures with greater bond distortion.

7.3 2D systems and the novel EOS

The need to quantify the strengths of 2D Si-C materials led to the derivation of an

equation of state (EOS) that equates in-plane pressure (force per unit length F) with

a change in surface area. This was then used to extract equilibrium fit parameters

including the layer modulus (symbol γ) which measures a material’s resilience to hy-

drostatic stretching. It could now be used to rank the relative strengths of various 2D

materials thereby satisfying the second aim of this study.

Graphene was shown to be the most resilient to stretching with γC = 206.6 Nm−1

with the buckled structure of Si the least resilient. Silagraphene SiC2 was found to

be very comparable to SiC. It was found that γ(F) around F=0 is more linear for

honeycomb planar structures and more parabolic for buckled Si and silagraphene. Four

graphene allotropes were considered including pentaheptite and graphdiyne. For the

graphene allotropes, the ranking for γ in decreasing order went C1→C2→C3→C4 with

C1 (pentaheptite) having a value comparable to graphene. C4 (graphdiyne) was shown

to be the softest of the four. The EOS fits for these structures predict a phase transition

from graphene to C4 at a force per unit length of -7 Nm−1, although this transition

seems unlikely. Multi-layered graphene was considered and it was found that the curve

γ(F) is more linear around F= 0 as the number of layers is increased. The planar

elastic constants for all the structures were calculated and it was found that the layer

modulus derived from the elastic constants matched those from the EOS fits, thereby

independently verifying the EOS. It was also found, that in general, the other moduli

rank according to the layer modulus. The EOS was used to predict the isotropic intrinsic
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strength of the various structures. The results show that the intrinsic stress correlated

well with the layer modulus with graphene having the highest intrinsic strength of

29.4 Nm−1.

These results show that the layer modulus is a good indicator of relative hardness

in planar, buckled and layered 2D structures and that the proposed EOS correctly ex-

tracts this value as one of its fit parameters. Also, the EOS is a useful tool to investigate

a materials response to F and can be used to look for possible phase transitions.

7.4 Conclusion

Not only has this work demonstrated that, in principle, off-50:50 alloys of carbon and

silicon are plausible, it has also provided information on how the strength and elastic

properties of these materials are effected by increased silicon content. This has filled

in a significant lack of knowledge about these bulk systems.

The novel 2D equation of state presented here opens up new ways to study and

compare the strength properties of mono or multi-layered 2D materials, especially how

their resilience to isotropic stretching responds to in-plane pressure.

7.5 Future investigations

The work presented here leads to opportunities for further investigations. Future work

that involves using an evolutionary crystal structure search algorithm to identify can-

didate structures for other Si-C stoichiometries which can then be tested for stability

using the methods presented here is foreseen. This will indicate if, in general, carbon-

rich alloys are in fact more favorable. Experimentally it could then be investigated if

these compounds can be manufactured.

Further work on 2D systems will include studying how the effect of adatoms on

monolayer and layered graphenes change their mechanical properties. The use of var-

ious non-local exchange-correlation functionals on the calculation of the mechanical

properties of layered materials can be investigated and compared. The mechanical

properties of graphene with extended defects and “grain boundaries” can also be stud-

ied to see the effects of these structural features.
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Appendix A

Derivation of the 2D EOS

This derivation for the in-plane pressure and energy equation of states given in Eqn. 6.4

and Eqn. 6.1.1 used the seminal paper by Francis Birch as inspiration [123].

A point in a 2D material is displaced from an initial position (a1, a2) to a strained

position (x1, x2) where ui = xi − ai is the displacement vector. Considering a strain

composed of a hydrostatic strain defined by a universal scaling factor α and a homo-

geneous strain defined by four coefficients βij , the displacements can be written as

x1 = (1− α)[(1 + β11)a1 + β12a2]
x2 = (1− α)[(1 + β22)a2 + β21a1]

Ignoring higher order terms of βij , the ratio of the unstrained area and strained

area is

A0/A = (1− β11 − β22)/(1− α)2

Using Eulerian strain, where the strained coordinates are taken to be independent,

the strain components are defined as

εij = δijε+ βij(1− 2ε)

where (1− α)2 = (1− 2ε)−1.

Using the free energy defined in terms of the elastic constants

E = ρ0φ =
1

2
cijεiεj
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and the definition for stress

Tij = ρ

(
∂φ

∂εij
− 2εik

∂φ

∂εkj

)
under the condition of a hydrostatic strain, an expression for the hydrostatic in-

plane pressure is found

F = B1 ε+B2 ε
2 +B3 ε

4 + · · ·+Bn ε
n

where ε = 1
2(1−A0/A) and the coefficients contain elastic constants of various orders.

These coefficients are determined by using the following relations for the layer mod-

ulus, the first in-pressure derivative of the layer modulus and the second derivative of

the layer modulus

γ = −A∂F
∂A

γ′ =
∂γ

∂F
γ′′ =

∂γ′

∂F

Keeping only up to the cubic term in ε yields the following 2D equation of state

that relates the in-plane pressure to the surface area

F(A) = −2 γ0

[
ε+ (1− γ′0) ε2 +

2

3

(
(1− γ′0)(2− γ′0) + γ0 γ

′′
0

)
ε3
]
, (A.1)

where A0, γ0, γ
′
0 and γ′′0 are the equilibrium values for the unit cell area, layer modulus,

the force per unit length derivative and second derivative of the layer modulus at F= 0.

These parameters define the response of the layer modulus to in-plane pressure

where

γ(F) = γ0 + γ′0 F +
1

2
γ′′0 F

2. (A.2)

Using the fact that

F = −∂E
∂A

and integrating Eqn. A.1, the following energy equation of state is obtained

E(A) = E0 + 4A0 γ0

[
1

2
ε2 +

1

3
(5− γ′0) ε3 +

1

6

(
(1− γ′0) (8− γ′0) + γ0 γ

′′
0 + 18

)
ε4
]
.
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[49] P Käckell, B Wenzien, and F Bechstedt. Electronic properties of cubic and hexagonal

SiC polytypes from ab initio calculations. Physical Review B, 50(15):10761–10768, 1994.

[10]

176
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