
This table lists the variables contained the database data_base. mat together with a

description of each variable.

Matlab Variable Variable Description
i Wavelet level number 0.

j Variable number
x Dataset number
bipl index lev i Siplot level index
demap b1 lev i First layer bias values for the demapping neural network
demap b2 lev i Second layer bias values for the demapping neural network
demap f1 lev i First layer transfer function for the demapping neural network
demap f2 lev i Second layer transfer function for the demapping neural network
demap w1 lev i First layer weights for the demapping neural network
demap w2 lev i Second layer weights for the demapping neural network
ddeg varj Daubechies degree applied to each variable during wavelet analysis
fi It_va rj Reconstructed, thresholded signal
FSr level i Reduced linear principal component scores
Ipca I lev i Eigenvalues of covariance matrix
Ipca Ir lev i Reduced eigenvalues of covariance matrix
level thwc i Thresholded wavelet coefficients
Ipca scr lev i Linear principal component scores
Ipca_sumrLlev_i 1s, column: Proportion of total variability accounted for by each pc

2nd column: Cumulative variability
Ipca u lev i Linear principal loading (eigenvectors of the covariance matrix)
Ipca ur lev i Reduced principal loadings
map b1 lev i First layer bias values for the mapping neural network
map_b2JevJ Second layer bias values for the mapping neural network
map f1 lev i First layer transfer function for the mapping neural network
map_f2Jev i Second layer transfer function for the mapping neural network
map w1 lev i First layer weights for the mapping neural network
map_w2_lev_i Second layer weights for the mapping neural network
mra varj Multilevel reconstructed signal based on wavelet coefficients
mwsize_varj Maximum window size for wavelet analysis
newdata New data on which to test the final NLMSPCA model
newdatan Normalized new data
newdatas Standardized new data
nlpca b1 lev i First layer bias values for the input training neural network
nlpca_b2 lev_i Second layer bias values for the input training neural network
nlpca_f1_lev_i First layer transfer function for the input training neural network
nlpca f2 lev i Second layer transfer function for the input training neural network
nlpca_scrJev_i Nonlinear principal components generated from the input training

neural network
nlpca w1 lev i First layer weights for the input training neural network
nlpca_w2_lev_i Second layer weights for the input training neural network
num var Total number of variables
Num_pcs_x Number of principal components to retain
orig varj Original variables before normalization or standardization

 
 
 



testdata Validation data
testdatan Normalized validation data
testdatas Standardized validation data
th_leveU Thresholded wavelet coefficients for each level
thmra_varj Multilevel reconstructed signal based on thresholded wavelet

coefficients
thtype_varj Threshold type applied to each variable
traindata Training data used to train the NLMSPCA model
traindatan Normalized training data
traindatas Standardized training data
UUeveU Reduced linear principal component loadings
wlevels Total number of wavelet decomposition levels
wlevs_var_1 Number of wavelet decomposition levels applied to each variable

 
 
 



This appendix gives a short description of how the interfaces were created if
someone is interested in creating similar interfaces.

The following procedure creates the basic interface template on which to add
buttons, text boxes, etc.:

1. Create the background using Microsoft PowerPoint.
2. After creating the background, run the background as a PowerPoint presentation,

filling the whole screen.
3. Capture the screen by pressing the Alt and Print Screen keys on the keyboard

simultaneously.
4. Past the image in a picture editor, in this case Microsoft Picture Editor.
5. Cut out the part of the image that is needed and past it as a new image.
6. Save the image as a bitmap file.
7. From the Matlab prompt change to the directory containing your bitmap image.

» cd c:\asmVnterfacesVmages
8. Type the following command at the Matlab prompt

» [a, b] = imread('my_image.bmp');
» image(a);
» guide

This will display the image as a new figure and activate Guide Control Panel
which is the graphical user interface editor. The figure can be sized and scaled to
preference and is ready to be used as a background. Buttons, edit boxes, etc.
can be added on top of the image.

9. The best way to create such an interfac~.is to open an existing interface from the
Matlab command window and to type

» guide
which will launch the Guide Control Panel. Use the Property Editor and Callback
Editor to view the different properties and their values.

 
 
 



A few examples are provided to illustrate the most important parameters and their
values.

FileName:
'C :\AS M\monitor\1 nterfaces\setup\database
_fig.m'
Tag: dbfig
Name: Database Setup

FileName:
'C:\ASM\monitor\lnterfaces\int main.m'
Tag: int_01 -
Name: Advanced Monitoring System

Interface
background

Accept and
advance to
next interface
Specify name
of database

Interface
background

NumberTitle: 'Off
Resize: 'Off

'Ytick','[ ],
'Xtick','[ l',
'La er','Sottom'

'Ytick','[ ],
'Xtick','[l',
'La er','Sottom'
'Name','Advanced
Process Monitoring
System'
'NumberTitle', 'Off,
'Resize','Off

 
 
 



CData: a
int_01 -start_01 int_data [a,b]=imread('button Data selection

01.bm '; and Setu
CData : a

int_01_start_02 Int_wave [a,b]=imread('button Wavelet
02.bm '; Anal sis
CData: a

int_01 -start_03 InUpca_main [a,b]=imread('button LPCA
03.bm ';
CData : a

int_01 -start_04 Fig_05_main [a,b]=imread('button NLPCA
04.bm ';
CData : a

int_01 _start_05 [a, b]=imread ('button Demapping
05.bm ';
CData: a

int_01 -start_06 [a,b]=imread(bck_m
arb.bm ' ;
CData : a

int_01 -start_O? [a,b]=imread(bck_m
arb.bm ' ;
CData : a

int_01 -start_08 [a,b]=imread('button Monitoring
08.bm ';
CData : a

Int_01 _help_01 [a,b]=imread(bck_m
arb.bm ' ;
CData : a

int_01 _bckg_01 Bckgr_01_01 [a,b]=imread(bck_m Background
arb.bm ' ;
CData: a

int_01 -exit_01 Int_exit [a,b]=imread(bck_m Exit
arb.bm ' ;
CData:

int_01 -next_01 int_data bck_marb.bmp Next

View_01a

Callback Other Function

Background
image

Matlab variable
containing data

 
 
 



view_01 a_plot_01 Layer: top

Max
view_01 a_slid_01 ploC01a Min

SliderStep
Value

view_01 a_edit_01 int_main String

view_01 a_grid_01 grid_an_off String Grid on/off

view_01 a_hold_01 hold_an_off String Hold On/off

view_01 a_hold_01 Help

view_01 a_close_01 Close

Interface
background

Specify
wavelet level
to anal ze

Fig_05_push('net
w'

Display slider
value
Network
parameters
Dis la la er 1

Fig_05_push('trai
n'

Training
arameters

Fig_05_push('ep
och'

 
 
 



Simulate
network and
plot
comparisson
and error

Retain network
parameters if
results are
satisfacto

Number of
PC's
Number of
hidden nodes

Number of
variables
Input layer
transfer
function
Hidden layer
transfer
function
Output layer
transfer
function

 
 
 



Epochs
Fig_05a_ediC01 'Visible' ,'Off between

updating
dis la
Maximum

Fig_05a_ediC02 'Visible', 'Off number of
e ochs to train

Fig_05a_ediC03 'Visible', 'Off Sum-squared
error oal

Fig_05a_ediC04 'Visible' ,'Off Minimum
radient

Fig_05a_edit_05 'Visible', 'Off Initial value for
mu
Multiplier of

Fig_05a_ediC06 'Visible', 'Off increasing mu

Multiplier of
Fig_05a_ediC07 'Visible', 'Off decreasing mu

Fig_05a_edit_08 'Visible', 'Off Maximum
value for mu
Learining rate

Fig_05a_edit_09 'Visible', 'Off for input
trainin

Fig_05a_image_01 'Visible', 'Off

I LAYER 3 Fig_05_b 'Visible', 'Off

~
Fig_05b_line_01 'Visible', 'Off

Fig_05b_text_04 'Visible', 'Off Epoch string

Fig_05b_text_02 'Visible', 'Off Display epoch
number

Fig_05b_text_03 'Visible', 'Off Error string

Fig_05b_text_01 'Visible', 'Off Display SSE

 
 
 



ApPENDIXC

The purpose of the tag list is as folfows:
• It gives a summary of all the variables (total number and type) that had to be

considered when selecting the most important variables for modeling purposes.
• It gives an indication of the signal source which can be one of the following:

OP = controller output signal : Local
: Setpoint

SP = set point : (SP)
Process ~ •PV = process variable variable 0·

CR, CK, CS = calculated (PV)
~• • • • • • • • • • • • • FI Controller

Controller r---\ :
Output ~.c? (OPI

• The tag number gives an indication of the type of signal, i.e. 36P1 001 D.OP is a
pressure signal.

• The tag number also gives the process unit where the signal is generated,
36P1 001 D.OP indicates that the signal is generated in unit 36. If all the tags are
viewed it can be gathered that variables from many process units had to
considered which made it even more difficult since each unit is operated
independently.

• The shaded cells contain the variables that were used in the modeling and
indicate how they were calculated.

TAGLIST
NO TAG DESCRIPTION INFO
1 63P1001D.OP 43-8BAR LETDOWN VLV 1
2 63P1001E.OP 43-8BAR LETDOWN VLV 2
3 63P1001F.OP 43-8BAR LETDOWN VLV 3
4 63P1001G.OP 43-8BAR LETDOWN VLV 4
5 63P1005A.OP 43-4BAR LETDOWN VLV 1
6 50FIC140.PV 43 BAR STEAM FLOW Gasification exp
7 50FIC142.PV 43 BAR STEAM FLOW FASE 2 Gasification exp
8 10F0164.PV HP STEAM HEADER FLOW
9 10F2564.PV HP STEAM HEADER FLOW
10 20F1127.PV SATURATD HPSTM EXPORT
11 20F1239.PV HP SAT STEAM EXPORT
12 16F1036.PV ES115 REB STM FL Phenosolvan exp
13 23F2077.PV H.P.STM TO REB Benfield/Cold Sep exp
14 32F1034.PV HPSU STM TRAIN 1 Cat Cond/LPG Recovery exp
15 32F2034.PV HPSU STM TRAIN 2 Cat Cond/LPG Recovery exp
16 29F1006.PV HP STEAM TO ES-101B Light Oil Fractionation exp

 
 
 



17 29F1005.PV HP STEAM TO ES-101A Light Oil Fractionation exp
18 37F1023.PV FIC MEK DEH TWR ST CWU exp
19 37F1022.PV FIC ACETONE RECYC CWU exp
20 15F1028.PV HPSASTM' Naphta exp
21 35F1108.PV HPSA STM TO UNIT 35 Distillate HTU exp
22 27F1077.PV HP STM ES-109 Isomerisation exp
23 14F1003.PV HPSA STM TO RES Tarexp
24 14F2003.PV HPSA STM TO RES Tarexp
25 14F3003.PV HPSA STM TO RES Tarexp
26 14F4003.PV HPSA STM TO RES Tarexp
27 71F0126.PV 2500 kPa steam to VL 104 Acid Recovery exp
28 71 F0202.PV 2500 kPa steam to VL201 Acid Recovery exp
29 71 F0209.PV 2500 kPa steam to VL202 Acid Recovery exp
30 71 F0218.PV 2500 kPa steam to 71VL203 Acid Recovery exp
31 20F084.CS REACTION WATER
32 20F1111.CS T.T REACT H2O
33 20F1001A.PV PURE GAS FEED TRAIN 1
34 20F2001A.PV PURE GAS FEED'TRAIN 2
35 20F3001.PV PURE GAS FEED TRAIN 3
36 20F4001.PV PURE GAS FEED TRAIN 4
37 20F5001.PV PURE GAS FEED TRAIN 5
38 20F6001A.PV PURE GAS FEED TRAIN 6
39 20F7001A.PV PURE GAS FEED TRAIN 7
40 20F8001.PV PURE GAS FEED TRAIN 8
41 20F1002A.PV EXT RECYCLE FEED TRN 1
42 20F2002.PV H2 RICH REF.GAS TRAIN 2
43 20F3002.PV H2 RICH REF. GAS TR 3
44 20F4002A.PV EXT RECYCLE FEED TRN 4
45 20F5002.PV H2 RICH REF GAS TRAIN 5
46 20F6002A.PV EXT RECYCLE FEED TRN 6
47 20F7002A. PV EXT RECYCLE FEED TRN 7
48 20F8002.PV H2 RICH REF GAS TRAIN 8
49 20F0102.PV REF GAS FLOW TO PLANT
50 20F1080.PV TAILGAS PRODUCT TRAIN 1
51 20F2080.PV TAILGAS PRODUCT TRAIN 2
52 20F3080.PV TAILGAS PRODUCT TRAIN 3
53 20F4080.PV TAILGAS PRODUCT TRAIN 4
54 20F5080.PV TAILGAS PRODUCT TRAIN 5
55 20F6080.PV TAILGAS PRODUCT TRAIN 6
56 20F7080.PV TAILGAS PRODUCT TRAIN 7
57 20F8080.PV TAILGAS PRODUCT TRAIN 8
58 12F1003.PV PURE GAS FLOW TR1
59 12F2003.PV PURE GAS FLOW TR2
60 12F4003.PV PURE GAS FLOW TR4
61 12F5003.PV PURE GAS FLOWTR5
62 FOF1013A.PV S3 TO S2 PURE GAS
63 FOF1013S.PV S2 TO S3 PURE GAS

 
 
 



20F1092.PV
20F1096.PV
10K0146.CS
21K0168.CR
20K1001.CR
20K2001.CR
20K3001.CR
20K4001.CR
20K5001.CR
20K6001.CR
20K7001.CR
20K8001.CR
20F0101.CK
20F0102.CK

TAIL GAS WASH TWR OVHD A
TAIL GAS WASH TWR OVHD 8
TOT LPTYD.VERGSRS
TOTAAL
use for 20K1001A.CR
use for 20K1001A.CR
RUN STATUS TR3
RUN STATUS TR4
RUN STATUS TR5
RUN STATUS TR6
RUN STATUS TR7
RS901 on Line
TOT SUIWERGAS TO SYNTHOL
TOTAL REF GAS +H2

CALCULATED

Total gassifiers on line
Total reformers on line

70+72
(68+69+ 73+ 74)/[2]
71+75
1*[2.3379]
2*[2.3379]
3*[1.96695]
4*[1.96695]
5*[1.96248]
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SLO
Fractionation

Reformer
Cooling Trains

Tail Gas WlTowers
W/Compressors

Synthol
Cooling Trains

WEST FACTORY
PHASES AND TRAINS

PHASE 1

Reformed Gas •

PHASE 2• L Reformed Gas

i

PHASE 3• PHASE 4•

40 Gasifiers total ( 8 Ba~ks. 5 Gasifiers per Bank)
PHASE 1 PHASE 2

EAST FACTORY
PHASES AND TRAINS

02 Compressors
Cold Boxes
Air
Compressors

40 Gasifiers total ( 8 Ba~ks. 5 Gasifiers per Bank)
PHASE 3 ! PHASE 4
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