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Abstract

This work is the numerical analysis and computational companion of the paper by Kamgang and Sallet (Math. Biosc. 213 (2008), pp. 1–12) where threshold conditions for epidemiological models and the global stability of the disease-free equilibrium (DFE) are studied. We establish a discrete counterpart of the main continuous result that guarantees the global asymptotic stability (GAS) of the DFE for general epidemiological models. Then, we design nonstandard finite difference (NSFD) schemes in which the Metzler matrix structure of the continuous model is carefully incorporated and both Mickens’ rules (World Scientific, Singapore, 1994) on the denominator of the discrete derivative and the nonlocal approximation of nonlinear terms are used in an innovative way. As a result of these strategies, our NSFD schemes are proved to be dynamically consistent with the continuous model, i.e., they replicate their basic features, including the GAS of the DFE, the linear stability of the endemic equilibrium (EE), the positivity of the solutions, the dissipativity of the system, and its inherent conservation law. The general analysis is made detailed for the MSEIR model for which the NSFD theta method is implemented, with emphasis on the computational aspects such as its convergence, or local truncation error. Numerical simulations that illustrate the theory are provided.

AMS Subject Classification (2010): 65L12, 37M99, 92D30
1 Introduction

Dynamical systems are used extensively in the modeling of many natural phenomena; they constitute a central component in applied mathematics and their numerical simulations are of fundamental importance in gaining the correct qualitative and quantitative information on the systems (e.g., [55]). In this work, we study a class of dynamical systems that arise in epidemiology as compartmental models for the spread of various diseases. These models are in the form of initial-value problems for $n$-dimensional differential systems,

$$\frac{dx}{dt} = A(x)x + f, \quad x(0) = x_0,$$

where $x = x(t) : [0, \infty) \to \mathbb{R}^n$ represents the number or density of the populations in the different compartments, $x_0 \in \mathbb{R}^n$ is the vector of initial populations, and $f$ is a given vector function that includes the recruitment or birth rates. Usually, $A(x)$ is a nonlinear real $n \times n$ Metzler matrix. Often, it is possible to distinguish among the components of $x$ two sub-populations: the non-infected individuals (susceptible, recovered, etc.), represented by $y \in \mathbb{R}^{n_1}$, and the infected individuals, either latent or infectious, $z \in \mathbb{R}^{n_2}$ ($n_1 + n_2 = n$). Under suitable assumptions, classical mathematical theory asserts that for each $x_0$ the system (1) has a unique, positive, and maximal solution (see, e.g., [33] and [55]). Furthermore, it is possible to show that the system has equilibrium points, one of which is the Disease Free Equilibrium (DFE) that is the equilibrium state without infected individuals, which is important from the epidemiological point of view. Mathematically, we denote the stability number or the spectral bound of the Jacobian matrix $J$ of the right-hand side of (1), evaluated at the DFE by $\alpha(J)$, i.e.,

$$\alpha(J) \equiv \max \{ Re(\lambda) : \lambda \text{ eigenvalue of } J \}.$$

Then, it can be shown that when

$$\alpha(J) < 0,$$

the DFE is locally asymptotically stable. Condition (2) is in practice equivalent to the Kermack and McKendrick threshold condition ( [34]),

$$R_0 < 1,$$

where $R_0$ is the so-called ‘basic reproduction number’ associated with (1), which essentially is a basic stability number. Moreover, a locally asymptotically stable Endemic Equilibrium (EE) may exist when $R_0 > 1$. The local behaviour of the equilibrium states has been extensively studied in epidemiological models (see, e.g., [2,19,29,56,57]) and in general dynamical systems (see, e.g., [33,55]).
In epidemiological applications, it is important to know whether the DFE is globally asymptotically stable (GAS) under certain threshold conditions. Such information, in case of an epidemic, may be used to design an intervention procedure that would decrease the spread of the disease and eventually eradicate it. However, proving that the DFE is GAS can be very difficult. Various ways were developed to that end and the best known is to construct a Lyapunov function for the system under consideration, [35]. However, to construct such Lyapunov functions is very challenging in most problems of interest. These considerations led Kamgang and Sallet [32] to seek another way to prove that the DFE is GAS. In their paper, they obtained a necessary and sufficient condition for the global asymptotic stability of the DFE under reasonable assumptions.

In this work we follow Kamgang and Sallet [32], and reformulate (1), using the notation $x = (y, z)$, in the following manner,

$$\begin{align*}
\frac{dy}{dt} &= A_1(x) (y - y^*) + A_{12}(x) z, \\
\frac{dz}{dt} &= A_2(x) z,
\end{align*}$$

(3)

where $A_1(x)$ and $A_2(x)$ are square matrices of dimensions $n_1 \times n_1$ and $n_2 \times n_2$, respectively, $A_{12}(x)$ is an $n_1 \times n_2$ matrix, and $(y^*, 0) \in \mathbb{R}^{n_1} \times \mathbb{R}^{n_2}$ is the DFE of (3). They proved the following theorem, which can also be found in [18] under some restrictive assumptions:

**Theorem 1** Consider the system (3) on a positively invariant set $\Omega \subset \mathbb{R}_{+}^{n_1}$. Let the following assumptions hold:

$H_1$. The system is dissipative on $\Omega$.

$H_2$. The equilibrium $y^*$ of the sub-system

$$\frac{dy}{dt} = A_1(x)(y - y^*)$$

(4)

is globally asymptotically stable on the canonical projection of $\Omega$ on $\mathbb{R}_{+}^{n_1}$.

$H_3$. The matrix $A_2(x)$ is a Metzler matrix and is irreducible for each $x \in \Omega$.

$H_4$. There exists an upper bound matrix $\bar{A}_2$ (in the sense of pointwise order) for the set $\mathcal{M} = \{A_2(x) : x \in \Omega\}$ such that: either $\bar{A}_2 \notin \mathcal{M}$, or $\bar{A}_2 \in \mathcal{M}$ and for each $\bar{x} \in \Omega$ satisfying $\bar{A}_2 = A_2(\bar{x})$ necessarily $\bar{x} \in \mathbb{R}_{+}^{n_1} \times \{0\}$.

$H_5$. $\alpha(\bar{A}_2) \leq 0$.

Then, the DFE of (3) is GAS in $\Omega$. 
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Kamgang and Sallet, [32], also presented applications of Theorem 1 to various epidemiological problems, such as models for Tuberculosis and HIV, and we note that it was used in the study of models for vector-borne diseases, [21, 22].

Our study is based on Theorem 1 and aims primarily to construct numerical schemes, for systems of type (3), that preserve the global asymptotic stability of the DFE. A key feature of this study is to establish a discrete counterpart of Theorem 1. This guarantees that our numerical schemes are reliable, being dynamically consistent with respect to a wide range of properties of the continuous system (3). These include the dissipativity of the discrete schemes, positivity and boundedness of their solutions, conservation laws, among others. We note that the concept of topological dynamic consistency has been introduced in [12, 13], following the works [1, 49]. To that end, we use the Nonstandard Finite Difference (NSFD) method, which was initiated more than two decades ago by R.E. Mickens and has, since the publication of his monograph [44], shown great potential in replicating the dynamics of systems that arise in a variety of areas in science and engineering (see, e.g., the edited volumes [46, 47], the papers [4, 7, 25, 26], and also [31] for an overview and applications in Biosciences). Furthermore, the usefulness and reliability of the NSFD method in epidemiology is attested by the ever growing number of works over the past few years (see, e.g., [21, 22, 27, 28, 53]). The novel NSFD schemes presented here are variants of the theta-method, extending the NSFD forward and backward Euler schemes as well as related schemes that have been widely used in the literature. Moreover, our schemes reinforce the use of both Mickens’ rules regarding the denominator functions of the discrete derivatives and the nonlocal approximation of functions of dependent variables, the latter rule being implemented in an innovative way. Some of the results presented here were announced in the conference papers [3, 8, 9, 14].

The rest of this work is organized as follows. In the next section, we present a discrete analogue of Theorem 1 as a general result on the global asymptotic stability of the fixed-points of a general discrete dynamical system. In Section 3, we study general discrete approximations of epidemiological models. In view of the generality of these schemes, we make the underlying rules of the nonstandard approach more transparent in Section 4, within the concrete setting of the MSEIR model for which we investigate the nonstandard theta-method. We compare theoretically our results with some NSFD schemes that have been used in the literature. This comparative study is pursued computationally in Section 5, where we present various numerical simulations, which show the advantage of the nonstandard approach over the standard schemes such as the Runge-Kutta or BDF methods. Section 6 is devoted to concluding remarks. For the convenience of the reader, we summarize in Appendix 1 various facts about nonnegative matrices that are used repeatedly in the proofs. The proof of Theorem 2 can be found in Appendix 2.
2 GAS in discrete dynamical systems

Numerical computations of the equilibria of a dynamical system, such as (3), amount to an iteration process or a discrete dynamical system of the form

$$x^{k+1} = f(x^k),$$

where the given function $f : \Omega \subset \mathbb{R}^n_+ \rightarrow \mathbb{R}^n_+$ is sufficiently smooth. The study of (5) is quite involved because the Banach fixed-point theorem and related results, which are commonly used for such functional equations, do not apply. Indeed, even in the case of the continuous model (3), a technical result ([32, Lemma 4.1]) that is based on LaSalle’s invariance principle [16, 37], had to be used to prove the main result on the GAS of the DFE. We start by establishing a discrete analogue of an important lemma, following some of the ideas in [16]. We recall that a system is point dissipative if there exists a positively invariant compact set $K$ such that for each $x^0 \in \Omega$ the trajectory originating at $x^0$ is eventually in $K$. We have,

Theorem 2 Let $x^*$ be a fixed-point of the dynamical system (5). Assume that system (5) is point dissipative and that there exists a continuous function $V : \Omega \rightarrow \mathbb{R}$ such that

(i) $V$ is bounded from below on $\Omega$;
(ii) $V(f(x)) \leq V(x)$, $x \in \Omega$;
(iii) The fixed-point $x^*$ is GAS when system (5) is restricted to the set $\mathcal{L}$, which is the greatest invariant set contained in $\mathcal{E} = \{x \in \Omega : V(f(x)) = V(x)\}$.

Then, the fixed-point $x^*$ is globally asymptotically stable on the whole set $\Omega$.

For the sake of clarity of the presentation, the proof of Theorem 2 is provided in Appendix 2.

In what follows, we develop a method of proving that a fixed-point $x^*$ which is on the boundary of the cone $\mathbb{R}^n_+$ is globally asymptotically stable. More precisely, we reduce the question of whether or not $x^*$ is GAS to the question of whether the vector that contains only the nonzero components of $x^*$ is GAS for the reduced system. To that end, we assume that $x^*$ has $n_2$ components which are zero and let us rearrange the dimensions so that $x^* = (y^*, 0)^T$, where $n_1 = n - n_2$, and the $n_1$-dimensional vector $y^* = (y_1, ..., y_{n_1})^T$ has no zeros. Denoting $x = (y, z)$, $y \in \mathbb{R}^{n_1}$, $z \in \mathbb{R}^{n_2}$, we assume that system (5) has the following form, which is possible by using Taylor’s expansion about $(y^*, 0)$:

$$y^{k+1} = A_{1,h}(y^k, z^k)(y^k - y^*) + A_{12,h}(y^k, z^k)z^k,$$
$$z^{k+1} = A_{2,h}(y^k, z^k)z^k.$$
Here, \( h \) is a parameter (the time step), \( A_{1,h}(x) = A_{1,h}(y, z) \), \( A_{2,h}(x) = A_{2,h}(y, z) \) and
\( A_{12,h}(x) = A_{12,h}(y, z) \) are matrices obtained from (3) and are of the same orders.

Our discrete analogue of Theorem 1, for the dynamical system (6)–(7), is:

**Theorem 3** Let the system (6)–(7) satisfy the following conditions:

1. **D_1.** The system is dissipative on \( \Omega \subset \mathbb{R}^n_+ \).
2. **D_2.** The fixed-point \( y^* \) of the sub-system
   \[
   y^{k+1} = A_{1,h}(y^k, 0)(y^k - y^*)
   \]
   is GAS on the set \( \Omega_1 = \{ y \in \mathbb{R}^{n_1} : (y, 0) \in \Omega \} \).
3. **D_3.** The matrix \( A_{2,h}(y, z) \) is nonnegative for all \( (y, z) \in \Omega \).
4. **D_4.** There exists an irreducible matrix \( \overline{A} \), which is an upper bound for the set
   \( \mathcal{M} = \{ A_{2,h}(y, z) : (y, z) \in \Omega \} \).
5. **D_5.** The matrix \( \overline{A} \) is such that \( \rho(\overline{A}) \leq 1 \). In the case when \( \rho(\overline{A}) = 1 \), we assume that \( A_{2,h}(y, z) \gg 0 \), \( \forall (y, z) \in \Omega \) and, in addition, \( z \) reduces to the zero vector in \( \mathbb{R}^{n_2} \) if there exists a vector \( (y, z) \in \Omega \) such that \( A_{2,h}(y, z) = \overline{A} \).

Then, the fixed-point point \( (y^*, 0) \) of system (6)–(7) is GAS on \( \Omega \).

**Proof.** We use Theorem 2. Since \( \overline{A} \) is irreducible and nonnegative, using the Perron-Frobenius theorem (Theorem A-17 in Appendix 1) shows that there exists a positive vector \( v \in \mathbb{R}^{n_2} \) such that
\[
 v^T \overline{A} = \rho(\overline{A}) v^T. \tag{8}
\]

The smooth function \( V : \overline{\Omega} \to \mathbb{R}_+ \), given by
\[
 V(x) = (0, v)^T x, \tag{9}
\]
where \( 0 \in \mathbb{R}^{n_1} \), meets the requirements of Theorem 2. Indeed, writing the function \( f(x) \) in (5) in the form (6)–(7) we have,
\[
 0 \leq V(f(x)) = v^T A_{2,h}(y, z) z \leq v^T \overline{A} z = \rho(\overline{A}) v^T z \leq v^T z = V(x), \tag{10}
\]
by (8), (9), and (D_5). On the other hand, if \( \mathcal{L} \) is the largest invariant subset of
\[
 \mathcal{E} = \{ x = (y, z)^T \in \Omega : V(f(x)) = V(x) \} = \{ x \in \Omega : v^T A_{2,h}(y, z) z = v^T z \}, \tag{11}
\]
we show below that \( \mathcal{L} \subset \{ x = (y, z)^T \in \Omega : z = 0 \} = \Omega_1 \times \{ 0 \} \). To this end, we distinguish two cases in condition (D_5).
First, $\rho(\overline{A}) < 1$. If $(y, z)^T \in \mathcal{L}$, then, it follows from (10) and (11) that $\rho(\overline{A})v^Tz = v^Tz$, which implies that $v^Tz = 0$. Since the coordinates of $v$ are all positive and $z \geq 0$, we have $z = 0$. When $\rho(\overline{A}) = 1$, we fix $(y, z)^T \in \mathcal{E}$. If $A_{2,h}(y, z) = \overline{A}$, then \((D5)\) implies that $z = 0$. But if $A_{2,h}(y, z) \neq \overline{A}$, then Theorem A-18 yields,

$$\rho(A_{2,h}(x)) < \rho(\overline{A}) \leq 1,$$

which implies that the matrix $A_{2,h}(x) - I$ is nonsingular, hence, $v^T(A_{2,h}(x) - I) \neq 0$. Since $v$ is positive, (8) implies

$$v^T(A_{2,h}(x) - I) \leq v^T(\overline{A} - I) = 0.$$

It follows from (11) that

$$0 = v^T(A_{2,h}(x) - I))z.$$

Since $v^T(A_{2,h}(x) - I)) \leq 0$ and $z \geq 0$, a least one of the components of $z$ is zero. Thus, if $(y, z) \in \mathcal{E}$ then $z$ has a zero component. Now, let $(y, z) \in \mathcal{L}$, and since $\mathcal{L}$ is an invariant set we have that $f(y, z) \in \mathcal{L} \subseteq \mathcal{E}$, so the part $A_{2,h}(y, z)z$ of $f(y, z)$ has at least one zero component. Since all the entries of $A_{2,h}(y, z)$ are strictly positive, we have $z = 0$. This shows that condition (iii) in Theorem 2 holds. Consequently, $(y^*, 0)$ is a GAS fixed-point on $\Omega$.

**Remark 4** The major advantage of Theorem 3 is that checking the GAS of the DFE is simplified mainly to computational algebra aspects for matrices that are involved in the discrete system, instead of using Lyapunov functions. In this regard, the hypotheses in Theorem 1 compare fairly well with those in Theorem 3, apart from some refined assumptions that occur in the discrete case. In particular, the difficulty of the discrete critical case $\rho(\overline{A}) = 1$ motivates the level of technical assumptions made in \((D5)\) as well as in the proof of that part of Theorem 1 that deals with the continuous critical case $\alpha(\overline{A}_2) = 0$ in \((H_5)\). In practice, the critical case happens when the basic reproduction number $R_0$ is 1.

### 3 Nonstandard finite difference schemes

We consider a general system, which depending on the situation, will be used either in the form (1) or in the equivalent form (3). The validity of such systems as models for the spread of diseases are of paramount importance, and the hypotheses \((H_1)-(H_5)\) of Theorem 1 are motivated by the need to guarantee that their predictions are meaningful. More precisely, the validity of the model will be shown in three directions. The positivity of solutions and the dissipativity of the system depend on two explicit assumptions that occur often in applications. First, we assume for the system (1), that

$$\frac{dx_i}{dt} \geq 0 \text{ if } x_i = 0, \quad i = 1, \ldots, n.$$  \hspace{2cm} (12)
This requirement, which is met by most epidemiological models, implies that the solutions of (1) or (3) satisfy the obvious requirement from a population:

\[ x_i(t) \geq 0, \quad \forall t \geq 0, \quad i = 1, \ldots, n. \]

Secondly, we assume that \( A(x) \) in (1) is a compartmental matrix, which means the following ([30]): \( A(x) \) is a Metzler matrix and the entries of each column satisfy,

\[
\sum_{i=1}^{n} a_{ij}(x) \leq 0 \quad \text{for} \quad j = 1, 2, \ldots, n, \quad x \in \mathbb{R}_+^n. \tag{13}
\]

We require a bit more when the vector \( f \geq 0 \) in (1) is different from zero, namely, we assume the following structural condition: there exists \( p = \text{const.} > 0 \) such that

\[
\sum_{i=1}^{n} \sum_{j=1}^{n} a_{ij}(x)x_j \leq -p \sum_{j=1}^{n} x_j \quad \text{for} \quad x \in \mathbb{R}_+^n. \tag{14}
\]

Such structural conditions and more general ones are often used to show the dissipativity of a dynamical system (e.g., [55]). Then, (13) implies that \( a_{jj}(x) < 0 \), since the off-diagonal entries of the matrix \( A(x) \) are nonnegative. We define the total mass of the system by \( M(t) = \sum_{i=1}^{n} x_i(t) \), let \( F \equiv \sum_{i=1}^{n} f_i \), and introduce the number

\[
p_F \equiv \begin{cases} 
  p & \text{if } F > 0, \\
  0 & \text{if } F = 0.
\end{cases} \tag{15}
\]

By adding the equations in (1), the requirements (13) and (14) lead to the inequality

\[
\frac{dM}{dt} \leq -p_FM + F, \tag{16}
\]

which, following [50], is a conservation law. Several epidemiological models, especially those with constant overall population, satisfy condition (16).

We need the constant

\[
K_F \equiv \begin{cases} 
  \frac{F}{p_F} & \text{if } F > 0, \\
  K & \text{if } F = 0,
\end{cases} \tag{17}
\]

where \( K \) denotes the carrying capacity of the total population when \( F = 0 \).

Our compartmental system (1) is dissipative because, by the Gronwall inequality, the conservation law (16) implies that

\[
M(t) \leq M(0)e^{-p_Ft} + K_F(1 - e^{-p_Ft}) \leq K_F + M(0). \tag{18}
\]

Thus, the requirement \((H_1)\) in Theorem 1 is met and the biologically-feasible region of the model is:

\[
\Omega = \left\{ x \in \mathbb{R}_+^n : \sum_{i=1}^{n} x_i \leq K_F + M(0) \right\}. \tag{19}
\]
We note that finding solutions in the domain $\Omega$, (19), is the first key point in the validation of both the continuous model (1) and the forthcoming discrete models if they are to describe the spread of diseases. Note also that when $F = 0$, the stated dissipativity of the model could be understood in the sense that the total mass $M(t)$ is nonincreasing along the forward trajectories of the system, as is seen in (16).

Having specified the general setting, we turn to construct approximations $x^k$ of $x(t_k)$ at times $t_k = kh$, $k = 0, 1, 2, \ldots$, where $h > 0$ is the time step. It is instructive to start with the conservation law (16). On taking $t = t_{k+1}$ and setting $M^{k+1} = M(t_{k+1})$ in (18), simple manipulations show that the exact scheme (see [45]) for (16) is either

$$\frac{M^{k+1} - M^k}{1 - e^{-hp_F}} \leq -p_FM^k + F, \quad (20)$$

or,

$$\frac{M^{k+1} - M^k}{e^{hp_{F-1}} - p_F} \leq -p_FM^{k+1} + F, \quad (21)$$

where the nonnegative functions

$$\phi(h) \equiv \frac{1 - e^{-hp_F}}{p_F} \quad \text{or} \quad \phi(h) \equiv \frac{e^{hp_F} - 1}{p_F}, \quad (22)$$

satisfy

$$\phi(h) = h + O(h^2). \quad (23)$$

The two equivalent forms of the exact scheme suggest that we use a more complex denominator function satisfying (23), instead of the standard step size $h$, and that we consider explicit and implicit schemes for system (1).

First, we design the following implicit scheme:

$$\frac{x_i^{k+1} - x_i^k}{\phi(h)} = \sum_{j=1}^{n} a_{ij}(x^k)x_j^{k+1} + f_i, \quad i = 1, \ldots, n, \quad (24)$$

which has the vector formulation

$$\left( I - \phi(h)A(x^k) \right) x^{k+1} = x^k + f.$$

Given the compartmental nature of $A(x)$, for each $x \in \mathbb{R}^n_+$, we infer that

$$I - \phi(h)A(x) \text{ is an } M\text{-matrix} \quad (25)$$

(see Definition A-19). Thus,

$$x^k \geq 0 \implies x^{k+1} \geq 0. \quad (26)$$

By adding the equations in (24), we obtain a discrete counterpart of the conservation law, which is similar to (21), with a general denominator function $\phi(h)$ as in (23). For $M^k \leq K_F$, the discrete conservation law implies that

$$M^{k+1} \leq \frac{M^k}{1 + \phi(h)p_F} + \frac{\phi(h)F}{1 + \phi(h)p_F} \leq K_F,$$
which shows the dissipativity of the discrete dynamical system (24).

Second, we want to allow for the choice of an implicit-explicit scheme. To this end, we observe that by using $a_{jj}(x) < 0$, system (1) can be written component-wise as

$$\frac{dx_i}{dt} = -|a_{ii}(x)|x_i + \sum_{j \neq i}^n a_{ij}(x)x_j + f_i, \quad i = 1, \ldots, n. \quad (27)$$

Therefore, we propose a new scheme, which reads as

$$\frac{x^{k+1}_i - x^k_i}{\phi(h)} = -|a_{ii}(x^k)|u^k_i + \sum_{j \neq i}^n a_{ij}(x^k)u^k_j + f_i, \quad i = 1, \ldots, n, \quad (28)$$

where $u^k_j = x^k_j$ or $u^k_j = x^{k+1}_j$. When $u^k_j = x^k_j$, for all $j = 1, \ldots, n$, we obtain a fully explicit scheme, and when $u^k_j = x^{k+1}_j$ for all $j = 1, \ldots, n$, it is fully implicit. Otherwise, some of the variables are computed explicitly and the rest implicitly.

In this general setting, it is difficult to make a comprehensive statement about when $x^k_j$ or $x^{k+1}_j$ should be used for $u^k_j$ in (28): this will be done in the examples in the following sections. But, we can provide the following general guidelines:

- Nonlinear terms involved in the diagonal entries are approximated in a nonlocal way (see [44]) such that

$$u^k_i = \begin{cases} 
  x^{k+1}_i & \text{if } a_{ii}(x) \text{ depends on } x, \\
  x^k_i & \text{if } a_{ii} \text{ does not depend on } x,
\end{cases} \quad (29)$$

and the function $\phi$ in (23) is chosen such that

$$\phi(h) \leq \min \left\{ \frac{1}{pF}, \frac{1}{|a_{ii}|} : \forall a_{ii} \text{ not depending on } x \right\}. \quad (30)$$

This guarantees the positivity property (26), which is necessary for the discrete model to be meaningful.

- Overall, the values of $u^k_j$ are chosen, in view of (13), such that

$$\sum_{i=1}^n \sum_{j=1}^n a_{ij}(x^k)u^k_j \leq -p \sum_{j=1}^n x^k_j \quad \text{for } x \in \mathbb{R}^n_+. \quad (31)$$

The condition (31) can be achieved because, with the mass action principle or the standard incidence that is used in most epidemiological models, it makes sense to assume that for a given $j$, if $a_{jj}(x)$ is a function of $x$, then there exist $S(j)$ indexes $i_1, i_2, \ldots, i_{S(j)}$, which are independent of $x$ such that $a_{ij}(x)$ together with $a_{jj}(x)$ are the only nonzero entries in the column $j$ of the matrix $A(x)$ and

$$a_{jj}(x) + \sum_{s=1}^{S(j)} a_{is}(x) = 0.$$
On adding the different equations in (28), condition (31) leads to a discrete conservation law of the form (20), which in turn yields the dissipativity of the scheme (28), because

$$M^{k+1} \leq (1 - \phi(h)p_F)M^k + \phi(h)F \leq K_F,$$

for $M^k \leq K_F$.

The convergence of the nonstandard finite difference schemes (24) and (28) is not a problem due essentially to the asymptotic relation (23). For instance, the scheme (28) is of order 1 as a consequence of this asymptotic relation and Taylor expansion, which show that the local truncation error $T_{k+1}$ of the scheme is given by

$$T_{k+1} := \{I - \phi(h)A[x(t_k)]\}x(t_{k+1}) - x(t_k) - f = O(h),$$

where $x(t)$, assumed to be smooth enough, is the exact continuous solution. More importantly, we have established the dynamic consistency of these schemes:

**Proposition 5** Let $\phi(h)$ satisfy (23). Consider the additional assumptions (30) and (31) for the convergent explicit-implicit scheme (28). Then, this scheme and the implicit scheme (24) replicate the positivity and the dissipativity properties of the dynamical system (1) on $\Omega$, (19), irrespective of the values of the time step $h$.

**Remark 6** According to the approach of [44], formalized in [7], the two numerical methods (24) and (28) are non-standard finite difference schemes for the following reasons: (a) The standard denominator $h$ of the discrete derivatives is replaced by the more complex function $\phi(h)$, which satisfies the requirement (23). (This denominator function is expected to capture the essential features of the dynamical system); (b) Nonlinear terms are approximated in a nonlocal way by using more than one point of the mesh.

The second direction in the validation of the discrete models is to avoid spurious or ghost solutions in the sense of the next definition [7], which describes the minimum qualitative property that a reliable scheme should have.

**Definition 7** A numerical scheme is called elementary stable whenever it has no other fixed points than those of the continuous system it approximates, the local stability of these fixed points is the same for both the discrete and the continuous dynamical systems for each value of $h$.

The nonstandard schemes (24) and (28) should, following the philosophy of [44], eliminate elementary instabilities in the first place. Since only the implicit scheme (24) is fully defined here, we restrict our analysis of elementary stability to it.
We assume that the only equilibrium states of model (1) are the disease-free equilibrium (DFE) and the endemic equilibrium (EE), and both are hyperbolic.

Let a function \( \varphi : \mathbb{R} \to \mathbb{R} \), satisfy (23) and be such that

\[
0 < \varphi(z) < 1 \quad \text{for } z > 0. \tag{32}
\]

Some possible choices are \( \varphi(z) = 1 - e^{-z} \) or \( \varphi(z) = z/(1 + z^2) \), see [10, Eq.(24)].

The dynamics of the model (1) can be captured by any number \( Q \) that satisfies

\[
Q \geq \max \left\{ \frac{|\lambda|^2}{2|\text{Re}\lambda|} \right\}, \tag{33}
\]

where \( \lambda \) denotes the eigenvalues of the Jacobian matrices of the right-hand side of (1) at the DFE and EE. The Jacobian matrices are assumed to be diagonalizable, which is the usual case in applications. The denominator function that is needed in (24) can be taken to be

\[
\phi(h) = \frac{\varphi(Qh)}{Q}, \tag{34}
\]

and for this denominator, we have the following result.

**Theorem 8** The NSFD scheme (24) is elementary stable whenever \( \phi(h) \) is chosen according to (33) and (34).

**Proof.** It is straightforward to check that the NSFD scheme (24) has no extra fixed-points than those of (1). Let \( x^* \) denote the DFE or EE of the system (1). Let \( J \equiv J(x^*) \) be the Jacobian matrix of the right-hand side of this system at \( x^* \).

Next, we evaluate the spectral radius of the matrix \( (I - \phi(h)J)^{-1} \). Since \( J \) is not necessarily a Metzler matrix, we cannot use the results in Appendix 1, but \( J \) is diagonalizable so by using the factorization

\[
\Lambda^{-1}J\Lambda = \text{diag}(\lambda_1, \lambda_2, \cdots, \lambda_n),
\]

where \( \Lambda \) is a transition matrix, we can circumvent this difficulty, following the approach in [4, 5] or [40]. Setting \( \varepsilon = x - x^* \), the linearization of the system (1) at \( x^* \) reads as

\[
\frac{d\varepsilon}{dt} = J\varepsilon, \tag{35}
\]

which is equivalent to the uncoupled system

\[
\frac{d\eta}{dt} = \text{diag}(\lambda_1, \lambda_2, \cdots, \lambda_n)\eta. \tag{36}
\]

Thus, applying the NSFD scheme (24) to the system (35) or (36), we obtain the linearized schemes

\[
\varepsilon^{k+1} = (I - \phi(h)J)^{-1}\varepsilon^k,
\]
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or
\[
y^{k+1} = \text{diag} \left( \frac{1}{1 - \phi(h)\lambda_1}, \ldots, \frac{1}{1 - \phi(h)\lambda_n} \right) \eta^k.
\] (37)

Now, if \( x^* \) is asymptotically stable for \((1)\), then the real parts of all the eigenvalues \( \lambda_i \) are negative and it follows from (37) that
\[
\rho \left( (I - \phi(h)J)^{-1} \right) = \max_{1 \leq i \leq n} \left\{ \frac{1}{|1 - \phi(h)\lambda_i|} \right\}
\]
\[
= \max_{1 \leq i \leq n} \left\{ \frac{1}{\sqrt{1 + 2\phi(h)|Re\lambda_i| + \phi^2(h)|\lambda_i|^2}} \right\} < 1,
\]
which shows that \( x^* \) is asymptotically stable for the scheme (24).

Suppose now that \( x^* \) is unstable for \((1)\). Then, there exists at least one eigenvalue of \( J \), say \( \lambda_1 \), with positive real part. We then have
\[
\frac{1}{|1 - \phi(h)\lambda_1|^2} = \frac{1}{1 - 2\phi(h)Re\lambda_1 + \phi^2(h)|\lambda_1|^2} > 1
\]
whenever condition (33) holds. Therefore, \( x^* \) is unstable for the scheme (24). \( \square \)

The last step in the validation of the discrete models (24) and (28) is the study of the GAS of the DFE. The novelty here is that the analysis is reduced to the study of the properties of some Metzler matrices, in contrast with the classical approach that is based on Lyapunov functions. To this end, we assume that system \((1)\), written in the equivalent form \((3)\), has only one equilibrium, namely the DFE, \( x^* = (y^*, 0)^T \). Implicitly, this means that the basic reproduction number is such that \( R_0 < 1 \). For the sake of consistency of the continuous model \((3)\) and the abstract scheme \((6)-(7)\), we assume that the semi-explicit NSFD scheme \((28)\) can be written equivalently as

\[
\frac{y^{k+1} - y^k}{\phi(h)} = A_1(x^k)(y^k - y^*) + A_{12}(x^k)z^k,
\]
\[
\frac{z^{k+1} - z^k}{\phi(h)} = A_2(y^{k+1}, z^k)z^k,
\] (38)

where we omitted the subscript \( h \), that also reads as
\[ y^{k+1} - y^* = B_1(h, x^k)(y^k - y^*) + B_{12}(h, x^k)z^k, \]
\[ z^{k+1} = B_2(h, y^{k+1})z^k. \] (39)

Similarly, the implicit NSFD scheme \((24)\) may be written as
\[
\frac{y^{k+1} - y^k}{\phi(h)} = A_1(x^k)(y^{k+1} - y^*) + A_{12}(x^k)z^{k+1},
\]
\[
\frac{z^{k+1} - z^k}{\phi(h)} = A_2(x^k)z^{k+1},
\] (40)
which is equivalent, in view of the property (25), to

\[
y^{k+1} - y^* = B_1(h, x^k)(y^k - y^*) + B_{12}(h, x^k)z^k,
\]
\[
z^{k+1} = B_2(h, x^k)z^k.
\]  

We now make the following assumption regarding the matrix \( A_1(x) \) in (3) and in the schemes (38) and (40):

\( A_1(y, 0) \) is a Metzler matrix satisfying

\[
\alpha(A_1(y, 0)) \leq -\gamma < 0, \quad \forall y \in \Omega_1 = \{ y \in \mathbb{R}^{n_1}_+ : (y, 0) \in \Omega \},
\]

for some \( \gamma > 0 \) that does not depend on \( y \). As a consequence of (42), the requirement \( (H_2) \) of Theorem 1 is met: \( y^* \) is a GAS equilibrium of the reduced system (4) on \( \Omega_1 \). This is actually the needed requirement, since (42) is a sufficient condition. We let the matrix \( A_2 \) denote a lower bound for the set \( \{ A_2(x) : x \in \bar{\Omega} \} \) and start with the semi-explicit NSFD scheme.

**Theorem 9** Let the assumptions \((H_1)-(H_5)\) of Theorem 1 hold. Furthermore, choose the time-step function \( \phi(h) \) in (23) and (30) such that

\[
0 < I + \phi(h)A_1(y, 0), \quad (y, 0) \in \Omega, \tag{43}
\]
\[
0 < I + \phi(h)A_2, \tag{44}
\]
\[
0 < 1 + \phi(h)\alpha(A_2) < 1. \tag{45}
\]

Then, \( x^* = (y^*, 0) \), as a fixed point of the explicit NSFD scheme (38) or (39) on \( \Omega \), is GAS.

**Proof.** We just have to check that the assumptions of Theorem 3 are satisfied.

\( (D_1) \) The dissipativity of the discrete system (38) or (39) on \( \Omega \), considered in its equivalent form (28), was established in Proposition 5.

\( (D_2) \) Since \( A_1 \) is a Metzler matrix, using the assumptions (42), (43), and Theorem A-24(b), we have

\[
\rho(I + \phi(h)A_1(y, 0)^T) < 1, \quad \forall (y, 0) \in \Omega,
\]

which implies that the fixed-point \( y^* \) is GAS for the linear sub-system

\[
\frac{y^{k+1} - y^k}{\phi(h)} = A_1(y^k - y^*).
\]

\( (D_3) \) This condition follows from assumption (44).

\( (D_4) \) This condition follows from assumption \((H_4)\) in Theorem 1.
Assumption (44) implies that if the function $\phi(h)$ is chosen such that $I + \phi(h) \bar{A}_2 > 0$ then using Theorem A-24(b) yields

$$\rho \left( I + \phi(h) \bar{A}_2 \right) = 1 + \phi(h) \alpha \left( \bar{A}_2 \right).$$

Now, there are two possibilities. Firstly, let $\alpha \left( \bar{A}_2 \right) < 0$. Then, by the choice of $\phi(h)$ given in (45), we have $D_5$ in the form $\rho \left( I + \phi(h) \bar{A}_2 \right) < 1$. Secondly, if $\alpha \left( \bar{A}_2 \right) = 0$, then $\rho \left( I + \phi(h) \bar{A}_2 \right) = 1$. By (44), the matrix $I + \phi(h) A_2(y, z)$ is positive. Moreover, if $I + \phi(h) A_2(y, z) = I + \phi(h) \bar{A}_2$ i.e., $A_2(y, z) = \bar{A}_2$ for some $(y, z) \in \Omega$, then we have $z = 0$, as a result of the assumption $H_4$ in Theorem 1. In this way assumption $D_5$ holds.

The proof of the theorem is complete. ■

**Remark 10** In light of (32) and (34), the requirement (45) is met for the choice

$$\phi(h) = \varphi \left( -h \alpha \left( \bar{A}_2 \right) \right).$$

(46)

In practice, the matrix $\bar{A}_2$ is chosen in such a way that $\alpha \left( \bar{A}_2 \right)$ is easy to compute. In most epidemiological models the condition $\alpha \left( \bar{A}_2 \right) < 0$ is equivalent to the Kermack and McKendrick (see [34] ) threshold condition $R_0 < 1$. Therefore, it is not surprising that the denominator function $\phi(h)$, which is expected to reflect the dynamics of the system, depends on $R_0$ and other parameters of the epidemiological models. This is in line with the “philosophy” of the nonstandard approach.

The next result deals with the implicit NSFD scheme, in which (23) is the only restriction placed on $\phi(h)$.

**Theorem 11** The disease-free equilibrium $x^* = (y^*, 0)$, viewed as a fixed point of the implicit NSFD scheme (40) or (41) on $\Omega$, is GAS.

**Proof.** We only need to check the assumptions $(D_1)$–$(D_5)$ of Theorem 3.

$(D_1)$ This is established in Proposition 5.

$(D_2)$ When $z = 0$, we obtain the reduced system

$$y^{k+1} - y^* = \left( I - \phi(h) A_1(y^k, 0) \right)^{-1} (y^k - y^*),$$

of (41), for which $y^*$ is a fixed-point. Moreover, it follows from Theorems A-24 and A-22, and (42), that

$$\rho \{ (I - \phi(h) A_1(y, 0))^{-1} \} = \frac{1}{1 - \phi(h) \alpha \left( A_1(y, 0) \right)} \leq \frac{1}{1 + \gamma \phi(h)} < 1, \quad y \in \Omega_1.$$
Therefore, \( y^* \) is globally asymptotically stable in \( \Omega_1 \).

\((D_3)\) Conditions \((H_3)-(H_5)\) of Theorem 1 are used here as follows. Since \( A_2(y, z) \) is a Metzler matrix satisfying \( \alpha(A_2(y, z)) \leq \alpha(\overline{A}_2) \leq 0 \), an application of Theorem A-24 shows that \( I - \phi(h)A_2(y, z) \) is an \( M \)-matrix. Then, \((I - \phi(h)A_2(y, z))^{-1} \geq 0\) by Theorems A-24 and A-25. Furthermore, \( I - \phi(h)A_2(y, z) \) is irreducible because \( A_2(y, z) \) is irreducible. Hence, \((I - \phi(h)A_2(y, z))^{-1} > 0\), a fact we will use below in the proof of item \( D_5 \). This shows that \((I - \phi(h)A_2(y, z))^{-1}\) is irreducible.

\((D_4)\) Using the fact that \( A_2(y, z) \leq \overline{A}_2 \) (condition \((H_4)\) of Theorem 1) we obtain \( I - \phi(h)\overline{A}_2 \leq I - \phi(h)A_2(y, z) \). It follows from Theorem A-24(a) that the matrices on both sides of the inequality are \( M \)-matrices. Therefore, their inverses are nonnegative matrices (Theorem A-25). Then, applying A-(70), we obtain:

\[
(I - \phi(h)\overline{A}_2)(I - \phi(h)A_2(y, z))^{-1} \leq (I - \phi(h)A_2(y, z))(I - \phi(h)A_2(y, z))^{-1},
\]

\[
(I - \phi(h)\overline{A}_2)(I - \phi(h)A_2(y, z))^{-1} \leq I,
\]

\[
(I - \phi(h)A_2(y, z))^{-1} \leq (I - \phi(h)\overline{A}_2)^{-1}.
\]

\((D_5)\) We apply Theorem A-24(a). From condition \((H_5)\) of Theorem 1, we have that \( \alpha(\overline{A}_2) \leq 0 \), which implies that \( \rho\{(I - \phi(h)\overline{A}_2)^{-1}\} < 1 \) if \( \alpha(\overline{A}_2) < 0 \) and \( \rho\{(I - \phi(h)\overline{A}_2)^{-1}\} = 1 \) if \( \alpha(\overline{A}_2) = 0 \). In the latter case, the positivity of the matrix \((I - \phi(h)A_2(y, z))^{-1}\) was shown in the proof of item \( D_3 \). Assume that there exists \( (y, z) \in \Omega \) such that \((I - \phi(h)A_2(y, z))^{-1} = (I - \phi(h)\overline{A}_2)^{-1}\) and thus \( A_2(y, z) = \overline{A}_2 \). Then, we must have \( z = 0 \) by the condition \((H_4)\) of Theorem 1.

Since the requirements \((D_1)-(D_5)\) of Theorem 3 are met, the fixed-point \((y^*, 0)\) is GAS on \( \Omega \).

**4 Application to the MSEIR model**

In this section, we apply the theory of the previous sections to the MSEIR epidemiological model. First, we provide the Kamgang and Sallet formulation and decomposition of this model, with explicit Metzler matrix structure. Next, we construct for this model the explicit and implicit schemes of Section 3 and extend them to the NSFD theta-method, which we investigate in details. The MSEIR model is a very general model that was applied to various diseases, including those with less compartments, such as the SIR and the SEIR models. The flow diagram of the MSEIR model is depicted in Fig. 1 for the spread of a disease in a population of size \( N = N(t) \) and consists of five compartments of: \( M \) - infants with passive immunity; \( S \) - susceptibles; \( E \) - exposed individuals; \( I \) - infectives; and \( R \) - recovered individuals.

In the standard incidence formulation, the equations of the MSEIR models read as follows (see for instance \([29, 56]\)):
\[
\begin{align*}
\frac{dM}{dt} &= b(N - S) - (\delta + d)M, \\
\frac{dS}{dt} &= bS + \delta M - \beta SI/N - dS, \\
\frac{dE}{dt} &= \beta SI/N - (\varepsilon + d)E, \\
\frac{dI}{dt} &= \varepsilon E - (\gamma + d)I, \\
\frac{dR}{dt} &= \gamma I - dR \\
\frac{dN}{dt} &= (b - d)N.
\end{align*}
\]

(47)

together with

\[
\begin{align*}
\frac{dm}{dt} &= (d + q)(e + i + r) - \delta m, \\
\frac{ds}{dt} &= -\beta si + \delta m, \\
\frac{de}{dt} &= \beta si - (\varepsilon + d + q)e, \\
\frac{di}{dt} &= \varepsilon e - (\gamma + d + q)i, \\
\frac{dr}{dt} &= \gamma i - (d + q)r.
\end{align*}
\]

(48)

Equation (48) is supplemented with the initial conditions:

\[m(0) = m_0, \quad s(0) = s_0, \quad e(0) = e_0, \quad i(0) = i_0, \quad r(0) = r_0.\]

(49)

Our first task is to put the system (48) in the framework of Section 2 and to apply Theorem 1. Let \(x = (m, s, e, i, r)^T \in \mathbb{R}_+^5\), then (48) can be rewritten as

\[
\frac{dx}{dt} = A(x)x,
\]

(50)
where

\[
A(x) = \begin{pmatrix}
-\delta & 0 & (d+q) & (d+q) & (d+q) \\
\delta & -\beta i & 0 & 0 & 0 \\
0 & \beta i & -(\varepsilon+d+q) & 0 & 0 \\
0 & 0 & \varepsilon & -(\gamma+d+q) & 0 \\
0 & 0 & 0 & \gamma & -(d+q)
\end{pmatrix},
\]

is a compartmental matrix that satisfies the relations (13) and (14) in the form

\[
\sum_{i=1}^{5} a_{ij}(x) = 0, \quad j = 1, \cdots, 5, \quad x \in \mathbb{R}^{5}_+.
\]

Thus, the conservation law (16) reads as

\[
\frac{d}{dt}(m + s + e + i + r) = 0,
\]

and the biologically feasible region \( \Omega \) is the simplex

\[
\Omega = \{(m, s, e, i, r) \in \mathbb{R}^{5}_+ : \quad m + s + e + i + r = 1\}.
\]

The disease-free equilibrium is \( DFE \equiv x^* = (0, 1, 0, 0, 0)^T \) and in terms of (3), the system (50) takes the equivalent formulation

\[
\begin{align*}
\frac{dy}{dt} &= A_1(y, z) (y - y^*) + A_{12}(y, z) z, \\
\frac{dz}{dt} &= A_2(y, z) z,
\end{align*}
\]

where \( x = (y, z)^T, \, y = (m, s, r)^T, \, z = (e, i)^T, \, y^* = (0, 1, 0)^T, \)

\[
A_1(x) = \begin{pmatrix}
-\delta & 0 & (d+q) \\
\delta & -\beta i & 0 \\
0 & \beta i & -(d+q)
\end{pmatrix}, \quad A_{12} = \begin{pmatrix}
(d+q) & d+q \\
0 & -\beta \\
0 & \gamma
\end{pmatrix},
\]

and

\[
A_2(x) = \begin{pmatrix}
-(\varepsilon+d+q) & \beta s \\
\varepsilon & -(\gamma+d+q)
\end{pmatrix}.
\]

The matrix \( A_1(y, 0) \) is a Metzler matrix with non-positive eigenvalues,

\[
\lambda_1 = 0, \quad \lambda_2 = -\delta \quad \text{and} \quad \lambda_3 = -(d+q).
\]

Despite the fact that one of the eigenvalues vanishes and so \( \alpha(A_1(y, 0)) = 0 \), we claim that the equilibrium \( y^* = (0, 1, 0)^T \) is GAS for the linear system

\[
\frac{dy}{dt} = A_1(y, 0) (y - y^*).
\]
Intuitively, the claim follows from the fact that the second equation in (54) is redundant, while the order two Metzler matrix

\[ \tilde{A}_1(y, 0) = \begin{pmatrix} -\delta & (d + q) \\ 0 & -(d + q) \end{pmatrix}, \]

associated with the first and third equations in (54) is stable. The proof follows from the explicit solution of the linear system (54), which is easily obtained by distinguishing the case \( \delta \neq d + q \) from \( \delta = d + q \). Thus, assumption \((H_2)\) of Theorem 1 holds true.

On the other hand, \( A_2(x) \) is an irreducible Metzler matrix such that

\[ A_2 \leq A_2(x) \leq \overline{A}_2, \]

for all \( x \in \mathbb{R}^5_+ \), where

\[ \overline{A}_2 = \begin{pmatrix} - (\varepsilon + d + q) & \beta \\ \varepsilon & - (\gamma + d + q) \end{pmatrix}, \quad \overline{A}_2 = \begin{pmatrix} - (\varepsilon + d + q) & 0 \\ \varepsilon & - (\gamma + d + q) \end{pmatrix}. \]

Since the trace of the matrix \( \overline{A}_2 \) is negative, a necessary and sufficient condition for its eigenvalues to have non-positive real parts is that the determinant of \( \overline{A}_2 \) is nonnegative (\([52]\)). This leads to the following criterion:

\[ \alpha(\overline{A}_2) \leq 0 \quad \text{iff} \quad R_0 \equiv \frac{\beta \varepsilon}{(\varepsilon + d + q)(\gamma + d + q)} \leq 1, \quad (55) \]

where \( R_0 \) is the stability threshold parameter, or the stability number, or the basic reproduction number. Consequently, we are in the setting of Theorem 1 or other classical results, which guarantee the following well-known facts (see, e.g., \([29,56]\)):

**Theorem 12** The MSEIR model (48) defines a dissipative dynamical system on the set \( \Omega \) given in (52). If the basic stability number satisfies \( R_0 \leq 1 \), the dynamical system has only the disease-free equilibrium \( DFE \equiv x^* = (0, 1, 0, 0, 0) \) that is GAS. If \( R_0 > 1 \), there exists also an endemic equilibrium \( EE \equiv x_e = (m_e, s_e, e_e, i_e, r_e) \), where

\[
\begin{align*}
    s_e &= \frac{1}{R_0}, \\
    i_e &= \frac{\varepsilon \delta (d + q)}{(\delta + d + q)(\gamma + d + q)(\varepsilon + d + q)} \left( 1 - \frac{1}{R_0} \right), \\
    e_e &= \frac{\delta (d + q)}{(\delta + d + q)(\varepsilon + d + q)} \left( 1 - \frac{1}{R_0} \right), \\
    r_e &= \frac{\delta \gamma}{(\delta + d + q)(\gamma + d + q)(\varepsilon + d + q)} \left( 1 - \frac{1}{R_0} \right), \\
    m_e &= \frac{d + q}{\delta + d + q} \left( 1 - \frac{1}{R_0} \right). 
\end{align*}
\]

Then, the \( EE \) is locally asymptotically stable, while the \( DFE \) is unstable.
The second task ahead of us is to design and study reliable numerical schemes for the MSEIR model (48). The fully implicit scheme (24) for it is of the form

\[
\frac{m^{k+1} - m^k}{\phi(h)} = -\delta m^{k+1} + (d + q)(r^{k+1} + e^{k+1} + i^{k+1}),
\]

\[
\frac{s^{k+1} - s^k}{\phi(h)} = -\beta s^{k+1} i^k + \delta m^{k+1},
\]

\[
\frac{e^{k+1} - e^k}{\phi(h)} = -(\varepsilon + d + q)e^{k+1} + \beta s^{k+1} i^k,
\]

\[
\frac{i^{k+1} - i^k}{\phi(h)} = \varepsilon e^{k+1} - (\gamma + d + q)i^{k+1} + i^k,
\]

\[
\frac{r^{k+1} - r^k}{\phi(h)} = -(d + q)r^{k+1} + \gamma i^{k+1},
\]

whereas a possible explicit-implicit scheme contained in (28) is

\[
\frac{m^{k+1} - m^k}{\phi(h)} = -\delta m^k + (d + q)(r^k + e^k + i^k),
\]

\[
\frac{s^{k+1} - s^k}{\phi(h)} = -\beta s^{k+1} i^k + \delta m^k,
\]

\[
\frac{e^{k+1} - e^k}{\phi(h)} = -(\varepsilon + d + q)e^k + \beta s^{k+1} i^k,
\]

\[
\frac{i^{k+1} - i^k}{\phi(h)} = \varepsilon e^k - (\gamma + d + q)i^k + i^k,
\]

\[
\frac{r^{k+1} - r^k}{\phi(h)} = -(d + q)r^k + \gamma i^k.
\]

These two schemes are considered in [8]. However, they will be investigated as particular cases of a new family of schemes where the underlying guidelines stated in Section 3 on the nonlocal approximation of nonlinear terms and on complex denominator functions for the discrete derivatives are reinforced. The new family, an extension of the nonstandard theta-method developed in [40], is as follows: given \(\theta, \hat{\theta} \in [0, 1]\), we consider the scheme

\[
\frac{m^{k+1} - m^k}{\phi(h)} = -\delta[\theta m^{k+1} + (1 - \theta)m^k] + \theta(d + q)(r^{k+1} + e^{k+1} + i^{k+1}) + (1 - \theta)(d + q)(r^k + e^k + i^k),
\]

\[
\frac{s^{k+1} - s^k}{\phi(h)} = -\beta[\hat{\theta}s^{k+1} i^k + (1 - \hat{\theta})s^k i^{k+1}] + \delta[\theta m^{k+1} + (1 - \theta)m^k],
\]

\[
\frac{e^{k+1} - e^k}{\phi(h)} = -(\varepsilon + d + q)[\theta e^{k+1} + (1 - \theta)e^k] + \beta(\hat{\theta}s^{k+1} i^k + (1 - \hat{\theta})s^k i^{k+1}),
\]

\[
\frac{i^{k+1} - i^k}{\phi(h)} = \varepsilon[\theta e^{k+1} + (1 - \theta)e^k] - (\gamma + d + q)[\theta i^{k+1} + (1 - \theta)i^k],
\]

\[
\frac{r^{k+1} - r^k}{\phi(h)} = -(d + q)[\theta r^{k+1} + (1 - \theta)r^k] + \gamma[\theta i^{k+1} + (1 - \theta)i^k],
\]
where the denominator function of the discrete derivatives is chosen according to (23), with
\[
\phi(h) = h + O(h^3) \quad \text{if} \quad \theta = \hat{\theta} = 1/2. \tag{58}
\]

Let us note the nonlocal approximation of the nonlinear terms in the second and the third equations. It is a weighted average of two nonlocal approximations \(s^{k+1}i^k\) and \(s^ki^{k+1}\). Since this approximation is essentially different from the weighted average of values at \(t_k\) and \(t_{k+1}\), which is applied to all other terms, we use a parameter \(\hat{\theta}\), which need not equal \(\theta\). This is the main difference with [40] and [10].

By adding the equations in (57), we find that the NSFD scheme replicates the conservation law contained in (52), indeed,
\[
m^{k+1} + s^{k+1} + e^{k+1} + i^{k+1} + r^{k+1} = m^k + s^k + e^k + i^k + r^k = 1. \tag{59}
\]

In what follows, we use (59) and substitute \(i^{k+1} = 1 - m^{k+1} - s^{k+1} - r^{k+1} - e^{k+1}\) in the second equation of (57). Therefore, in practice, the implementation at each step of the NSFD scheme (57) amounts to solving the linear system
\[
\hat{C}(i^k, s^k) \begin{pmatrix} m^{k+1} \\ s^{k+1} \\ r^{k+1} \\ e^{k+1} \\ i^{k+1} \end{pmatrix}^T = \hat{D} \begin{pmatrix} m^k \\ s^k \\ r^k \\ e^k \\ i^k \end{pmatrix}^T, \tag{60}
\]
where \(\hat{C}(i^k, s^k)\) is the matrix
\[
\begin{pmatrix}
1+\theta\phi\delta & 0 & -\theta\phi(d+q) & -\theta\phi(d+q) & -\theta\phi(d+q) \\
-\theta\phi\delta - (1-\hat{\theta})\phi\beta s^k & 1+\hat{\theta}\phi\beta i^k - (1-\hat{\theta})\phi\beta s^k & -(1-\hat{\theta})\phi\beta s^k & -(1-\hat{\theta})\phi\beta s^k & 0 \\
0 & 0 & 1+\theta\phi(d+q) & 0 & -\theta\phi\gamma \\
0 & -\hat{\theta}\phi\beta i^k & 0 & 1+\theta\phi(\epsilon+d+q) & -(1-\theta)\phi\beta s^k \\
0 & 0 & 0 & -\theta\phi\varepsilon & 1+\theta\phi(\gamma+d+q)
\end{pmatrix}
\]
and \(\hat{D}\) is the matrix
\[
\begin{pmatrix}
1-(1-\theta)\phi\delta & 0 & (1-\theta)\phi(d+q) & (1-\theta)\phi(d+q) & (1-\theta)\phi(d+q) \\
(1-\theta)\phi\delta & 1-(1-\theta)\phi\beta & 0 & 0 & 0 \\
0 & 0 & 1-(1-\theta)\phi(d+q) & 0 & (1-\theta)\phi\gamma \\
0 & 0 & 0 & 1-(1-\theta)\phi(\epsilon+d+q) & 0 \\
0 & 0 & 0 & (1-\theta)\phi\varepsilon & 1-(1-\theta)\phi(\gamma+d+q)
\end{pmatrix}
\]

Here and below, we assume that the denominator function \(\phi\) satisfies
\[
\phi(h) < \left(\max\{(1-\theta)\delta, (1-\theta)(\epsilon+d+q), (1-\theta)(\gamma+d+q), (1-\hat{\theta})\beta\}\right)^{-1}. \tag{61}
\]

Typically, this means that we may choose \(\phi(h)\) as in (34), with
\[
Q \geq (1-\theta)\max\{(1-\theta)\delta, (1-\theta)(\epsilon+d+q), (1-\theta)(\gamma+d+q), (1-\hat{\theta})\beta\}. \tag{62}
\]

Under the condition (61) and with \(i^k \geq 0\) and \(s^k \geq 0\), we note that \(\hat{C}\) is an \(M\)-matrix, since the transpose matrix \(\hat{C}^T\) is strictly diagonally dominant (see Theorem A-23).
By Theorem A-25, its inverse is nonnegative, \( \tilde{C}^{-1} \geq 0 \). Moreover, condition (61) is sufficient for the discrete scheme to preserve the positivity of solutions because \( \tilde{D} \geq 0 \). This, together with the property (59), implies that the scheme (57) defines a discrete dynamical system on the same domain \( \Omega \), (52), as the domain of dynamical system defined by the MSEIR model (48). Further, it is easy to see by substitution that DFE is an equilibrium of the system (57).

**Remark 13** As mentioned earlier, the analysis of the methods carried out in [8] is restricted to \( \hat{\theta} = 1 \), with \( \theta = 0 \) for the implicit-explicit scheme, and \( \theta = 1 \) for the fully implicit scheme of Section 3. Actually, when \( \theta = \hat{\theta} = 1 \) the inequality (61) always holds and can be disregarded when considering the choice of \( \phi \). In the absence of any other restriction, one can just take \( \phi(h) = h \).

In general, one should not expect the parameters \( \theta \) and \( \hat{\theta} \) to vary independently from one another if the NSFD scheme is to be dynamically consistent. The next theorem shows that the scheme (57) preserves the GAS of the DFE of (48) (in \( \Omega \)), as established in Theorem 12, under some functional relationship between the values of the parameters \( \theta \) and \( \hat{\theta} \).

**Theorem 14** Define \( \phi(h) \) according to (32), (34), and (62) so that (61) holds. Let \( \theta \) and \( \hat{\theta} \) be such that either \( \theta = 0 \) or \( \theta + \hat{\theta} \geq 1 \). Then, the DFE \( x^* = (0, 1, 0, 0) \) of the system (57) in \( \Omega \) is GAS whenever \( R_0 < 1 \).

**Proof.** We apply Theorem 3, which as was emphasized above, relies on the properties of the matrices involved in the formulation of the NSFD scheme. We need to show that conditions \( (D_1) \)–\( (D_3) \) hold. Since the domain \( \Omega \) of the system (57) is compact, condition \( (D_1) \) is satisfied. For the rest of the conditions, we write the system in the form (6) and (7) where \( y = (m, s, r) \) and \( z = (e, i) \). The reduced system obtained from (57), when \( z = 0 \), is

\[
\begin{pmatrix}
  r^{k+1} \\
  m^{k+1}
\end{pmatrix}
= \begin{pmatrix}
  1 - (1 - \theta)(d + q)\phi(h) \\
  1 + \theta(d + q)\phi(h)
\end{pmatrix}
\begin{pmatrix}
  0 \\
  1 - (1 - \theta)\delta\phi(h)
\end{pmatrix}
\begin{pmatrix}
  r^{k} \\
  m^{k}
\end{pmatrix}

= B \begin{pmatrix}
  r^{k} \\
  m^{k}
\end{pmatrix},
\]

coupled with

\( s^{k+1} = 1 - m^{k+1} - r^{k+1} \).

Since \( \rho(B) < 1 \), the sequence \( (r^k, m^k) \) converges to \( (0, 0) \) as \( k \to \infty \). Then, \( s^k \) converges to 1, which implies that \( y^k \) converges to \( y^* = (0, 1, 0) \), and the attracting
equilibrium is also stable, hence \((D_2)\) holds. In order to deal with \((D_3)\)–\((D_5)\), we need to write the matrix in (7) in (53) explicitly. The third and fourth equations in (57) yield

\[
E(s^k)z^{k+1} = G(s^{k+1})z^k,
\]

where \(z^k = (e^k, i^k)\) and

\[
E(s^k) = \begin{pmatrix}
1 + \theta \phi (\varepsilon + d + q) & -(1 - \hat{\theta})\phi \beta s^k \\
-\theta \phi \varepsilon & 1 + \theta \phi (\gamma + d + q)
\end{pmatrix},
\]

\[
G(s^{k+1}) = \begin{pmatrix}
1 - (1 - \theta)\phi (\varepsilon + d + q) & \hat{\theta} \phi s^{k+1} \\
(1 - \theta)\phi \varepsilon & 1 - (1 - \theta)\phi (\gamma + d + q)
\end{pmatrix}.
\]

We have

\[
\det(E(s^k)) = 1 + \theta \phi (\varepsilon + \gamma + 2d + 2q) + \theta \phi (\varepsilon + d + q)(\gamma + d + q)(\theta - (1 - \hat{\theta})R_\phi s^k).
\]

Therefore, using the assumptions of the theorem, the last term is nonnegative so,

\[
\det(E(s^k)) \geq 1.
\]

Hence, system (63) can be written as

\[
z^{k+1} = A(s^k, s^{k+1})z^k = (E(s^k))^{-1}G(s^{k+1})z^k.
\]

The matrix \(A(s^k, s^{k+1})\) is a function of \(m^k, s^k, r^k, e^k, i^k\) due to (60). The assumptions on \(\phi\) show that \(E(s^k)\) is an M-matrix and thus \((E(s^k))^{-1}\) is nonnegative. Moreover, the matrix \(G(s^{k+1})\) is also nonnegative, and so \(A(s^k, s^{k+1})\) is nonnegative and \((D_3)\) holds.

Next, we obtain a bound for \(A(s^k, s^{k+1})\) by finding upper bounds on \((E(s^k))^{-1}\) and \(G(s^{k+1})\). Let \(\overline{E} = \min_{0 \leq s^k \leq 1} E(s^k)\) so \(\overline{E}\) and \(E(s^k)\) are M-matrices such that \(\overline{E} \leq E(s^k)\), which implies that \((E(s^k))^{-1} \leq (\overline{E})^{-1}\) (\([17]\)), i.e.,

\[
(E(s^k))^{-1} \leq \frac{1}{\det(\overline{E})} \begin{pmatrix}
1 + \theta \phi (\gamma + d + q) & (1 - \hat{\theta})\phi \beta \\
\theta \phi \varepsilon & 1 + \theta \phi (\gamma + d + q)
\end{pmatrix},
\]

where

\[
\overline{E} = \begin{pmatrix}
1 + \theta \phi (\varepsilon + d + q) & -(1 - \hat{\theta})\phi \beta \\
-\theta \phi \varepsilon & 1 + \theta \phi (\gamma + d + q)
\end{pmatrix}.
\]

Also,

\[
G(s^{k+1}) \leq \overline{G} = \begin{pmatrix}
1 - (1 - \theta)\phi (\varepsilon + d + q) & \hat{\theta} \phi \beta \\
(1 - \theta)\phi \varepsilon & 1 - (1 - \theta)\phi (\gamma + d + q)
\end{pmatrix}.
\]

Then, it follows from \(A-\)\((70)\) that

\[
A(s^k, s^{k+1}) \leq \overline{A} = (\overline{E})^{-1}\overline{G}.
\]
It is easy to see that \( \overline{A} \) is irreducible because the respective non-diagonal entries of \( (E)^{-1} \) and \( \overline{G} \) cannot vanish simultaneously. Therefore (\( D_4 \)) holds.

We show that \( \rho(\overline{A}) < 1 \) by using the well-known Jury conditions (\[21, 52\]): The roots \( \lambda_1 \) and \( \lambda_2 \) of a polynomial \( \lambda^2 + a_1 \lambda + a_2, a_i \in \mathbb{R} \), verify \( |\lambda_i| < 1 \) iff

\[
1 - a_2 > 0, \quad 1 - a_1 + a_2 > 0, \quad 1 + a_1 + a_2 > 0.
\]  

The characteristic equation of \( \overline{A} \) has \( a_1 = -\text{tr}(\overline{A}) \) and \( a_2 = \text{det}(\overline{A}) \). Since,

\[
det(E) = 1 + \theta \phi(\varepsilon + \gamma + 2d + 2q) + \theta \phi^2(\varepsilon + d + q)(\gamma + d + q)(\theta - (1 - \hat{\theta})R_0) \geq 1,
\]

and

\[
det(G) = (1 - (1 - \theta)\phi(\varepsilon + d + q))(1 - (1 - \theta)\phi(\gamma + d + q)) - (1 - \theta)\hat{\theta}\phi^2\beta\varepsilon \leq 1,
\]

we obtain

\[
a_2 = \text{det}(\overline{A}) = \frac{\text{det}(G)}{\text{det}(E)} < 1,
\]

and the inequality is strict since \( \text{det}(E) = 1 \) holds only if \( \theta = 0 \), while \( \text{det}(G) = 1 \) only if \( \theta = 1 \).

Since the trace of \( \overline{A} \) is nonnegative, it remains to prove the last inequality in (64), or equivalently that

\[
\Lambda = \text{det}(E) - \text{det}(E)\text{trace}(\overline{A}) + \text{det}(G) > 0.
\]

Straightforward computations yield,

\[
\Lambda = \phi^2(\varepsilon + d + q)(\gamma + d + q) - \phi^2\beta\varepsilon
= \phi^2(\varepsilon + d + q)(\gamma + d + q)(1 - R_0) > 0,
\]

which shows that (66) holds. Therefore, (64) holds implying \( \rho(\overline{A}) < 1 \). Hence, condition (\( D_3 \)) is satisfied. The result follows now from Theorem 3.

**Remark 15** For \( \hat{\theta} = \theta \), the NSFD scheme (57) for the MSEIR model is elementary stable as stated in Theorem 8. The proof of Theorem 8 can be easily adapted to this case.

As far as the accuracy of the NSFD scheme is concerned, its local truncation error can be obtained from the Taylor expansion and the symmetric nature of the scheme when \( \theta = \hat{\theta} = 1/2 \), as in the case of the classical theta-method in [40] or [10]. This yields the following result:

**Theorem 16** The NSFD scheme (57) is second-order convergent for \( \theta = \hat{\theta} = 1/2 \) under the assumption (58) and is first-order convergent for all other values of \( \theta, \hat{\theta} \in [0, 1] \).
5 Numerical Simulations

In this section, we depict numerical simulations using schemes from the family (57) for the MSEIR model. Some of the results were announced in the conference papers [8,9]. We consider four schemes:

(A) Explicit scheme obtained from (57) for $\theta = 0$ and $\hat{\theta} = 1$. The function $\phi$ is chosen according to (32), (34), and (62) so that (61) holds for these values of $\theta$ and $\hat{\theta}$. More precisely, we choose

$$\phi(h) = \frac{1 - e^{-Qh}}{Q}, \quad Q = \max\{\delta, \varepsilon + d + q, \gamma + d + q\}. \quad (67)$$

(B) Implicit scheme obtained from (57) for $\theta = \hat{\theta} = 1$. As mentioned earlier, in this case inequality (61) does not impose any restriction on $\phi$, so we choose $\phi(h) = h$.

(C) Scheme (57) for $\theta = \hat{\theta} = 0$. This is an explicit scheme similar to (A), but with a different approximation of the nonlinear term (see [9] for further details) and

$$\phi(h) = \frac{1 - e^{-Qh}}{Q}, \quad Q = \max\{\delta, \varepsilon + d + q, \gamma + d + q, \beta\}. \quad (68)$$

(D) Second-order scheme obtained from (57) for $\theta = \hat{\theta} = \frac{1}{2}$. In addition to (61) the denominator function has to satisfy (58). We choose

$$\phi(h) = \frac{\tanh(Qh)}{Q}, \quad Q = \frac{1}{2} \max\{\delta, \varepsilon + d + q, \gamma + d + q, \beta\}. \quad (69)$$

In the first series of simulations below we used the following parameter values:

$$\beta = 0.14, \quad \delta = 1/180, \quad \varepsilon = 1/14, \quad \gamma = 1/7, \quad d = 1/(40 \times 365), \quad q = 0.$$ 

For these values we have

$$R_0 = 0.97857.$$ 

Hence (Theorem 14) the DFE $(0, 1, 0, 0, 0)$ is GAS. The numerical approximations of those variables that tend to zero, i.e., $m$ (immune), $r$ (recovered), $e$ (exposed), and $i$ (infective), were obtained, respectively, by the schemes (A)–(D) and are plotted in the four graphs in Fig. 2. One can observe that, indeed, the properties of the numerical solutions as stated in Theorem 14 hold. In order to emphasize the fact that Theorem 14 holds for all step sizes $h$, the top two graphs in Fig. 2 were obtained with $h = 2$ while the bottom two with $h = 10$. Naturally, the step size may affect the accuracy, but it is seen that it does not affect the qualitative behavior of the numerical solutions.
Figure 2: Numerical solutions of the MSEIR model with scheme (57) with different values of $\theta$, $\tilde{\theta}$, and $\phi(h)$.

Since the model assumes that the recovered $r$ have lifelong immunity, the rate at which $r$ tends to zero is determined by the birth/death rate. If a generation spans 40 years, in absence of infection the time period for $r$ to vanish is much longer than that for the other vanishing variables.

Figure 3: Numerical solution using $\theta = \tilde{\theta} = 1/2$ and $\phi(h)$ in (69): (i) $r$ and $s$; (ii) $e$ and $i$.

Fig. 3 depicts: (i) the computed approximations of $r(t)$ and $s(t)$ as they approach 0 and 1, respectively; (ii) even though the approximations of $e(t)$ and $i(t)$ are near zero they remain positive, i.e., they do not leave the domain of the dynamical system. We used Scheme D and $h = 10$. The graphs of the simulations done by the other
methods show similar qualitative behavior. The computational order of convergence of scheme D, tabulated in Table 1 for various step-sizes $h$, confirms the second-order convergence stated in Theorem 16. Here $x_h$ denotes the approximation of the solution $x = (m, s, e, i, r)$ computed on a mesh with step size $h$ and the norm is the composition of the Euclidian norm in space and the supremum norm in time.

$$\log_2 \frac{||x_{2h} - x_h||}{||x_h - x_{h/2}||}$$

<table>
<thead>
<tr>
<th>$h$</th>
<th>4</th>
<th>2</th>
<th>1</th>
<th>0.5</th>
<th>0.25</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.905557</td>
<td>1.975479</td>
<td>1.993810</td>
<td>1.998449</td>
<td>1.999612</td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Numerical order of convergence of scheme D

Finally, we note that, apart from preserving the GAS of DFE when $R_0 < 1$ on which we focused most, the NSFD schemes (57) preserve the biologically relevant region $\Omega$ of the dynamical system as predicted in Theorem 14. In particular, the discrete solutions are positive and bounded from above by 1. It may happen that standard methods also preserve the stated properties of the MSEIR model. However, in general, this cannot be guaranteed or at least cannot be guaranteed for all step sizes. Examples to that effect for similar systems can be found in [12]. A general discussion of the issue can be found in [7, 46, 48]. In Fig. 4, we provide two illustrations of how these properties may be violated. The two graphs depict numerical solutions obtained via: (i) the two stage second order Runge-Kutta method with $h = 10$ and (ii) by the standard MATLAB routine ode45 ([54]) with adaptive time stepping.

![Figure 4: (i) Second order Runge-Kutta; (ii) Matlab routine ode45.](image)

In the last simulation below (Fig. 5), obtained with the explicit scheme (D), we used the same parameter values as above for $\delta, \varepsilon, \gamma,$ and $q$ but we choose $\beta = 0.17$ so that $R_0 \approx 1.1883$. For each $h$, the nonstandard scheme provides good approximations and converges to the endemic equilibrium, as predicted in Theorem 12.
Figure 5: Nonstandard scheme (D) for $R_0 > 1$ and $h = 10$: (i) $r$ and $s$; (ii) $e$ and $i$.

Additional simulations of the MSEIR model are provided in [9]. In all cases, the CPU times with the ODEs routines (in particular the Runge-Kutta method) were very large, while it took only a few seconds for the nonstandard scheme, depending on $h$. Moreover, in the case when $\beta = 0.2$ the non-stiff routine blew-up.

6 Conclusions

This work was motivated by the paper [32] where sufficient and realistic conditions can be found for the global asymptotic stability of the disease-free equilibrium of epidemiological models associated with a class of specific matrices such as Metzler matrices. Here, we investigated how these conditions can be transposed to the discrete and computational settings. The investigation had three main steps.

In the first step, we provided the discrete counterparts of the continuous conditions in [32] for an abstract discrete dynamical system and showed that these discrete conditions guarantee the global asymptotic stability of the disease-free equilibrium, viewed as a fixed-point of the discrete dynamical system.

In the second step, still within the general setting, we designed nonstandard finite difference schemes that can be fully implicit, fully explicit, or explicit in some dependent variables and implicit in the remaining ones. The fully explicit and fully implicit schemes are nonstandard versions of the forward method and backward Euler method, respectively. The NSFD schemes are proved to be dynamically consistent with the properties of the continuous model in [32], irrespective of the values of the time step $h$. These properties include the positivity of the solutions, linear stability of the equilibria, global asymptotic stability of the disease-free equilibrium, dissipativity of the system, and the related conservation law.
In the third step, we used the general MSEIR epidemiological model as an example making the theoretical results in the previous two steps concrete. The explicit-implicit nonstandard method of the previous step was applied to this model. By considering the weighted average of the explicit-implicit method through two parameters \( \theta, \hat{\theta} \in [0, 1] \), we designed a family of dynamically consistent NSFD schemes, namely the theta-methods. The schemes are second-order convergent when \( \theta = \hat{\theta} = 1/2 \). Special emphasis was placed on the extreme cases \( \theta = 0, \hat{\theta} = 1 \) and \( \theta = 0 = \hat{\theta} \), both explicit methods as well as \( \theta = \hat{\theta} = 1 \) which is an implicit method, with regard to the need of carefully choosing the denominator function of the discrete derivative. With such a choice, we showed in numerical tests in Section 5 the superiority of the NSFD schemes over their classical counterparts.

Our plans for future studies include the extension of this work to other compartmental models, with non-compartmental matrices (see [22,23] for a first attempt in this direction). In this case, the dissipativity of the continuous model, which is an essential assumption of the theory developed in [32], should be addressed differently. Furthermore, the design of higher-order NSFD schemes is an issue of great interest, which has been partly investigated in [39].
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A Nonnegative matrices

Nonnegative matrices play an important role in many areas of applied mathematics, including Numerical Analysis. They are discussed in some of the well known books on Matrix Computations such as [17] or [58]. The formulations and proof of some of the main theorems in this paper rely on the properties of nonnegative matrices. In order to avoid frequent interruptions of the exposition with statements about nonnegative matrices and also to make the paper as self-contained as possible, we include in this Appendix some basic results. Proofs are omitted even for the theorems for which we could not find references in the literature.

The order in the set of $n \times n$ matrices is the point-wise one, namely,

$$ A \leq B \iff a_{ij} \leq b_{ij}, \quad i, j = 1, ..., n. $$

Hence, a matrix $A$ is nonnegative if $A \geq 0$. Let us note that multiplication by a nonnegative matrix preserves the order. More precisely,

$$ (A \leq B, \ C \geq 0) \implies (AC \leq BC, \ CA \leq CB). \quad (70) $$

34
We also use the following notation

\[ A < B \iff A \leq B, \ A \neq B \]
\[ A << B \iff a_{ij} < b_{ij}, \ i, j = 1, \ldots, n \]

As usual, for a given matrix \( A \), \( \rho(A) \) is the spectral radius and \( \alpha(A) = \max\{Re(\lambda) : \lambda \text{ eigenvalue of } A\} \).

The following theorem, known as the Perron-Frobenius Theorem, gives one of the important properties of nonnegative matrices.

**Theorem 17** ([17, Theorem 2.1.3, p.27],[58]) Let \( A \) be a real \( n \times n \) matrix with nonnegative entries. Then \( \rho(A) \) is an eigenvalue and there exists a nonnegative eigenvector \( v \) associated with \( \rho(A) \). Furthermore, if \( A \) is irreducible, then \( \rho(A) \) is a simple eigenvalue and \( A \) has a positive eigenvector associated with \( \rho(A) \).

**Theorem 18** [17, Corollary 2.1.5, p.27] Let \( A \) and \( B \) be real nonnegative \( n \times n \) matrices such that \( A < B \) and \( A + B \) is irreducible. Then \( \rho(A) < \rho(B) \).

Related to nonnegative matrices are the three kinds given in the next definitions and which are frequently used in the body of the paper.

**Definition 19** ([58]) A matrix \( A \) is called an \( M \)-matrix if it can be written in the form \( A = \mu I - B \), where \( B \geq 0 \) and \( \mu > \rho(B) \). This is equivalent to saying that \( A \), with non-positive off-diagonal entries, is nonsingular, and \( A^{-1} \geq 0 \).

**Definition 20** [30] A matrix \( A \) is called a Metzler matrix if all its off-diagonal entries are nonnegative.

**Definition 21** [30] Let \( A \in \mathbb{R}^{n \times n} \). \( A \) is called a compartmental matrix if \( A \) is a Metzler matrix and \( \sum_{i=1}^{n} A_{ij} \leq 0, \ j = 1, 2, \ldots, n \).

**Theorem 22** Let \( A \) and \( B \) be two Metzler matrices such that \( A < B \) and \( A + B \) is irreducible. Then \( \alpha(A) < \alpha(B) \).

**Theorem 23** [43, Theorem 13.9 & Condition 13.10] Let \( A = D - B \), where \( D = \text{diag}(A) \geq 0 \) and \( B \geq 0 \). If \( A \) is strictly diagonally dominant then \( A \) is an \( M \)-matrix.

The next theorem gives an essential connection between Metzler matrices and \( M \)-matrices.
Theorem 24 Let $A$ be a Metzler matrix and $\alpha(A) \leq 0$.

a) For each $\mu > 0$ the matrix $I - \mu A$ is a nonsingular $M$-matrix and
$$\rho((I - \mu A)^{-1}) = \frac{1}{1 - \mu \alpha(A)} \leq 1.$$  

b) If $\mu > 0$ is such that $I + \mu A \geq 0$ then $\rho(I + \mu A) = 1 + \mu \alpha(A) \leq 1$.

Furthermore, if $\alpha(A) < 0$ then the inequalities in both a) and b) are strict.

Theorem 25 [17, Theorem 6.3.11] If $A$ is an $M$-matrix that is irreducible, then
$$A^{-1} \gg 0.$$  

B Proof of Theorem 2

Proof. The global asymptotic stability of $x^*$ on $\Omega$ entails two properties:
(a) The fixed-point $x^*$ attracts all trajectories with $\Omega$ being the basin of attraction;
(b) The fixed-point $x^*$ is stable.

We will prove the attractiveness first. Let $(x^k)$ be any trajectory of (5). Since
$$V(x^{k+1}) = V(f(x^k)) \leq V(x^k),$$
it follows from assumptions (i) and (ii) that the sequence $(V(x^k))$ is decreasing and is bounded from below, so it converges. Let $m = \lim_{k \to \infty} V(x^k)$. Due to the dissipativity property of the dynamical system, the sequence $(x^k)$ is bounded and the set $A$ of its accumulation points is a compact subset of the absorbing set $K$.

Let $a \in A$. Then, there exists a subsequence $(x^{n_k})$ of $(x^k)$ such that $\lim_{k \to \infty} x^{n_k} = a$. Using the continuity of $V$ and $f$ we have $V(a) = \lim_{k \to \infty} V(x^{n_k}) = m$ and $V(f(a)) = \lim_{k \to \infty} V(f(x^{n_k})) = \lim_{k \to \infty} V(x^{n_k+1}) = m$. Therefore $V(a) = V(f(a))$ which implies that $a \in E$. Since $a$ is an arbitrary accumulation point, this also implies that $A \subseteq E$.

Next, for the sake of convenience, we show that the set $A$ is invariant. Indeed consider the sequence $(f(x^k))$. The accumulation points of this sequence are in $f(A)$. However, this sequence is actually the original sequence $(x^k)$ without the first term, so the set of its accumulation points is $A$. Hence,
$$A = f(A).$$  \hspace{1cm} (71)

Since by assumption, $\mathcal{L}$ is the largest (in terms of inclusion) invariant set of (5), which is a subset of $E$, we have $A \subseteq \mathcal{L}$. Using the fact that $x^*$ is GAS on $\mathcal{L}$, we also have $x^* \in A$.

Equation (71) shows that $f$ defines a complete generalized dynamical system on $A$, that is, any trajectory $(a^k)_{k \in \mathbb{N}}$ on $A$ can be continued infinitely in the negative direction as well, so that we have
$$(a^k)_{k \in \mathbb{Z}} = (..., a^{-2}, a^{-1}, a^0, a^1, a^2, a^3, ...) ,$$
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where $a^{-k-1} \in f^{-1}(a^{-k}) \cap A$. The fact that $f^{-1}(a^{-k}) \cap A \neq \emptyset$ is guaranteed by (71). Note that there is no uniqueness in the negative direction.

Let $a \in A$. Assume that $a \neq x^*$. Let $\varepsilon = \frac{1}{2}||a - x^*||$, where $|| \cdot ||$ is the Euclidean norm on $\mathbb{R}^n$. Since $x^*$ is stable on $A$, there exists $\delta > 0$ such that the positive trajectory initiated at any point in $B_\delta(x^*) \cap A$ is contained in $B_\varepsilon(x^*) \cap A$. Here $B_\delta(x^*)$ and $B_\varepsilon(x^*)$ denote the open balls in $\Omega$ with center $x^*$ and radii $\delta$ and $\varepsilon$, respectively, e.g. $B_\varepsilon(x^*) = \{ x \in \Omega : ||x - x^*|| < \varepsilon \}$. Consider a negative trajectory $(a^{-k})_{k\in\mathbb{N}}$ initiated at $a$, that is, $a^0 = a$ and $f(a^{-k}) = a^{-k+1}$. Denote by $B$ the set of accumulation points of the sequence $(a^{-k})_{k\in\mathbb{N}}$. Since the set of the accumulation points of $(f(a^{-k}))_{k\in\mathbb{N}}$ (this is the sequence $(a^{-k})_{k\in\mathbb{N}}$ with one more term in front) is also $B$ we have that $B = f(B)$. However, any invariant subset of $\mathcal{L}$ must contain $x^*$ by virtue of its global asymptotic stability. Hence $x^*$ is an accumulation point of $(a^{-k})_{k\in\mathbb{N}}$. Therefore, there exists $k_0$ such that $a^{-k_0} \in B_\delta(x^*)$. Consider the sequence

$$a^{-k_0}, a^{-k_0+1}, a^{-k_0+2}, ... , a^{-1}, a^0, a^1, ...$$

Since its initial point $a^{-k_0}$ is in $B_\delta(x^*)$, it follows that the whole sequence is contained in $B_\varepsilon(x^*)$. This is a contradiction since $a^0 = a \notin B_\varepsilon(x^*)$. Hence the assumption $a \neq x^*$ is false. Therefore $x^*$ is the only point in $A$, which implies that the sequence $x^k$ converges to $x^*$. This completes the proof that $x^*$ is attractive on $\Omega$.

It remains to show that $x^*$ is stable. Since $x^*$ is attractive, it is easy to see that

$$\min_{x \in \Omega} V(x) = V(x^*) = m, \quad \mathcal{L} = \{ x \in \Omega : V(x) = m \}. \quad (72)$$

Assume that $x^*$ is not stable. Then there exists $\hat{\varepsilon}$ such that for every $\delta > 0$ there exists $x^0 \in B_\delta(x^*)$ such that the trajectory initiated at $x^0$ is not in $B_\hat{\varepsilon}(x^*)$. Since $x^*$ is stable on $\mathcal{L}$, there exists $\hat{\delta} < \hat{\varepsilon}$ such that any trajectory initiated in $B_{\hat{\delta}}(x^*) \cap \mathcal{L}$ is contained in $B_{\hat{\varepsilon}}(x^*) \cap \mathcal{L}$. Choose a sequence $(\delta_i)$ such that $\lim_{i \to \infty} \delta_i = 0$ and $\delta_i < \frac{1}{2}\hat{\delta}$. Then for every $i \in \mathbb{N}$ there exist $x_i^0 \in B_{\delta_i}(x^*)$ and $p_i, q_i \in \mathbb{N}$ such that

$$x_i^p_i \in B_{\delta_i}(x^*), x_i^{p_i+s} \in B_{\varepsilon}(x^*) \setminus B_{\delta_i}(x^*) \quad 1 \leq s < q_i, \quad x_i^{p_i+q_i} \notin B_{\hat{\varepsilon}}(x^*).$$

The sequence $(x_i^{p_i})$ is contained in the compact set $\overline{B_{\delta}(x^*)}$. Therefore, it has a convergent subsequence. To avoid re-indexing we assume that $(x_i^{p_i})$ is convergent. Let $\lim_{i \to \infty} x_i^{p_i} = w^0$. We have that $V(w^0) = \lim_{i \to \infty} V(x_i^{p_i}) \leq \lim_{i \to \infty} V(x_i^0) = m$. Hence

$$w^0 \in \overline{B_{\delta}(x^*)} \cap \mathcal{L} \subseteq B_{\delta_i}(x^*) \cap \mathcal{L}.$$ 

Therefore, the trajectory $(w^k)$ initiated at $w^0$ is contained in $B_{\delta_i}(x^*)$. Let $k \in \mathbb{N}$ be arbitrary and consider the set $\{ w^1, ..., w^k \} \subseteq B_{\delta_i}(x^*)$. Since $w^* = \lim_{i \to \infty} x_i^{p_i+s}$, $0 \leq s \leq k$, there exists $i_0$ such that $q_i > k$ for $i > i_0$. Hence $w^k \notin B_{\delta_i}(x^*)$ and so, $(w^k)$ does not converge to $x^*$. This contradicts the global asymptotic stability of $x^*$ on $\mathcal{L}$. Thus $x^*$ is stable. ■