Numerical computation of average pillar stress and implications for pillar design

by J.A.L Napier*† and D.F. Malan†

Synopsis

A number of issues relating to the computational aspects of pillar design are addressed in this paper. The computation of average pillar stress values is important when attempting to establish criteria for pillar design and in the analysis of the stability of tabular pillar layouts. One of the default ‘classic’ numerical methods that are used to determine pillar stresses is the displacement discontinuity method. In many instances it is not clearly understood that this approach does suffer from some limitations, particularly in relation to the fact that in coarse element simulations, the simulated average pillar stress (APS) can depend on the chosen mesh size. The nature of this error is highlighted in this paper and some strategies are suggested to bound the magnitude of these errors. It is demonstrated as well that the popular linear stiffness approximation to pillar or seam compressibility does appear to allow reasonably accurate estimates of the average pillar stress when either the pillar height is varied or when the seam modulus differs from the host rock modulus. A practical implication of this study is that if the seam modulus is noticeably lower than that of the host rock, such as for coal seams, it is important to use a linear stiffness constitutive model for the pillars rather than a ‘rigid’ pillar assumption. This added complexity seems unnecessary, however, when simulating hard rock pillars in mines where the seam modulus is very similar to that of the surrounding rock.
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Introduction

Pillars are ubiquitously used in hard rock underground mining operations for the control of regional layout stability, and in some cases in the form of crush pillars or yield pillars to control local roof conditions. Although pillar behaviour has been studied1–3 for many decades, the methodologies used to design pillars are nevertheless still imperfect and require additional research4. A particular difficulty in pillar design is that pillar failure occurs according to a number of complex local mechanisms imposed by the heterogeneity of the pillar geological structure (Figure 1 illustrates one of these failure mechanisms) and by the deformations in the proximate roof and floor regions. It has also been understood for many years that the overall stability of a pillar layout system will depend on the relative stiffness characteristics of the surrounding host region and on the effective load-deformation (strain-softening) characteristics of the pillar units5,6. Owing to the many unknowns, empirical determination of pillar strength has remained a popular approach3.

The empirical determination of pillar strengths7–9 usually depends on classifying case studies of selected visual observations and monitored deformations of actual pillars against an estimate of the load that is carried by these pillars. The usefulness of these analyses is strongly dependent on the accuracy of the estimated pillar load. Before numerical modelling programs were commonly available, tributary area theory was frequently used to estimate the pillar loads. Salamon and Munro7 and Hedley and Grant1 used this approach to estimate pillar loads and to derive their famous empirical pillar strength formulae.

A difficulty with tributary area theory is that it cannot take irregularities, such as solid abutments and large barrier pillars, into account. Ryder and Jager10 suggest that the deviations are small at shallow depth in regular pillar layouts having low extraction ratios, and can in fact be ignored in most aspects of coal mine design. In contrast, in hard rock mines, the deviations can be significant owing to the much higher extraction ratios. These layouts require numerical modelling to evaluate the average
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pillar loads. In estimating pillar strength, a typical approach is to identify pillars underground that are very small or are considered to have failed. By careful numerical simulation of these layouts and pillars, the strength of the pillars, or at least the minimum strength of intact pillars, can be estimated.

Although numerical techniques have become popular for estimating pillar stresses, these techniques may lead to erroneous results if the basic characteristics of these methods are not fully appreciated. As pillar load is such a fundamental building block in pillar strength studies, the objective of this paper is to create awareness regarding some of the pitfalls that arise when calculating average pillar stresses. In particular, the displacement discontinuity boundary element method (DDM) is a numerical technique that is very well suited to the analysis of pillar systems in large-scale tabular layout problems in which the plan projection of the mined area may cover several square kilometres. This paper discusses some of the numerical errors that arise when using the DDM to calculate average pillar stresses. It must be noted that while local failure and deformation mechanisms may be analysed using nonlinear continuum plasticity finite element or finite difference models, these methods are themselves difficult to apply to the interactive analysis of extensive rock mass regions surrounding large-scale three-dimensional tabular pillar layouts.

Solution of tabular mine layouts using the displacement discontinuity boundary element method

The displacement discontinuity boundary element method assumes that the mining height (stope width) is generally much smaller than the areal extent of mining, and the excavation is approximated as a simple cut in the medium having two opposing surfaces. This approximate representation of the tabular excavation is termed a ‘slit’ approximation in the remainder of the paper. The relative difference in the displacement vector at each point on the excavation ‘slit’ surface determines the induced displacement and stress components at all points in the medium according to a well-established influence function theory, which allows the redistribution of stress following mining to be calculated. This approach was suggested originally for determining stress concentrations and surface subsidence deformations induced by coal mining operations in the United Kingdom. A later version of this procedure was introduced in South Africa by Salamon, who termed the method the ‘face element principle’. The method has subsequently become known as the displacement discontinuity method. A variety of computer tools have been developed in a number of countries to solve large-scale tabular mine layout problems using the displacement discontinuity technique. Specific examples include MSCALC/ BESOL (Crouch), MAP3D (Wiles), MINSIM-D (Ryder and Napier), TEXAN (Napier and Malan), and special purpose tools for analysing laminated...
strata such as LaModel (Salamon, Heasley). In the DDM analysis the plan outline of the mined area is tessellated using square, quadrilateral, or triangular shaped elements and a specific displacement discontinuity variation is assumed within each element. The problem is solved to determine the detailed distribution of the displacement discontinuity components in all elements such that the total stress at designated points within each mined element is zero (corresponding to the boundary condition that would be expected in an open excavation) or is constrained by the limiting movement of the roof and floor when complete elastic convergence (closure) occurs. The DDM has provided a basic ‘workhorse’ tool to rock mechanics practitioners for routine estimation of stress distributions in pillar layouts and for assessing the potential for induced fault slip in deep-level gold and platinum mine workings. One of the most important applications of the DDM is to determine pillar stress distributions and average pillar loads for the assessment of layout stability or in the back-analysis of observed pillar failures, and the empirical determination of pillar strength criteria.

There are unfortunately a number of computational difficulties associated with the DDM technique, which are not generally appreciated and which may lead to misinterpretations of analysis results. The reasons for these difficulties and some solutions to these problems are presented in the following sections. The discussion is confined to the consideration of only the stress component normal to the plane of the seam or reef horizon.

**Application of tributary area theory to determine average pillar stress**

Let the region that is enclosed by the projection of a specific pillar outline onto the seam or reef plane be designated by Ω. Let the area of the projected pillar region in the seam or reef plane be equal to \( R \), and assume that \( z \) defines the coordinate direction normal to this plane. Let \( \sigma_{zz}(P) \) be the value of the stress component normal to the reef plane at point \( P \) within the pillar region \( Ω \). This stress component will be assumed to be compressive and, following the sign convention used in this paper, will be negative. The absolute magnitude, \( A_P \), of the average pillar stress component, \( \sigma_{zz} \), acting over the pillar is then defined to be given by the following expression:

\[
A_P = -\bar{\sigma}_{zz} = -\frac{1}{R} \int_{\Omega} \sigma_{zz}(P)dR_p
\]  

In Equation [1], \( dR_p \) denotes the differential area element with respect to the points \( P \) in the pillar region \( Ω \). The evaluation of Equation [1] over a general pillar shape is, in general, very difficult and in most practical cases has to be determined numerically. However, in the particular case where each pillar is a uniformly replicated unit within an infinite, horizontal tabular layout, the average pillar stress, \( \bar{\sigma}_{zz} \), is given by

\[
\bar{\sigma}_{zz} = \frac{1}{\epsilon(1-\epsilon)} \sigma_{zz} \]

where \( \epsilon \) is the extraction ratio and \( \sigma_{zz} \) is the virgin vertical stress at the seam horizon. This relationship provides a useful check for numerical procedures and is a good approximation to the average stress acting on pillars near the centre of an extensive, regular layout. In a layout comprising pillars of different sizes, Equation [2] can be interpreted as a general statement of force equilibrium before and after mining takes place, and expresses the average stress acting on the entire pillar ensemble and on the abutment regions. This average value determination is termed the simplified tributary area theory (TAT) and is independent of the surrounding rock mass modulus. It must be emphasised that each individual pillar in a general layout will have a stress value that may be either above or below the average TAT value expressed by Equation [2], and the TAT value is therefore not necessarily a conservative estimate for the average stress over every pillar in the layout. The focus in the present paper is on the numerical computation of the average stress in individual pillars as defined by Equation [1].

Figure 4 illustrates a horizontal test layout simulated with the TEXAN code where the nominal extraction ratio is \( \epsilon = 0.75 \) within the pillar region and the virgin stress at the reef horizon is \( \sigma_{zz} = -108 \text{ MPa} \). Using Equation [2], the tributary area estimate of the average pillar stress is \( A_P = 452 \text{ MPa} \). Figure 5 illustrates the computed average stress values for a row of pillars ({}^{\text{®}} \text{ left to right}) in the centre of the excavation. The layout is tessellated using 10 m square elements with constant displacement discontinuity values, and each pillar is represented by a 4 x 4 cluster of elements. The average stress in each pillar is calculated as the mean of the stress values that arise at the centres of the 4 x 4 pillar element clusters. Figure 5 illustrates that as the overall size of the layout area increases, the average pillar stress tends towards the tributary area stress asymptote predicted by Equation [2]. The average pillar stress values of the pillars adjacent to the abutments can be seen to be significantly lower than the asymptotic value. This is an illustration of how the nominal tributary area estimate of the average stress overestimates the stresses on pillars, since the effect of abutments or barrier pillars is ignored. Different results will arise if the pillar sizes are variable, or if irregular layout configurations are analysed. In these cases the numerically
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computed average pillar stress values in individual pillars may exceed or fall below the TAT value estimated by Equation [2]. It is also important to understand that certain numerical errors are associated with the use of the DDM, and that the choice of element size can affect the computed estimates of average pillar stress values. This is discussed in the next section.

Effect of element size on the determination of average pillar stress values

Errors can arise in the application of the DDM to the numerical determination of average stress values of individual pillar, depending on the choice of element size and the element shape in a geometrically complicated layout configuration. Some perspective on the nature of these errors can be gained by considering initially the simple case of a single strip pillar located between two similar parallel-sided panels in a horizontal plane. The layout configuration and characteristic dimensions are shown in Figure 6.

If the displacement discontinuity slit approximation is used, it is possible to determine the average pillar stress analytically (Salamon [22]). The resulting expression is

$$\sigma_{zz_{i}} = \frac{\pi}{2K(k)\sqrt{1-k^2}}$$  [3]

where $K(k)$ is the complete elliptic integral of the first kind defined as

$$K(k) = \int_{0}^{\pi/2} (1-k^2 \sin^2 \theta)^{-1/2} d\theta$$  [4]

and the argument $k$ is given by

$$k^2 = 1 - \frac{W}{W + 2S}$$  [5]

The pillar problem illustrated in Figure 6 may be solved numerically by dividing each panel into equal-sized, constant value displacement discontinuity elements. The total stress $\sigma_{zz_{i}}(s_i)$ at the centre $s_i$ of panel element $i$ is given by the expression:

$$\sigma_{zz_{i}}(s_i) = \sigma_{zz_{i}}^{m} + \sum_{j=1}^{N} F_{zz}(s_i, s_j) D_z(s_j)$$  [6]

where $D_z(s_j)$ is the value of the assumed constant elastic convergence in element $j$ and where the sum is taken over all elements, $j = 1$ to $N$. The sign of $D_z(s_j)$ in Equation [6] is positive when the relative movement of the seam roof (reef hangingwall) is towards the seam floor (reef footwall). The influence function $F_{zz}(s_i, s_j)$ is given by

$$F_{zz}(s_i, s_j) = \frac{E}{\pi(1-v^2)} \left[ \frac{g_j}{g_j^2 - 4(s_i-s_j)^2} \right]$$  [7]

In Equation [7], $g_j$ is the length of element $j$, $E$ is the Young’s modulus of the country rock, and $v$ is the Poisson’s ratio (a derivation of Equation [7] may be found in Couch and Starfield [22]). It should be noted that the expression for $F_{zz}(s_i, s_j)$ depends only on the relative distance $|s_i-s_j|$ between the centres of elements $i$ and $j$. In the special case where all element sizes have the same value $g$, it is apparent that $s_i-s_j = (i-j)g$ and Equation [7] reduces to

$$F_{zz}(i, j) = \frac{E}{\pi(1-v^2)} \left[ \frac{1}{(1-4(i-j)^2)} \right]$$  [8]

Since it is known that $\sum_{i=1}^{\infty} 1/(1-4n^2) = -1/2$, it follows that $\sum_{j=1}^{\infty} F_{zz}(i, j) = 0$, indicating that the influence kernels are self-equilibrating. The numerical solution to Equation [6] is obtained by setting the total stress $\sigma_{zz_{i}}(s_i)$ at the centre of each panel element to zero and solving for the unknown values of the displacement discontinuity values $D_z(s_j)$. In the specific case where there is only a single element of length $g_i$ at position $s_i$, the unknown value of $D_z(s_i)$ in Equation [6] is given by

$$D_z(s_i) = -\pi(1-v^2) \sigma_{zz_{i}}^{m} g_i / E$$  [9]

It is of interest to note that the analytical solution for the average elastic convergence $D_z$ in a single, open parallel-sided panel of span $g$ is given by

$$D_z = -\pi(1-v^2) \sigma_{zz_{i}}^{m} g / 2E$$  [10]

which can be seen to be exactly one half of the value given by Equation [9]. Although a single, constant strength displacement discontinuity value is admittedly a very crude approximation to the elastic convergence in an isolated panel,
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it is apparent that the use of the kernel expressions given by Equations [7] or [8] can be expected to yield some inaccuracy in estimations of the elastic convergence that will depend on the choice of the element size. It is important also to note that since the influence kernel values are self-equilibrating, the element grid size effect will be reduced if extensive replicated layouts are considered, such as the case illustrated in Figure 4. In practice, all layouts are obviously of finite extent, and consequently errors in estimated stress values can arise when the element sizes are significant compared to the characteristic dimensions of the pillars that are of interest. A detailed analysis of this error behaviour and strategies to compensate for the grid size effect has been presented by Ryder and Napier but, unfortunately, this treatment does not address the question of how to calculate average pillar stress values. This issue is considered in more detail in the present paper.

In order to gain some perspective on this question, consider a specific example in which the pillar and panel span average pillar stress values. This issue is considered in more treatment does not address the question of how to calculate average pillar stress values. This issue is considered in more detail in the present paper.

In the special case where \( g_2 = g_1 / 2 \), Equation [12] reduces to

\[
A = 2A_2 - A_1
\]  

where \( A_2 \) corresponds to the APS estimate with the finer grid size.

In practice, it is not possible to arrange the pillar and panel element sizes to conform exactly to the edges of the layout excavations and to represent the detailed outlines of irregular pillar shapes using uniform square element tessellations. In this case, the best that can be done is to tessellate the layout with elements that are as evenly sized as possible, and to designate the element as being ‘mimed’ if the open excavation constitutes more than one half of the element area. A finer tessellation may then be constructed either by splitting the coarse parent tessellation or by re-meshing the problem region with a finer element tessellation. Consider, for example, an annular excavation region in the \( x-y \) plane surrounding a central, circular pillar as shown in Figure 8. Suppose that a square region of side length 300 m is tessellated with square, constant variation displacement discontinuity elements having side lengths \( g \). The centre points of the elements are assumed to be located at positions \( x_p = x_0 + pg \) and \( y_q = y_0 + qg \) where \( p \) and \( q \) are integers and \( (x_0, y_0) \) is a chosen coordinate origin. The stress component values \( \sigma_{zz} \) normal to the excavation plane are given at the centres of the elements by an appropriate influence relationship analogous to Equation [6]. For the case of constant value displacement discontinuity elements, this relationship may be expressed as

\[
\sigma_{zz}^j (x_p, y_q) = \sigma_{zz}^0 (x_p, y_q) + \sum_{j=1}^{N} \sum_{i=1}^{M} F_{ij} (x_p - x_r, y_q - y_s) D_i (x_r, y_s)
\]  

where \( \sigma_{zz}^0 (x_p, y_q) \) is the virgin stress at point \((x_p, y_q)\) and \(D_i (x_r, y_s)\) is the normal displacement discontinuity component at point \((x_r, y_s)\) on the excavation plane. The summation limits \( M \) and \( N \) cover the region of interest. The stress influence function \( F_{ij} \) is given by the expression

\[
F_{ij} = \frac{1}{2} \sum_{j=1}^{2} \sum_{i=1}^{2} \varepsilon_{ij} R_{ij} \left( \lambda_i B_i \right)
\]

where \( \varepsilon_{ij} \) is the strain increment tensor component, \( R_{ij} \) is the strain increment tensor component, \( \lambda_i \) is the eigenvalue of the strain tensor, and \( B_i \) is the eigenvector of the strain tensor.

It is striking that the estimated absolute magnitude of the average pillar stress values, shown in Figure 7, follow a nearly perfect linear trend when plotted against the element grid size. The fitted trend intercept has a value of 456.05 MPa, which may be compared to the analytic solution value of 456.91 MPa (an error of about 0.03%). The linear trend displayed in Figure 7 also suggests that if two APS values of \( A_1 \) and \( A_2 \) are found, corresponding to grid size values of \( g_1 \) and \( g_2 \) respectively, then the extrapolated value (for the APS limit as the grid size tends to zero) can be estimated from the equation

\[
A = A_2 + \frac{A_1 - A_2}{g_1 - g_2} g
\]  

In the special case where \( g_2 = g_1 / 2 \), Equation [12] reduces to

\[
A = 2A_2 - A_1
\]  

where \( A_2 \) corresponds to the APS estimate with the finer grid size.
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where \( \varepsilon_1 = -1, \varepsilon_2 = 1, A_1 = g(p-\varepsilon_1 / 2), B_1 = g(p-\varepsilon_1 / 2) \) and \( B_2 = VA_2^2 + B^2 \). A close examination of Equation [15] also reveals that the kernel influence function, \( F_{zz} \), depends only on the absolute magnitude of the relative distance coordinates \( |x_r - x_i| \) and \( |y_r - y_i| \) between the source point \( (x_i, y_i) \) and receiving point \( (x_p, y_p) \). It may be noted as well that the influence matrix defined by Equation [15] is also self-equilibrating. The annular excavation problem depicted in Figure 8 was solved using Equations [14] and [15] with a series of different element mesh sizes, \( g \), that are summarized in Table I. In each case, the centre of the circular pillar was assumed to be located at \( x_c = 150, y_c = 150 \) and the mesh origin was chosen to be \( x_0 = 0, y_0 = 0 \). In Table I, \( NE \) is the number of elements assigned to the annular excavation and \( NP \) is the number of elements in the central pillar. These numbers obviously increase as the element size \( g \) decreases. The values \( SE \) and \( SP \) indicate the total area of the elements in the excavation region and in the pillar region respectively. The asymptotic values of \( SE \) and \( SP \), as the grid size tends to zero, are 67858.4 m² and 2827.4 m².

Figure 9 is a plot of the estimated stress values at the centres of the elements covering the central pillar region for the different mesh sizes given in Table I. Each point is plotted as a function of the radial distance of the element centre from the centre of the pillar. The magnitudes of the average pillar stress values corresponding to each element grid size are summarized in the last column of Table I. In each case, the centre of the circular pillar is 30 m from the outer excavation boundary and the pillar radius is 150 m.

The asymptotic values of \( A_P \) and \( A_{SP} \), as the grid size tends to zero, are 67858.4 m² and 2827.4 m². Figure 10 is a plot of the estimated stress values at the centres of the elements covering the central pillar region. In Table I, \( A_P \) is the number of elements in the central pillar. These numbers obviously increase as the element size \( g \) decreases.

The value of \( A_{NP} \) is the number of elements in the central pillar. These numbers obviously increase as the element size \( g \) decreases. The values \( SE \) and \( SP \) indicate the total area of the elements in the excavation region and in the pillar region respectively. The asymptotic values of \( SE \) and \( SP \), as the grid size tends to zero, are 67858.4 m² and 2827.4 m².

Table I

<table>
<thead>
<tr>
<th>( g ) (m)</th>
<th>( NE )</th>
<th>( SE ) (m²)</th>
<th>( NP )</th>
<th>( SP ) (m²)</th>
<th>( A_P ) (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10.0</td>
<td>684</td>
<td>68400</td>
<td>32</td>
<td>3200</td>
<td>388.9</td>
</tr>
<tr>
<td>5.0</td>
<td>2716</td>
<td>67900</td>
<td>112</td>
<td>2800</td>
<td>442.6</td>
</tr>
<tr>
<td>2.5</td>
<td>10856</td>
<td>67850</td>
<td>448</td>
<td>2800</td>
<td>432.9</td>
</tr>
<tr>
<td>1.25</td>
<td>43440</td>
<td>67875</td>
<td>1804</td>
<td>2818.75</td>
<td>432.9</td>
</tr>
</tbody>
</table>

Richardson deferred limit extrapolation procedure, admitting a power-law variation of the average pillar stress as a function of the element grid size, but probably offering a limited improvement in accuracy in the present case. This example demonstrates that the extrapolation technique must be treated with some caution in the case of tabular mine layouts. The main sources of numerical error arise from both the inaccuracy of constant value displacement discontinuity element convergence values and from the

![Figure 8](image-url) Central circular pillar surrounded by an annular excavation region. (Pillar radius = 30 m; outer excavation radius = 150 m)

![Figure 9](image-url) Effect of element size on the radial distribution of stress values in the central pillar within the annular excavation shown in Figure 8. The stress values are computed at the centres of the elements covering the central pillar

![Figure 10](image-url) Effect of element size on the average centre pillar stress for the annular excavation shown in Figure 8.
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The displacement discontinuity approximation to a tabular excavation takes no account of the excavation dimensions normal to the plane of the seam or reef and it simulates the pillars with ‘zero height’. The pillar can therefore not deform. A popular method that is used to compensate for the seam or reef compressibility is to employ a linear spring (the so-called ‘Winkler spring’ approximation) to represent the assumed seam or reef compressibility at the point (xp, yp). In Equation [14], the total stress σzz(yp) at the point (yp, yq) in the seam, is assumed to be given by the expression

$$\sigma_{zz}(yp, yq) = k_S D_s(x_p, y_p)$$

where $k_S$ is a linear stiffness factor that is used to represent the seam or reef compressibility at the point (xp, yp). For example, if the mining height is H and if it is assumed that the lateral strain parallel to the seam or reef plane is negligible, then the stiffness $k_S$ may be deduced from Hooke’s law to be

$$k_S = \frac{(1 - v_S)E_S}{(1 + v_S)(1 - 2v_S)H}$$

where $E_S$ and $v_S$ are the Young’s modulus and Poisson’s ratio respectively of the seam or reef rock in the pillar or abutment regions. It is important to note that the value of $k_S$ depends on the ratio $E_S/H$ and will be altered if either $E_S$ or $H$ is varied. Following the adopted sign conventions used in this paper, it apparent from Equation [17] that when $D_s > 0$ the seam is compressed relative to the virgin state and the total stress $\sigma_{zz}$ becomes more compressive than the virgin stress $\sigma_{zz}$. Substituting Equation [17] into Equation [14] yields the following equality constraint relationship for the elastic convergence $D_s(x_p, y_p)$ at point (xp, yp) in the seam,

$$-k_S D_s(x_p, y_p) = \sum_{j=1}^{M} \sum_{i=1}^{N} F_i (x_j - x_p, y_j - y_p) D_s(x_p, y_p)$$

Equations [14] and [19] can be combined to solve for the elastic convergence in both the excavation and seam regions. The total stress values at all points in the seam regions can be recovered from Equation [17].

It is of some interest to compare the stress values that are computed using the linear stiffness approximation to values that are obtained by explicitly solving two adjacent rectangular section slots as illustrated in Figure 11. The explicit slot solution is obtained using an elastic boundary element program, RIFT, and the pillar stress values are evaluated along the horizontal line AB through the centre of the pillar as illustrated in Figure 11. It is assumed that the rock mass modulus is 72 000 MPa and the Poisson’s ratio is 0.2. The panel spans are set to 120 m, the pillar width is equal to 24 m, and the virgin stress at the seam horizon is assumed to be $\sigma_{zz} = -100$ MPa. Note that the pillar and panel dimensions are similar to those used to plot the graph in Figure 7, where the analytical solution for a zero height pillar was found to be equal to 455.91 MPa and the corresponding extrapolated numerical estimate was 456.05 MPa. If the seam modulus, $E_S$ and seam Poisson’s ratio, $v_S$, are equal to the rock mass values then, using Equation [18], the linear seam stiffness is $k_S = 80 000$ MPa/m if the pillar height is equal to 1 m. Figure 12 shows a comparison between the pillar stress profile determined along the centre line AB of the actual pillar and the values obtained from the displacement discontinuity slit solution using the linear stiffness factor in the pillar region. It is apparent from Figure 12 that the stress profiles are very similar in this case where the pillar height:width ratio is small (1:24). If the pillar height is increased to 4 m, the equivalent linear seam stiffness is reduced to 20 000 MPa/m. Figure 13 shows a comparison between the stress profile across the central line of the 4 m pillar and the linear stiffness model. In this case, it is apparent that the stress in the actual pillar model is much lower near the pillar edges than for the linear seam stiffness model. These diagrams illustrate some important differences in the stress profiles that are estimated using an actual pillar as compared to the simple stiffness model where the pillar edge stress is highly peaked.
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The average pillar stress values, scaled to the seam horizon virgin stress, were calculated for a series of different pillar heights and are summarized in Table II. In each case the seam modulus and Poisson’s ratio are assumed to be the same as the respective rock mass values. The scaled average stress values given in Table II are plotted against the scaled pillar height values (pillar height divided by the pillar width) in Figure 14. It is of particular interest to observe that for the chosen example, where the pillar elastic parameters are the same as the surrounding rock mass, the average pillar stress values are not very strongly dependent on the height of the pillar. It is also apparent that the average stress values that are calculated across the centre of the actual pillar cases are slightly larger than but very similar to, the values for the linear stiffness model. The results plotted in Figure 13 show that the linear stiffness model may yield artificially peaked stress values near the edges of the pillar.

It is of some interest to calculate the variation of the effective vertical pillar stiffness at each point across the pillar width for different pillar heights. Let the absolute difference in the vertical displacement between the roof contact and the floor contact of the pillar at a distance $x$ from the pillar centre line be designated as $\Delta u(x)$. Referring to Equation [17], the effective point pillar stiffness, $k_{\text{eff}}$, at position $x$ within the pillar is defined to be

$$k_{\text{eff}}(x) = \frac{\sigma_z^r(x) - \sigma_z^t(x)}{\Delta u(x)}, \quad [20]$$

where the virgin vertical stress component $\sigma_z^r(x)$ and the total vertical stress component $\sigma_z^t(x)$ are evaluated at positions $x$ along the central line AB across the pillar (see Figure 11). These effective stiffness factors were computed for each pillar height value in the first column of Table II and are plotted in Figure 15. The results indicate that the effective point stiffness profile, defined according to Equation [20], is relatively uniform in the central region of each pillar but decreases more and more sharply near the pillar edges, as the pillar height becomes smaller. The central ‘plateau’ stiffness in each profile shown in Figure 15 is larger than the corresponding stiffness values in the second column of Table II but falls below these values near the pillar edges. It is also noteworthy that the reduced effective stiffness near the pillar edges can be expected to induce significantly different stress patterns in the pillar foundation and roof regions near the pillar edges from the stress field that is induced by using the zero height seam or reef linear stiffness approximation defined by Equation (17). This difference in the point stiffness near the pillar edges will control the propensity for the pillar to ‘punch’ into the surrounding rock and will play an important role in controlling possible slip on disconti-

**Table II**

Comparison of average pillar stress values calculated for actual pillars to the average stress values computed using a linear seam stiffness approximation. (Uniform seam and host rock properties; Pillar width = 24 m)

<table>
<thead>
<tr>
<th>Height, $H$ (m)</th>
<th>Stiffness, $k_S$ (MPa / m)</th>
<th>Actual pillar</th>
<th>Linear stiffness</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\sigma_z^r / \sigma_z^v$</td>
<td>$\sigma_z^t / \sigma_z^v$</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>80000</td>
<td>4.565</td>
<td>4.509</td>
</tr>
<tr>
<td>2</td>
<td>40000</td>
<td>4.544</td>
<td>4.471</td>
</tr>
<tr>
<td>3</td>
<td>26667</td>
<td>4.522</td>
<td>4.436</td>
</tr>
<tr>
<td>4</td>
<td>20000</td>
<td>4.500</td>
<td>4.403</td>
</tr>
<tr>
<td>5</td>
<td>13333</td>
<td>4.454</td>
<td>4.341</td>
</tr>
<tr>
<td>6</td>
<td>10000</td>
<td>4.407</td>
<td>4.284</td>
</tr>
</tbody>
</table>
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Figure 15—Effective point stiffness profile of pillars with different heights but having the same elastic parameters as the host rock

For each row. It is notable as well that the average pillar stress of the actual pillar is remarkably insensitive to the different pillar height cases, provided the pillar modulus is changed in proportion to the height. It should be stated again that the linear stiffness model appears to yield good results in computing the elastic average pillar stress, but should be very carefully assessed if stress values are to be evaluated in the rock mass near the pillar edges.

From Figure 17, it is apparent that, for the present example, the average pillar stress will be overestimated if the seam modulus is assumed to be very stiff. (As the rock modulus: seam modulus tends to zero, the pillar effectively becomes rigid). For cases where the seam modulus is much lower than the host rock modulus, it is then recommended that the linear stiffness model should be used with the pillar stiffness estimated using Equation [18].

Conclusions

The computation of average pillar stress values is important when attempting to establish criteria for pillar design and in the analysis of the stability of tabular pillar layouts. One of the default ‘classic’ numerical methods that are used to determine pillar stresses is the displacement discontinuity method. In many instances it is not clearly understood that this approach does suffer from some limitations, particularly in relation to the fact that in coarse element simulations, the results can depend on the chosen element mesh size. The nature of this error is highlighted in the paper and some strategies are suggested to bound the magnitude of these errors. It is demonstrated as well that the popular linear stiffness approximation to pillar or seam compressibility does appear to allow reasonably accurate estimates to be made of

Table III

<table>
<thead>
<tr>
<th>Height, H (m)</th>
<th>Modulus, $E_S$ (MPa)</th>
<th>Stiffness, $k_S$ (MPa / m)</th>
<th>Actual pillar $\sigma_{zz} / \sigma_{zz}$</th>
<th>Linear stiffness $\sigma_{zz} / \sigma_{zz}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>720000</td>
<td>20000</td>
<td>4.532</td>
<td>4.632</td>
</tr>
<tr>
<td>2</td>
<td>720000</td>
<td>20000</td>
<td>4.520</td>
<td>4.534</td>
</tr>
<tr>
<td>3</td>
<td>360000</td>
<td>10000</td>
<td>4.250</td>
<td>4.403</td>
</tr>
<tr>
<td>4</td>
<td>180000</td>
<td>5000</td>
<td>4.216</td>
<td>4.284</td>
</tr>
<tr>
<td>5</td>
<td>90000</td>
<td>2500</td>
<td>4.083</td>
<td>4.083</td>
</tr>
</tbody>
</table>

For a fixed pillar height of 4 m are shown in Table III, and the scaled average pillar stress values are plotted against the ratio of the rock modulus to the pillar modulus in Figure 17. It is again interesting to observe that the average stress associated with the actual pillar geometry is very similar to, but slightly larger than, the corresponding average stress value determined using the linear stiffness model. This appears also to hold true if the individual values of the seam modulus $E_S$ and the pillar height, $H$, are varied but the ratio of $E_S / H$ is maintained at a constant value. This is illustrated in Table IV, where the linear seam stiffness is 20 000 MPa m

Figure 16—Examples of underground pillars with different pillar/host rock moduli. (a) Platinum mine pillar with modulus approximately similar to the host rock. (b) Coal mine pillar with modulus lower than the host rock (photograph courtesy of Prof. Nielen van der Merwe)
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**Table IV**

Comparison of average pillar stress values calculated for actual pillars where the modulus is proportional to the pillar height. (Pillar width = 24 m)

<table>
<thead>
<tr>
<th>Height, H (m)</th>
<th>Modulus, E (MPa)</th>
<th>Stiffness, kS (MPa/m)</th>
<th>Actual pillar stress, ( \sigma_{zz} ) (MPa)</th>
<th>Linear stiffness stress, ( \sigma_{zz} ) (MPa)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>36 000</td>
<td>20 000</td>
<td>4.500</td>
<td>4.400</td>
</tr>
<tr>
<td>4</td>
<td>72 000</td>
<td>20 000</td>
<td>4.520</td>
<td>4.400</td>
</tr>
<tr>
<td>6</td>
<td>108 000</td>
<td>20 000</td>
<td>4.527</td>
<td>4.400</td>
</tr>
<tr>
<td>8</td>
<td>144 000</td>
<td>20 000</td>
<td>4.521</td>
<td>4.400</td>
</tr>
</tbody>
</table>

the average pillar stress when either the pillar height is varied or when the seam modulus differs from the host rock modulus. At the same time, it is noted that although this approximation has some utility in allowing the determination of average pillar stress values, it may lead to significant errors when analysing the stress distribution off the reef plane or along the seam horizon in positions that are close to the edges of pillars or abutments. It is important to explore these effects in relation to pillar foundation failure mechanisms in future studies.

A practical implication of this study is that if the seam modulus is noticeably lower than that of the host rock, such as for coal seams, it is advisable to use a linear stiffness model for the pillars instead of a ‘rigid’ pillar assumption. This added complexity seems unnecessary, however, when simulating hard rock pillars in mines where the seam modulus is very similar to that of the surrounding rock.
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