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INTRODUCTION 

In his remarkable two papers [l] and [2], Manfred Breuer laid the 

foundations of a generalized theory of compact and Fredholm opera-

tors relative to a von Neumann algebra A. Classical results as : 

( i) 

(ii) 

(iii) 

"The Fredholm alternatives" due to F. Riesz ([13] p 87), 

which states that I - Tis Fredholm of index zero if T 

is compact (TeL(H) ) ; 

a well known decomposition theorem for compact operators 

also proved by Riesz ([11], p 431 ); and 

a theorem due to Atkinson ([13], p 90) which states that 

if A(H) = L(H)/C(H) (C(H) the two-sided ideal of all 

compact operators on a Hilbert space H) is the Calkin 

algebra; then the set of all Fredholm operators in L(H) 

is exactly the inverse image of the group of all 

invertable elemets in A(H) under the canonical quotient 

mapping n:L(H) ____,. A(H) , 

is generalized to a von Neumann algebra A ((ii) only to 

a certain extent). The main goal of this study is to 

prove these three theorems which are included in Chapter 

4. 

Since the projections of a von Neumann algebra form a fundamental 

structure of the algebra, these generalizations depend heavily on 

the study of the projection lattice existing in a von Neumann 

algebra A. Therefore, Chapter 1 contains a comprehensive amount 

of standard material concerning the geometry of projections in a 

von Neumann algebra which will be used in the chapters that 

follow. This Chapter may thus be considered as an Appendix. 

Once we introduced the notion of a finite projection relative to A 

we proof in the concluding section of Chapter 1 one of the deepest 

and most important theorems in the theory of von Neumann algebras. 

It characterizes finite von Neumann algebras in terms of traces 

defined on the algebra. We put this result in the first chapter 
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since it will not include our final goal, but will only be used as 

an important tool for the main results appearing in Chapter 4. 

In Chapter 2 we use the equivalence classes of finite projections 

in a von Neumann algebra, to construct a commutative monoid M. By 

considering the Grothendieck group r of M, we canonically define 

an order relation on r. This commutative ordered group plays an 

important role in Fredholm theory since it contains the so called 

indices of the Fredholm elements defined on a von Neumann algebra. 

We conlude Chapter 2 by defining a dimension function on the set 

of all finite projections in A with values in r. 

In Chapter 3 the concept of finite, compact and Fredholm elements 

are introduced and the index defined. We show that the set of 

compact elements is the smallest closed two-sided ideal containing 

the finite projections relative to a von Neumann algebra A. 

For Te A to be Fredholm we shall require that 

(i) the null-projection NT of Tis finite relative to A. 

(ii) There exists a finite projection E E A such that the range of 

I - E is contained in the range of T. By the use of proper-

ties ( i) and (ii) an index mapping is defined on the set of 

all Fredholm elements relative to A' with values in the 

Grothendieck group r. These values are called the indices of 

the Fredholm operators and the group r is referred to as the 

index group of A. 

Chapter 4 is devoted to the generalizations of the three classical 

theorems mentioned earlier. We conclude this chapter with a num-

ber of important corollaries obtained from the generalized 

Atkinson theorem: For example we obtain, by composition, that 

the set of all Fredholm elements in A is a self-adjoint monoid, 

which is open in the norm topology on A. 
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We conclude this thesis with an Appendix where we mention several 

basic results on some useful locally convex topologies defined on 

A. As far as the references are concerned, the main sources used 

in this work are [l], [2], [5], [17] and [18]. More detailed 

references are given throughout the chapters. The notations and 

conventions used are also defined at the beginning of each sec­

tion. 
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CHAPTER 1 

COMPARISON OF PROJECTIONS IN A VON NEUMANN ALGEBRA A 

This chapter is devoted to a variety of background material. The 

principal tool for the study of von Neumann algebras is the 

technique of "comparison" of the projections in a von Neumann 

algebra. In the first section, we shall define an equivalence 

relation together with an order relation on the set of all 

projections in a von Neumann algebra. We shall also define what 

we mean by a finite project ion in a von Neumann algebra. The 

proofs of the main results appearing in Chapter 4 depend largely 

on the notion of the finiteness of a projection relative to a von 

Neumann algebra A. Once we have defined what we mean by a finite 

von Neumann algebra, we can give a useful characterization of 

finite von Neumann algebras in terms of traces. 

1.1 COMPARISON OF PROJECTIONS 

Let H be a Hilbert space over the complex field C. By L ( H) we 

shall denote the c*-algebra of all bounded linear operators on H. 

If Mis a subset of L(H), we define its commutant M' as the set of 

all TeL(H) such that TS= ST for all SeM. Avon Neumann algebra 

on His a unital *-subalgebra A of L(H) such that A= .A.'•. By the 

fundamental theorem of operator algebras (the double commutation 

theorem), due to J von Neumann ([17], 3.2), one can also define a 

von Neumann algebra A as a *-subalgebra of L(H) which is closed in 

the weak operator topology on A. 

In this section we make use of several locally convex topologies 

defined on .A.. For definitions and well-known results concerning 

these topologies on .A., see Appendix 5.1 where a few properties of 

these topologies are stated. 

The set of all projections of A is defined as the hermitian 

operators in A which are idempotent. This set is denoted by ~(A). 

It is easy to see that the order relation S, defined by E S F if 

and only if EF = E gives a partial order on ~(A). 
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1. 1. 1 LEHHA 

Let E, Fe ~(A) be projections with closed range spaces E(H) and 

F(H). The following conditions are equivalent : 

(i) E ~ F 

(ii) E(H) c F(H) 

Proof 

Let E ~ F. By definition this means EF = E. Taking adjoints on 

both sides one has FE= E. Thus E(H) = FE(H) c F(H), which gives 

the implication (i) implies (ii). 

Suppose E(H) = F(H). Since Fis the identity on F(H) and 

E(H) = F(H) it follows that F is the identity on E(H). 

implies FE= E which implies EF = E. Thus (ii) implies (i). 

This 

Together with this order relation we have the following lemma. 

1. 1.2 LEHHA ([18], p. 290) 

If A is a van Neumann algebra, then the set of all projections 

~(A) is a complete lattice. 

Proof 

To see this we must show that if {E.}. I is a family of 
l. l. e 

projections in A, the greatest lower bound inf E. and the least 
i~I l. 

upper bound sup E. are elements of~(A). 
i~ I l. 

Let E be the projection of H onto the closed subspace n E.(H) of 
0 ieI 1 

H. Clearly UE. = E.U for every unitary operator UeA' and ieI. By 
l. 1 

definition a unitary operator is onto and so we have 

UE . ( H) = E . U ( H) = E . ( H) for a 11 i e I . 
1 1 1 

Thus every unitary in A• 

leaves each E.(H) invariant; 
l. 

n E.(H) invariant as well. 
ieI 1 

UE 
0 

= E UE • 
0 0 

If we repeat 

it therefore leaves the intersection 

Since U( n E.(H)) c n E.(H) we have 
i~I 1 

- i~I 1 

* -1 the process for U = U e.A. • we find 

u*E 
0 

= E u*E 
0 0 

By taking adjoints on both sides we get 
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E U = E UE . 
0 0 0 

every element 

elements ((17]. 

Thus, 

in A' 

- 3 -

E U = UE for 
0 0 

is a linear 

every Ue.A. • , 

combination 

p 20), we have E T = TE 
0 0 

for 

unitary. Since 

of four unitary 

all Te.A.' . This 

implies E EA'• = A 
0 

(A is a von Neumann algebra). Thus E e~(.A.). 
0 

It is clear that E 
0 

is a lower bound of {E.}. r· 
l. l. e 

for all ieI lemma 1.1.1 implies E'(H) c E.(H) - ]. 

Suppose E• < E. - ]. 

for all ieI which 

implies that E'(H) c n E. ( H) . Th us E' 5 E 
O 

by 1 emma 1. 1. 1, 
iE.I 

1 
and 

consequently E is the greatest lower bound of {E.}. 
1

. Since the o 1 1e 
mapping E ➔ I-E (Ee~(.A.)) reverses the ordering of projections we 

have inf ( I-E.) 
. 1 

= I - sup E.. Thus sup E. = I - inf ( I - E.). 
i 1 i 1 i l ]. 

Since inf(I - E.) . ]. 
e~(A) by the above argument, we have that 

]. 

sup E. e 1»(.A.). 
]. 

i 
■ 

1. 1.3 REl'lARKS 

In the proof of lemma 1.1.2 we have seen that the range space of 

inf E . e~ (A) is n E . ( H) . We have also seen that 
i 1 ieI 1 

sup E. = I - inf (I - E.). 
i ]. i ]. 

Hence the range space of sup E. e~(.A.) 
1 

is ( n E. (H).L).L 
iE.I 

1 
= ( U E.(H) ).L.L = 

. I i ]. E. 

of H generated by u E.(H)]. 
iE. I 

1 

1. 1.4 DEFINITION ([l]) 

[ U E.(H)] 
. I l. ]. E. 

i 

(the closed subspace 

Two projections E and Fin A are said to be equivalent (relative 

* to A) if and only if there exists a Ve A such that E = V V and 

* F = VV . We write E ~ F, and say E ~ F by V. 

An order relation~ in ~(A) is defined as follows : We say E ~ F 

if and only if there is an E•e~(.A.) such that E ~ E• 5 F. 
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1. 1.5 DEFINITION ([5], p.52) 

A partial isometry VeA with initial projection E and final 

projection Fis an operator such that 

(xe E(H)) IIVXII = IIXII 

Vy= 0 

F(H) = V(H) 

(ye (I-E)(H)) 

and 

1.1.6 LEHHA ([5], p. 52) 

Let V, E, Fe A. Then the following conditions are equivalent 

( i) V is a partial isometry with initial projection E and 

final projection F. 

(ii) V* . 1S a partial isometry with initial projection F and 

(iii) 

(iv) 

Proof 

final projection E 

v*v =Eis a projection and F = vv* 

vv* =Fis a projection and E = v*v. 

We first show that (iii) implies (iv) : 

Suppose E = v*v is a projection in A. 

[V(I-E)J*[V(I-E)] = (I-E)V*V(I-E) = (I-E)E(I-E) 

Then we have 

= 0. Thus 

11V(I-E)11 2 = ll[V(I-E)] [V(I-E)J*u = 0. So V(I-E) = 0. This implies 

that F - F 2 = vv* - vv*vv* = V(r-v*v)v* = V(I-E)v* = o. conse-

quently F 2 = F and F* = (VV*)* = vv* = F. 

(iv). 

We now show (iii) implies (i) : 

This proves condition 

If condition (iii) holds, then for every xeH we have 

2 * 2 IIVxll = (Vx,Vx) = (V Vx,x) = (Ex,x) = IIExll . 

Thus IIVxll = llxll for all xeE(H); and Vy = 0 if ye ( I-E) (H). This 

shows that Vis a partial isometry with initial projection E. 
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We now show that V has Fas final projection. Since F = vv* we 

have F(H) = V(V*(H)) c V(H). Conversely we know V(I-E)x = 0 for 

all xeH. Thus V = VE= vv*v = FV, which implies 

Consequently V(H) = F(H). 

(i) implies (iii) 

If Vis a partial isometry from E to F, it follows that 

IIVxll = IIExll for all xeE(H) and since Vy = 0, ye (I-E) (H) we have 

11Vxu 2 = 11Exu 2 (xeH). 

This implies that (V* Vx,x) = (Ex,x) (xeH) 

From the polarization identity 

(x,y) = ¼{(x+y,x+y)-(x-y,x-y)+i(x+iy,x+iy)-i(x-iy,x-iy)} (x,yeH), 

* we conclude that (V Vx,y) = (Ex,y) for all x,yeH. 

* Thus V V = E; and E is a projection. According to the final 

paragraph of the proof (iii) implies (i), it is clear that vv* 

is the projection onto V(H); * and V ( H) = F ( H) , so V V = F. 

The implications : (iv) implies (iii), (iv) implies (ii) and (ii) 

implies (iv) follow easily by interchanging V and v*, and E and F 

in the above. 

■ 

1.1.7 REnARKS ([5], p. 55) 

( 1 ) Due to 1 e mm a 1 . 1 . 6 two pro j e ct ions E and F in ,, (.A.) are 

equivalent if there exists a partial isometry in .A. with 

initial projection E and final projection F. 

(2) "~" is indeed an equivalence relation 

Reflexive : E ~Eby partial isometry E 
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Symmetric : Suppose E ~ F by partial isometry V, then E = v*v 

and F = vv*. Thus F = (V*)*v* and E = v*cv*)* which imply 

F ~Eby partial isometry v*. 

Transitive: Suppose E ~ F by v
1 

and F ~ G by v
2

, 

* * * * then E = vl vl ; F = vlvl and F = V2V2, G = v2v2. 

Let v = v2 v 1 . Then v*v = vf F v 1 = vf v1 v1 v 1 = 

Likewise vv* = G. Thus E ~ G by V. 

(3) We call two projections E, Fe~(A) disjoint if EF = 0. 

1.1.8 LE 1111 A ( [ 8 ] , p • 111 ) 

■ 

If E, Fe~(A) are commuting with corresponding range spaces E(H) 

and F(H), then sup(E,F) = E + F - EF, inf(E,F) = EF. Moreover 

EFe~ (A). 

Proof: 

We first show that inf (E,F) = EF. Clearly EF is a projection in 

A since (EF)* =FE= EF (E and F commutes) 

and (EF) 2 = (EF)(EF) = E2 F2 = EF. Since inf(E,F) ~ E and 

inf(E,F) ~ F we have EFinf(E,F) = Einf(E,F) = inf(E,F). Thus 

inf(E, F) ~ EF. Conversely, let x e EF(H). Then EFx = x, 

so Ex= E(EFx) = EFx = x and Fx = F(EFx) = F(FEx) = FEx = EFx = x. 

Thus x e E(H) and xeF(H) which implies x e E(H) n F(H). We have 

seen in the proof of lemma 1. 1. 1 that the range of inf(E, F) is 

E(H) n F(H). Thus EF(H) ~ inf(E,F)(H), so lemma 1.1.1 implies 

EF ~ inf(E,F). Thus EF = inf(E,F). 

By applying the same result to the commuting projections I-E and 

I-F, we have 

inf( I-E, I-F) = ( I-E) ( I-F). 

Then sup(E,F) = sup[I-(I-E), I-(I-F)] = I- inf(I-E,I-F) 

= I -(I-E)(I-F) = E+F - EF. 

■ 
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1. 1.9 COROLLARY ([8], p. 112) 

Suppose that E,Fe~(.A.) are projections onto E(H) and F(H), 

respectively. (1) If E and Fare disjoint sup(E,F) = E+F (2) If 

Es F, then F-E is a projection in .A. onto F(H) n (I-E)(H). 

Proof 

(1) follows directly from lemma 1.1.8. 

EF = FE = E. Thus (I-E) and F 

inf(F,I-E) = F(I-E) (= F-E) is 

F(H)n(I-E)(H). This shows (2). 

1. 1. 10 LEH. H. A ( [ 8 ] , p • 112 ) 

Since Es F we have 

commute. From lemma 

a projection in .A. 

■ 

1.1.8 

onto 

If {E.} is an increasing (resp. decreasing) net of projections in 
l 

A, and if E = sup E. (resp. inf E.), then Ex= lim E.x for each 
i~I l i~I l i l 

xe H. The limit is taken in the norm topology on H. 

Proof 

Since {Ei (H)} is an increasing set of closed subspaces of H, 

U.E. (H) is a linear subspace of H and has norm closure E(H) by 
l l 

remark 1.1.3. Suppose xe Hand e > 0. Since Exe E(H), we can 

choose an element y in one of the subspaces E. (H) so that IIEx-yll 
l 

<e . 
When i _< j, we have E. _< E. ~ E, ye E.(H) c E.(H) c E(H), 

l J l - J 
and thus 

IIEx - E .xii = IIE(Ex - y) - E .(Ex - y)II 
J J 

S II E - E . II II Ex - yll < e 
J 

Thus {E .} . I converges to E in the strong operator topology on A. 
J JE 

The parts in brackets follow by applying the result just proved to 

{I - E.}. I. 
l l.E 

■ 
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1.1.11 LEHHA ([8], p 113) 

If {E.}. J is a disjoint family of projections in .A., E = sup E. 
l lE . l 1. 

and xe H, 

on H. 

then Ex= \.E.x; f.1. l. 
the sum converges in the norm topology 

Proof 

If J is a finite set, it follows from corollary 1.1.9 (1), 

together with a straightforward argument by induction on the 

number of elements in J that E = \. 3E .. f.1.e 1. 

When J is an infinite set, let R denote the class of all finite 

subsets of J; for each Se R, define GS= 2ieSEi. By the 

preceding paragraph G
8 

net of projections, and 

= sup 
ic. s 

E. ' l. 
so is an increasing 

= sup{supE. 
ic.S l 

s ER}= supE. = E 
ie.J l 

By lemma 1.1.10, Ex is the limit, in norm, of the net (GSx,SeR,~). 

Thus since Gsx = \. SE.x , \. 
3

E.x converges in norm to 
f.1.E l f.1.E l 

Ex ( xe H) . 

■ 

1.1.12 PROPOSITION ([5], p 56) 

Let { E . } . I ( resp . { F . } . I ) be a pa i rw is e dis j o int f am i 1 y of 
l l.E 1 1.E 

projections in A. If E. ~ F. for all ieI, then \.E. ~ \.F. where 
1. 1. f.1. 1. f.1 1. 

this sum converges in the strong operator topology on .A.. 

Proof 

Since. E. ~ F. for all ieI, there exist partial isometries V. e .A. 
l. l l. 

such that E. 
1. 

* = V.V. and F. 
l l. l. 

* = V. V . • 
l. l 

Then, for all 
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x e H, V.x = F.V.E.x, 
]. ].].]. 

since F.V.E.x = V.V~ V.V~V.x = F~V.x = F.V.x 
111 ].]. 111 11 11 

= V.x (V.(H) = F.(H), 
]. 1 l. 

thus F. is the identity on V. (H)). 
i l. 

Therefore (V.x, V.x) = (F. 
l. J l. 

V.E.x, F.V.E.x) = 0 (F.F. = 0 i~j). 
i ]. J J J l. J 

Thus V.xLV.x for all i~j. 
l. J 

Together with 11V.x11 2 = (V.x, V.x) 
i i i 

* = (V.V.x,x) = (E.x,x) 
i i i 

2 = IIE. XII t 
]. 

one has 

II\. V . X II 
2 = \. II y·. x II 2 = \. II E . x II z = 11 \. E . x II z , 

Li i Li i Li i L1.]. 
where the sum is taken over any finite subset of I. Thus \. E. is 

Li i 

strong operator convergent if and only if \.v. is strong operator 
Li i 

convergent on H. But, from lemma 1.1.11 \. E . Li i 

convergent to E = supE.e ,.(.A). 
. i 
l. 

convergent to V, say. 

Thus "\.v. 
Li i 

is strong operator 

is strong operator 

It is clear that V e A since .A is strong operator closed. The 

above equation gives IIVxll = 11\.E.xll. Li ]. 

Thus Vis a partial isometry with initial projection E = \.E. (see 
Li i 

the argument in the last paragraph of lemma 1.1.6,(iii) implies 

( i) ) . 

Similarly,\.v~ is strong operator convergent to a partial isometry Li i 

W e .A. with initial projection \. F.. Thus \. V. is weak operator 
Li i Li i 

convergent to V ( the strong operator topology is finer than the 

weak operator topology on A) and since the *-operation is weak 

operator continuous on A, \.v! is weak operator convergent to v*; 
Li i 

but \.v~ is also weak operator convergent to W. Li i 
Thus v* = W. We 
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have seen that W has \.F. as initial projection. Li i 
Lemma 1. 1. 6 

implies that V has final projection F = 2i Fi. Therefore, lemma 

1.1.6 implies that v*v = E and vv* = F. Thus E ~ F. 

■ 

1. 1. 13 COROLLARY ([5], p 56) 

If { E . } . I ( resp . { F . } . I ) is a disjoint f am i 1 y of project ions in lie i ie 
A such that E. < F. for all ieI, then \.E. < \.F .. i ~ i Li i ~ Li 1 

Proof: 

I 

Since E. < F. for all i, there exist E. e~(.A) such that 
1 ~ 1 1 

I I I I 

E. E. ~ F .• Then {E.}. I is a disjoint family since E. F. = E. 
1 1 1 1 1E 1 1 i 

I I 

and F. E. = E. 
J J J 

I I 

imply E.E. = 
1 J 

I I 

E.F.F.E. = 0 
i 1 J J 

for all i#j (F.F. = 0). From lemma 1.1.12 we have that 
l. J 

\.E. ~ \.E:. Li 1 Li 1. 
Clearly \.E: Li 1 

~ \. F. Li 1 
thus \.E. < \.F. . Li 1 Li 1 

Notice E ~ F (E, Fe ~(A)) implies that E i F and Fi E . 

■ 

We now 

show the converse. Moreover we show that "i" is a partial order 

on the set of equivalence classes in ~(A). 

1. 1.14 LEMMA ([5], p 57) 

Let A be a von Neumann algebra, then "i" is a partial order on the 

equivalence classes of projections in A. 

Proof: 

Reflexive: E i E since E ~ E ~ E; Ee ~(A). 

Transitive: Suppose E ~ E• ~ F by partial isometry U e A and 
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F ~ FI 5 G by V e A. Then u*u = E, v*v = F, so (VU)* (VU) = E and 

(VU) (VU)* = VE•v*. Also since VE•v* (H) C V(H) = F•(H), one has -
E ~ VE•v* ~ F' ~ G. Thus E < G. ~ 

Antisymmetric Suppose E <. F and F < E. Choose partial 

isometries U and Ve A such that E = u*u, uu* = F
1 

5 F and 

F = v*v, vv* = E 5 E. ( 1. 1) 

U V 
Thus E ~ F 1 5 F ~ E' 5 E. Consider W = VU. Then, for al 1 

projections, G 5 E, (Ge ~(A)) WG is a partial isometry from G to 

WGW* 

If G 5 E and W = VU, we have GE= G = EG; (WG)(WG)* = WG 2 w* = WGW* 

and 

(WG)*(WG) = G*w*wG = Gu* v* VUG = GU*FuG = Gu*ua = GEG = G2 = G, 

because FU = U. Thus WG is a partial isometry with initial 

projection G and final projection WGW* (It is easy to verify that 

WGW* is a projection). 

Define a sequence {E }~ as follows : 
n n=o 

= WE w*. 
n 

We now show by induction that 

En+l 5 En for all n. By (1.1) E1 5 E. Also E2 5 E1 , since 

Let E 
~ 

Since 

WE w*. 
n 

= inf E 
nc.N 

E 5 E n 

. 
n 

WE 
0 

Clearly 

for all n, 

Likewise, since E 

E 

-
n 

= WE 
0 

u*v* = WE w* = E 
0 2· Suppose 

= WE u* UE w* 
n-1 n-2 

=WE w* = 
n-1 

e ~ (A) (lemma 1. 1. 2). 
~ 

WE is a partial isometry from E 
n 

E n+l ~ E for all n we have 

E • 
n 

to 
n 
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proposition 1.1.12 and lemma 1.1.10 we have 

n=o 

n=o 

= E 1 ~ F. 

operator convergent). 

n=o 

n=o 

(Note that all the above series are strong 

■ 

1. 1. 15 DEFINITION ([18], p 291) 

Let Te A. The smallest projection Ee ~(A) such that ET= Tis 

called the left support of T and denoted by Se (T). The right 

support S (T) is the smallest projection Fe ~(A) with TF = T. We 
r 

define the support of T as the smallest projection Ee ~(A) such 

that ET= TE= T and denote it by S(T). 

It is clear that Se(T) and Sr(T) are well-defined elements of ~(A) 

(lemma 1.1.2) and if Se(T) = Sr(T), then S(T) = Se(T) = Sr(T). 

1. 1. 16 REMARK 

We claim that Se(T) (resp. S (T) r 
) is the projection onto 

-- * 
T(H) (resp.T (H)). 

Proof 

Since Se (T)T = T and Se (T) is continuous as element of L(H), we 

have that Se (T) (T(H)) = T(H). Let [T(H)] 

be the projection onto T(H). If we can show that [T(H)] e ~(A) we 

have Se (T) ~ [T(H)]. 

of Se(T) that Se(T) = 

unitary Ue A• • 

Since [T(H)]T = T, it follows by definition 

[T(H)]. Take note that TU = UT for all 
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Since U(T(H)) c UT(H) = TU(H) = T(H) and [T(H)] is the identity 

on T(H) we have U[T(H)] = [T(H)]U[T(H)]. This also holds for 

U* EA. 

Thus [T(H)Ju* [T(H)] = u*[T(H)]. By taking adjoints on both sides 

one gets [T(H)]U = [T(H)]U[T(H)] = U[T(H)]. This implies 

[T(H)] e A"= A. Using definition 1.1.15 it is clear that 

Then the above argument shows 

projection onto T*(H) 

that S (T) is r the 

■ 

1.1.17 LEHHA ([5], p 53) 

Let Te A, and let T = VR be the polar decomposition of T. Then V 

* * * is a partial isometry with V V = [T (H)] = Sr(T) ~nd VV = [T(H)] 

= Se(T). Moreover Sr(T) ~ Se(T). 

Proof : 

It is clear by the existence proof of such a polar decomposition 

of Te.A., that R = (T*T)l/Z. Also since a von Neumann algebra is a 

* C -algebra R e A. R is called the positive square root of T. 

Then, for all xeH, 

* (T Tx,x) 2 = 11 Tx 11 , 

since R is hermitian. 

We may therefore define an isometry 

V : R(H) ➔ T(H) by V (Rx) = Tx (xeH). 
0 0 

V is well defined since if Rx = Ry then R (x 
0 

( 1. 2) 

y) = 0. This 

implies that T (x - y) = 0 by (1.2). Extend V 
0 

by continuity to 

an isometry v
1 

from R(H) onto T(H). Define v• = v1E, where 

E = [R(H)] EA is the projection onto R(H) (that Ee A can be seen 

from remark 1.1.16 and the fact that Re A). Since 

V'Rx = v1 ERx = v1 Rx = V
0

Rx = Tx for all xeH we have by the 

uniqueness of this polar decomposition that V• = V. We now show 
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that V is a partial isometry with initial projection [R(H) J and 

final projection [T(H)]. Let F = [T(H)]. If x =Eye E(H) = R(H) 

(yeH), then llxll = IIEyll 

V(I-E) = v1E(I-E) = 0. 

= 11V 1Eyll 

Also 

2 = 11 V l E yll = IIVEyll = IIVxll and 

F(H) = [T(H)] (H) = T(H) = vl (R(H)) = vl E(H) = V(H). 

Thus vv* = [T(H)] and v*v = [R(H)]. To conclude the proof we must 

show that [R(H)] = [T*(H)]. To do this we show that 

[T*T(H)] = It is clear that r*T(H) = T*(H). Thus 

Conversely, we have for all xeH with 

xi[T*T(H)](H) that (x, T*Ty) = 0 for ally e H. * Thus (T Tx,y) = 0 

* (yeH), which implies T Tx = 0. * From O = (T Tx,x) = 11Txu 2 we have 

Tx = 0. Thus O = ( Tx, y) * = (x,T y) for all y e H. Hence 

* xi[T (H)](H). This implies [T*T(H)](H). 

Consequently, 

Then [R(H)] = [R*(H)] = [R*R(H)] = [R2 (H)J = [T*T(H)] = [T*(H)] 

(R is hermitian). 

■ 

1. 1. 18 COROLLARY ([5], p 55) 

If T = VR is the polar decomposition of TeA then V, Re .A.. 

Proof 

Te.A. implies R = e .A. because A * is a C -algebra (A is a 

a*-subalgebra of L(H) and All•II c A weak= A, so .A. is norm closed). 

To show that Ve A, we show that VS = SV for every Se .A.'. This 

implies Ve.A." = A. Since R e A and Se .A.', SR = RS. So 

S VRx = STx = TSx = VRSx ( xeH). So VS = S V on R ( H) and by 

continuity, on R(H). 
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which implies s*R = Rs* 

So ye R(H)J. implies (Rx,y) = 0 (xeH). 

Therefore (Rx, Sy) = (S*Rx,y) 

= (R(s*x),y) = 0 (xeH). 

Hence Sy e R(H) J. 

(taking 

Then clearly SVy = 0 = VSy (In the proof of lemma 1.1.17 we have 

J. seen that V = v
1

[R(H)], so Vy= 0 for ally e R(H) ). 

We have shown that VS= SV both on R(H) and on R(H)J., so VS= SV 

for al 1 S e .A.• • 

■ 

1.1.19 PROPOSITION (Parallelogram law [18], p 292) 

Let E, F e 1-(..A.), then E - inf (E, I-F) ~ F - inf(F, I-E). 

Proof 

Consider FE e A. We are going to show that 

S (FE) = E - inf(E, I-F). r 
Since (FE)*(H) = [Ker(FE)]J. we have 

from remark 1.1.16 that S (FE) is the projection onto Ker(FE)J.. 
r 

If xe Hand FEx = 0, we have Ex= (I-F)Ex e inf(E,I-F)(H) 

(E(Ex) = Ex; (I-F)Ex = Ex). This implies that 

x = (I-E)x +Exe (I-E + inf(E,I-F))(H). 

Thus Ker(FE) ~ (I-E + inf(E,I-F)) (H). Converseley if 

x e (I-E + inf(E,I-F))(H) we can write x = y~z (I-E and 

inf(E, I-F) are disjoint) with y=(I-E)y and z = Ez = (I-F)z. Then 

FEx = FEy + FEz = FE(I-E)y + F(I-F)z = 0. 

Thus (I-E) + inf(E,I-F) is the projection onto Ker(FE). 

Since S (FE) is the projection onto 
r 
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Ker(FE).L = HO[((I-E)(H)~(E(H)n(I-F)(H))] = E(H)O(E(H)n(I-F)(H)), 

we have that S (FE) = E - inf(E,I-F) 
r 

Likewise Se(FE) = Sr(EF) = F - inf(F,I-E). Since Sr(FE) ~ Se(FE), 

we have E - inf(E,I-F) ~ F - inf(F,I-E) (lemma 1.1.17) 

■ 

1. 1. 20 COROLLARY 

If E, Fe ~(A), we have sup(E,F) - F ~ E - inf(E,F) 

Proof 

By replacing F with I-Fin proposition 1.1.19 the result follows. 

■ 

Observing that the centre of a von Neumann algebra is given by 

Z = .AJ1A 1 we define the following: 

1.1.21 DEFINITION ([5], p 57) 

The central support C(T) of Te A is the smallest projection Q e Z 

such that QT= T = TQ. 

Note such an projection exists since ~(Z) is a complete lattice. 

1. 1. 22 LEMMA ([5], p 56) 

Let E, F e ~(A), then if E i F we have PE i PF for each central 

projection Pe A. 

projections PeZ. 

Proof 

Moreover, E ~ F implies PE~ PF for all 

Suppose E 1 El ~ F, then we first show that PE 1P PE 1 . This 

follows since (VP)*(VP) = Pv*vp = P2 v*v = PE and 

(VP)(VP)* = VP 2 v* = P
2

vv* = PEI. Since (PEl)(PF) = P
2

ElF = PEl 

one has that PE
1 

~ PF. This implies PE~ PE 1 ~ PF, and so 

PE< PF. ~ 
■ 
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1.1.23 LEHHA ([5], p 58)) 

Let E,F e ~(.A.); then 

(i) E < F implies C(E) < C(F). ~ -
(ii) E ~ F implies C(E) = C(F). 

Proof 

( i) Suppose E ,S F; then there exists a partial isometry Ve .A. 

* * such that V V = E and VV = F1 ~ F. Take any Q e Z. If 

* * QF = F we have QFl = QFF 1 = FF 1 = F1 . Thus QVV = VV. 

2 * * * * * * 2 Then QE = QE = QV VV V = V (QVV )V = V VV V = E = E (QeZ) 

In particular for Q = C(F) we have C(F)E = E, but C(E) is the 

smallest such central projection. Thus C(E) ~ C(F). 

(ii) If E ~ F, then E ,SF and F ,SE. the result follows from (i). 

■ 

1. 1. 24 LEnnA ([5], p 58) 

If Te .A., we have that C(T) = [.A.TH] (the projection onto .A.TH where 

.A.TH= {STx!Se.A., xeH}). 

Proof: 

Let [.A.TH] = Q. We first show that QeZ. If Se.A. we have 

S(.A.TH) c .A.TH. Since Sis continuous in norm 

S(.A.TH) c S(ATH) ~ .A.TH. Thus SQ= QSQ. Since s* e .A. we can repeat 

the above argument for s* to get s*Q = QS*Q. By taking adjoints 

on b o th s ides we con c 1 u de that SQ = Q SQ = Q S . Thus Q e....t. • w hi ch 

implies S(.A.TH) = .A.TSH c ATH (SeA') and as before we have SQ= QS. 

Thus Qe .A."= .A., so Qe An.A.'= z. 

Next we show that Q = C(T). Since Ie.A. we have Txe....t.TH (xeH), so 

QTx = Tx(Q is the identity on .A.TH). By definition of C(T) we have 
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Q ~ C(T). Conversely we have C(T)E A' and 

C(T) STx = SC(T)Tx = STx (SEA, xeH). This implies A.TH~ C(T)(H), 

and since C(T)(H) is closed A.TH c C(T)(H). Thus Q ~ C(T). 

■ 

Before we prove one of the most powerful tools in the study of the 

projection lattice we need the following lemma. 

1. 1. 25 LEMMA ([5], p 58 and p 59) 

For the two projections E and F in A, consider the following 

statements 

( i) C(E) C(F) ~ 0 ( C(E) and C(F) are not disjoint) 

(ii) EAF ~ {O} 

(iii) There exist non-zero projections E1 ~ E and F1 ~Fin A 

such that E1 ~ F1 . 

Then we have (i) implies (ii) and (i) implies (iii). 

Proof 

(i) implies (ii) : 

We know that C ( E) = [A.EH] and C ( F) = [AFH]. Since C(E)C(F) ~ 0 

there exist R,SE A and x,yeH such that (REx, SFy) ~ 0, so 

(FS*REx,y)~O which implies FS*RE ~ 0. Consequently 

(Fs* RE)*= ER*sF ~ 0, so EA F ~ {O}. 

(i) implies (iii) : 

Let TE EAF, T~O (from (i) implies (ii)). Since T(H) = ESFH c E(H) 

(for some SeA), we have Si(T) = [T(H)] ~ E. Similarly 

* S r ( T ) = [ T ( H ) ] ~ F , an d from 1 e mm a 1 . 1 . 1 7 we have S e ( T ) ~ S r ( T ) 

(Se(T) and Sr(T) are non-zero since T~O.) 

■ 
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1.1.26 PROPOSITION (comparability, [5], p 59) 

For all E, Fe ~(A) there exists a Q e ~(Z) satisfying 

QE i QF and (I-Q)E ~ (I-Q)F 

Proof 

If C(E)C(F) = 0, let Q = C(F). Then we have 

QE = C(F)E = C(F)C(E)E = 0 ~ F. Thus QE ~ 0 ~ QF(=F) and thus 

QE i QF. Also (I-Q)F = 0 ~ E = (I-Q)E. so (I-Q)F i (I-Q)E and the 

result follows. From lemma 1.1.25, if C(F)C(E) ~ 0, there exists 

a pair (E
1

,F
1

) of non-zero projections in A such that E
1 

~ E and 

Fl ~ F w i t h E l ~ F l . Le t 'JC b e t he c 1 as s o f a 11 f am i 1 i es { ( E A , 

FA)}AeA of pairs of projections in A with the following properties 

(1) 0 < EA ~ E for all AEA 

(2) {EA} is a disjoint family 

(3) 0 < FA ~ F for all AEA 

(4) {FA} is a disjoint family 

(5) EA ~ FA for all AEA 

Clearly 'JC~~ since {(E 1 , F1 )} ex. Then 'JC is partial ordered by~ 

and Zorn's lemma implies that a maximal such family in 'JC, say 

{(EA,FA)} exists. 

Then E ~ F by proposition 1.1.12. 
0 0 

Let E
2 

= E - E
0

, F
2 

= F - F
0

• Then C(E 2 ) C(F 2 ) = 0 since if 

C(E
2

)c(F
2

) ~ 0 there exist projections E3 , F3 e A with 

0 < E
3 

~ E
2

; 0 < F
3 

~ F
2 

and E
3 

~ F3 (see lemma 1.1.25). We know 

that O < E3 ~ E2 = E-E
0 

< E, 

so E3 EA = E3 E2 EA = E3 (E-E
0

) EA= E3 E EA - E3 <bEµ)EA = 0 for all 

A e A. 

Similarly F3 FA = 0 for all A. Thus 

{(E 2 ,F 2 ); (EA,FA)}AeA e 'JC which contradicts the maximality of 

{(EA,FA)} in 'JC. 
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Let Q = C(F
2

), then we have that 

QE 2 = QC(E 2 ) E2 = C(E 2 ) C(F 2
)E

2 
= 0. But E

2 
= E-E

0
, so 

Q E = Q E 2 + Q E = Q E ~ Q F ~ Q F ( 1 e mm a 1 • 1 • 2 2 ) , so Q E < Q F . 
0 0 0 ~ 

Similarly, (I-Q)F
2 

= (I-C(F
2

)) C(F
2

)F
2 

= 0. 

Thus (I-Q)F = (I-Q)F ~ (I-Q)E ~ (I-Q)E; which means 
0 0 

(I-Q)F .S, (I-Q)E. 

■ 

1.1.27 REMARKS ([5], p 59) 

( 1) We define a factor as a von Neumann algebra with trivial 

centre, that means Z = AnA• = CI. 

(2) If A is a factor the order relation ",S,. on ~(A) is a total 

order. To see this we take any two projections E, Fe ~(A). 

By proposition 1.1.26 there exists a Q e Z such that QE ~ QF 

and (I-Q)E ~ (I-Q)F; but since A is a factor Q can either be 

0 or I (these are the only projections in the centre). 

E <For F < E. 
~ ~ 

1.2 FINITE AND INFINITE PROJECTIONS 

Thus 

■ 

In L(H) we say an operator Tis finite (resp. infinite) if T(H) is 

finite (resp. infinite) dimensional in the usual sense. So a 

projection E e L(H) is finite if and only if dim(E(H)) < oo. We 

now want to generalize this idea of a finite (resp. infinite) 

projection to a general von Neumann algebra A. 

1. 2 .1 DEFINITION ([5], p 61) 

A projection Ee ~(A) is said to be finite if there is no 

projection E1 in A with E ~ E
1 

< E. 

it is not finite. 

A projection is infinite if 
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1. 2. 2 NOTE 

In L(H) a projection Eis finite in the sense of definition 1.2.l 

if and only if E(H) is finite dimensional. In fact if E(H) is 

finite dimensional, then for all E
1 

< E E
1 

(H) ~ E(H) and so 

dimE
1 

(H) < dimE(H). Suppose E ~ E
1 

< E. Then there exists a 

partial isometry V e L(H) from E to E
1

. From IIVyll = llyll (y e E(H)) 

we have that V is one-to-one and since V(H) = E
1 

(H), V is onto 

E1 (H), so Vis a isomorphism from E(H) onto E1 (H). Thus 

dimE(H) = dimE
1 

(H), but we have seen dimE
1

(H) < dimE(H) which 

contains a contradiction. Converseley, let E be finite in the 

sense of definition 1. 2. 1 and suppose E(H) is infinite 

dimensional. Then E(H) is isomorphic to a closed subspace 

K ~ E(H). Let E1 be the projection in L(H) onto K. Then 

E(H) .; E1 (H) and there exists an isomorphism V from E(H) onto 

Define V = 0 on (I-E)(H). Then V is a partial isometry 

from E to E1 , so E ~ E1 and E1 < E (E 1 (H) ~ E(H)), so E ~ E1 < E 

which contradicts the finiteness of E in the sense of definition 

1.2.1. In a general von Neumann algebra this result is not always 

true. In a general von Neumann algebra A the projection E1 with 

range Kc E(H) (see proof above) need not be in ~(A). 

■ 

1. 2. 3 DEFINITION ([5], p 61) 

(1) If E e ,-(A) is infinite and PE is either O or infinite for 

each central projection P e ,.(A), E is said to be properly 

infinite. 

(2) A von Neumann algebra A is said to be finite, infinite, 

properly infinite according to the property of the identity 

projection I e A. 

1. 2. 4 LEMMA ([5], p 61)) 

If E is a finite projection in A, then each subprojection of Eis 

finite; 

finite. 

0 e A is finite and if E ~ F with F finite then Eis 
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Proof 

Let E e ~(A) with E ~ E. Suppose E is infinite. Then there 
0 0 0 

exists a F1 e ~(.A.) such that E
0 

F1 < E
0

. Since E
0 

and E - E
0 

(resp F1 and E - E
0

) are disjoint it follows from proposition 

1.1.12 that E = (E - E
0

) + E
0 

~ (E - E
0

) + F1 and since F1 < E
0 

we 

have ( E - E 
O

) + Fl < ( E - E 
O

) + E 
O 

= E , so E ~ ( E - E 
O 

) + Fl < E 

which contradicts the fact that E is finite. Since O has no 

proper subprojection it is finite. Let E ~ F. Suppose E is 

infinite, then there exists a E1 e ~(.A.) with E ~ E1 < E. Let 

V e .A. be a partial isometry such that E = v*v and F = vv*. We 

show that if Fl is the projection onto VE 1 (H) then E1 ~ F1 by VE 1 . 

Since E1 (H) ~ E(H) and 11Vy11 = llyll for all y e E(H) we have 

IIVE 1 (E 1x)II = UVE 1xu = 11E 1x11 and IIVE 1 (I-E 1 )xll = 0 (xe H) 

Thus VE 1y = 0 (ye (I-E 1 )(H)). By definition of F1 , 

VE 1 (H) = F1 (H), so E1 ~ F1 . Also, since El< E, we have 

F1 (H) = VE 1 (H) = VE(H) = V(H) = F(H). Moreover Fl< F, for if not 

it will follow that E1 = E. Consequently F ~ E ~ E1 ~ F1 < F 

which implies Fis infinite, so F finite implies E finite. 

■ 

1.2.5 LEMMA (Halving [9] p 412) 

If E is a properly infinite projection in .A., then there is a 

projection Fe ~(.A.) with F ~ E and F ~ E-F ~ E. 

Proof 

Since E is infinite there exists an El e ~(.A.) with E 

Let V e .A. be a partial isometry such that E = v*v and 

Then E2 = VE v* < El; in fact, since VE
1

v*(H) C V(H) 
1 -

have VE
1

v* S E1 ; also VE 1 v* #- E1 , for if VE 1 v* = E1 

gets v*vE v* = v*vv* which implies Ev*= EE v* = EV*. 
1 1 1 

~ El < E. 

El = vv*. 

= E1 (H) we 

= vv*, one 

Thus VE 1 = 

VE which gives v*vE 1 = v*vE, so by noticing that v*v = Ewe have 

E
1 

= EE
1 

= E2 = E - a contradiction. It follows from 
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E - El= v*vv*v - v*vvv*v*v = v*(El-VElv*)v = v*(El-E2)V (El~ E), 

* that E - E1 ~ E1 - E2 by the partial isometry V (E
1

-E
2
). 

Continuing in this way (VE 2 v* = E3 < E2 and E
1 

- E
2 

~ E
2 

- E
3

). we 

construct a count ab le infinite family {En - En+l} of equivalent 

non-zero subprojections of E. We show that this family is 

disjoint Let E 
n - En+l and Em - Em+l be two elements iin this 

family with n ~ m. We may assume that n < m. 

Then 

E + E l m m+ 

= 0 

By Zorn this family is contained in a maximal such family {F.}. 
1

. 
1 lE 

We cannot have that F. < E - '\. F. (= E ) for some i e I, for then i Li i o 
there exists a F e~(A) with 

0 

F. ~ F < E and since FF. =FE F. = F (E - '\.F.)F.=F (F.-F.)= 0 
1 o - o o 1 o o 1 o Li 1 1 o 1 1 

( F . ~ E ) , we have that { F . , F } . I is a dis j o int f am i 1 y of 
1 1 0 lE 

equivalent non-zero subprojection of E. This contradicts the 

maximality of the family {F.}. r· 
1 lE 

From proposition 1.1.26 there 

is for any fixed ieI a non-zero central projection P. with 
l 

p. E < 
l O ~ 

1.1.22. 

p. F .• 
1 1 

Let p = inf P .• 
1 

i 
Then PE < P F. ie I by 

0 ~ 1 
lemma 

Since I is an infinite set, there is a subset I of I such that if 
0 

i
0 

e 1
0

, then I\I
0

(=I 1 ); I
0 

and I
0
\{i

0
}(= 1 2 ) can each be put 

into one-to-one correspondence with I (if card(I) = a. Then it is 

known from set theory that a 2 = a where a 2 = card(IxI), since I is 

an infinite set. This means that there exists a bijection 

f:IxI---. I. Define I~= Ix{i} for a fixed i e I and Ii= IxI\I~. 
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= f(I•) and 
0 

Then since Ix{i•} c Ii c IxI ~ I (i•~i), one has 

card(I) ~ card(Ii) ~ card(I). Thus if we let I
0 

I 1 = f(Ip one has that I
0 

~ I 1 ~ I. That 

similarly). 

I
2 

~ I
0 

follows 

From lemma 1.1.22, we have PF. PF. where i,jeI, and from 
i J 

proposition 1.1.12 and its corollary one has 

PE= 2· IPF. + PE < 2· I PF + PF. 1e i 0 ~ ie 
2 

i 
0 

= 2· I PF. 2· I PF. ~ 2· I PF. + PE ~ PE 
1e l. 1.e l i ie l i 0 

0 

Thus PE< 
~ \. I PF. < G < PE where G = \. I PF. + PE ; so 

Lie 
O 

i ~ ~ Lie 1 1 o 

PE~ G ~ \. I PF. (lemma 1.1.14). 
Lie i 

0 

Since \. I PF. Lie i = \. IPF. + PE - \. I PF. - PE = PE - G Lie i o Lie 1 i o (where 
0 

the sums are taken in the strong operator topology on A), one has 

PE~ G ~ PE - G. 

Up to this point, we have proved that if Eis a properly infinite 

projection in A, there is a non-zero central projection P in .A. 

such that PE can be "halved" that is there is a subprojection G 

of PE in A with G ~ PE-G ~ PE ~ 0. Also, as seen in the first 

part of the proof F. 
i 

~ E (ieI); P ~ P. (P = 
i 

inf P.) where P. e Z 
ieI i i 

was chosen so that P. 
i 

1.1.23 one has C(F.) ~ 
l. 

~ C(Fi) holds for each 

C(E). Hence P ~ C(E). 

ieI. From 

Using Zorn, 

lemma 

there 

exists a maximal family {Q } A of non-zero, disjoint central a ae 
subprojections of C(E) such that each Q E can be halved. 

a 

Thus, let G be a subprojection of Q E in .A. such that 
a a 

G ~ Q E - G a a a 

C(E) - \ Q ~ 0 La a 
infinite, since 

Q E. 
a 

We want to show 

then it follows that (C(E) 

for every non-zero central 

that C ( E) = \ Q • La a 

- \ Q )Eis properly La a 
projection P, either 

If 

P(C(E) - \ Q )Eis infinite or zero (if Pis a central projection La a 
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P(C(E) - \ Q) is also one, and Eis properly infinite). 
La a 

Since (C(E) - \ Q )Eis properly infinite the first part of our 
La a 

proof states that there exists a non-zero central subprojection Q 
0 

of C ( ( C (· E ) - \ Q· ) E ) ( = ( C ( E ) - \ Q ) C ( E ) = C ( E ) - \ Q ) such 
La a La a La a' 

Now the first equality in brackets holds since C(QE) = QC(E) 

(QE ~ Q, so C(QE) ~ C(Q) = Q by 1.1.23). Thus C(QE) ~ Q = QC(E). 

Converseley, QC(E)QE = Q2C(E)E = QE, so C(QE) 5 QC(E) (1.1.23). 

Hence C(QE) = QC(E). Since Q Q = Q (C(E) - \ Q )Q = 0 for each 
o a o La a a 

aeA we have that {Q ,Q : a e A} is a disjoint family of non-zero 
a o 

central subprojections of C(E) such that each Q E and Q E can be 
a o 

halved. This contradicts the maximality of {Q } . Consequently 
a 

C(E) = \ Q • La a 
Letting F - \ G - La a' proposition 1.1.12 implies that. 

= E - F ~ \ Q E = E La a 
■ 

1. 2. 6 LEMMA ([9], p 414) 

If {P.}. I is a family of central projections in A, and E e ~(A) 
l. 1. E 

is such that P.E is finite for each ieI, then PE is finite, where 
1. 

P = sup P .. 
]. 

i 

Proof: 

Suppose PE is infinite, then an Fe ~(A) exists such that 

PE ~ F < PE. Then O '# PE - F ~ PE ~ P. If (PE - F)P. = 0 for 
l. 
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each i, (PE - F)P. (H) = {O} for each i; so (PE - F) [UP. (H) J = {O} 
1 1 

where [UP. (H)] is the closed subspace of H generated by UP. (H). 
1 1 

Thus O = (PE - F)P = PE - FP = PE - F which is a contradiction. 

Thus (PE - F)P. -;: 0 for some i , so P. PE = P. E (P. ~ P). From 
1 0 1 l 1 

0 0 0 0 

lemma 1.1.22 one has P. F 
1 

0 

P. PE 
1 

0 

= P . E ( F -.- PE) • 
l. 

0 

infinite in A - contrary to the hypothesis. 

Thus PE is finite. 

1. 2. 7 LEnnA ([9], p 414) 

Hence P. Eis 
l 

0 

■ 

Suppose E is an infinite element in ~(A), then a central 

projection Pin A exists with P ~ C(E); PE is properly infinite, 

and (I - P)E finite. 

Fis properly infinite. 

If E is properly infinite and F ~ E, then 

Proof 

Let {Q.}. I be a maximal disjoint family of central projections in 
l l.E 

A such that Q.E is finite for each i ({O} is such family, so the 
l 

result follows by Zorn). From 1.2.6 QE is finite where Q = \.Q. Li 1 
(= sup Q. in 

l 
the strong operator topology on A, by lemma 1.1.11). 

i 
Moreover, PE is properly infinite (P = I - Q) for if not, there 

exists by definition a central projection Q with O < Q < I - Q 
0 0 -

and Q (I - Q)E = Q Ebe finite (Q Q = Q (I - Q)Q = 0). Thus, by 
0 0 0 0 

adjoining Q to {Q.} the maximality of {Q.} will be contradicted. 
0 1 1 

If E is properly infinite, F ~ E, and P is a central projection 

with PF -;: 0 we want to prove that PF is infinite. From lemma 

1.1.22 PF~ PE-;: 0. Since Eis properly infinite, PE is infinite 

(by definition), so lemma 1.2.4 implies that PF is infinite. Thus 

F properly infinite. 

■ 
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1. 2. 8 PROPOSITION ([9], p 414) 

If E, F are finite element of ,.(A), then sup(E, F) is a finite 

element of ~(A). 

Proof 

By corollary 

finite and E 

E - inf(E,F) 

sup(E,F) - F 

1. 1. 20 sup(E,F) - F ~ E inf(E,F). 

- inf(E,F) ~ E we have from lemma 1. 2. 4 

is finite, and again lemma 1. 2. 4 implies 

is finite. As sup(E,F) = F + (sup(E,F) 

Since E is 

that 

that 

- F); F and 

sup(E,F) - Fare disjoint, it suffices to show that the sum of two 

disjoint finite projections in A is finite. 

We assume thus that E F = 0 . Suppose E + F is infinite. Then 

lemma 1.2.7 states that a central projection Pin A exists, such 

that P(E + F) is properly infinite. 

lemma 1.2.4 implies PE and PF are 

Since E and F are finite 

finite (PE < E, PF ~ F). 

Clearly, PE and PF are disjoint. Thus if we have proved the 

proposition for PE+ PF, then E + F must be finite; otherwise if 

E +Fis infinite, P ( E + F) is properly infinite and thus 

infinite. We may assume, thus, that E +Fis properly infinite. 

Lemma 1. 2. 5 shows that there is a subproject ion G of E + F such 

that G ~ E + F - G (= G 1
) ~ E + F. From proposition 1.1.26 there 

is a central projection Q such that Qinf(G,E) i Qinf(G•,F) and 

(I - Q)inf(G 1 ,F) i (I - Q)inf(G,E). Since E + F '# 0 it follows 

that either Q(E + F) or (I - Q)(E + F), or both are not equal to 

zero. If, say, Q(E + F) ~ 0 then Q(E + F) is infinite by 

definition of properly infinite; while QE and QF are finite and 

dis j o int ( 1 e mm a 1 . 2 . 4 ) . Moreover Q G ~ Q G 1 ~ Q ( E + F ) ; a 1 so by 

lemma 1.2.4. Since Q and G (resp. Q and inf(G,E)) commutes; 

lemma 1.1.8 together with Qinf(G,E) i Qinf(G• ,F) implies that 

inf(QG,QE) = inf(inf(Q,G),inf(Q,E)) = inf(Q,inf(G,E)) 

= Qinf(G,E) < Qinf(G 1 ,F) = inf(QG 1 ,QF) 
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Since QE and QF are disjoint and finite and Q(E + F) is infinite 

it follows that if we have proved the proposition for Q(E + F), it 

will also hold for E + F, otherwise if E +Fis properly infinite, 

then Q(E + F) ~ 0 is infinite. 

We may assume, thus, that inf(G,E) i inf(G•,F). 

If (I - Q)(E + F) ~ 0 and Q(E + F) = 0, we have that 

(I - Q)(E + F) is infinite, while (I Q)E and (I - Q)F are finite 

and disjoint. By reversing the roles of E and F (resp. G and G1 ) 

we may, by using the same argument as above, assume that 

inf(G,E) < inf(G 1 ,F). 

Since G - inf(G,E) ~ sup(E,G) - E; inf(G,E) i inf(G 1 ,F) and the 

pairs (G-inf(G,E), inf(G,E))(resp. (sup(E,G) E, inf(G 1 ,F)) are 

disjoint we have from corollary 1.1.13 that 

G = G - inf(G,E) + inf(G,E) < sup(G,E)-E + inf(G 1 ,F) ~ F. 

We show that sup(E,G)-E and inf(G•,F) are disjoint subprojections 

of F. Then F ~ sup(sup(E,G)-E,inf(G•,F)) = sup(E,G)-E + inf(G•,F) 

(the equality holds by corollary 1.1.9). 

Take any vector z in the range of inf(G•,F). Then z = G•z and 

z = Fz. Hence for all yeH we have that (G•z,Gy) = (GG•z,y) 

= (G(E + F - G)z,y) = ((G - G)z,y) = 0 and (Fz,Ey) = (EFz,y) = 0. 

Thus, every element in the range of inf (G •, F) is orthogonal to 

both the range of G and of E - hence, to the range of sup(E,G). 

Observing that G ~ E + F and E ~ E + F, we have sup(E,G) ~ E + F, 

so sup(E,G)-E ~ F. 

We have seen that G i F. Hence G is finite by lemma 1.2.4. But 

G ~ E + F and E + F was assumed to be infinite - contrary to lemma 

1.2.4, so E +Fis finite. 

• 
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1.3 INDUCED AND REDUCED VON NEUMANN ALGEBRAS 

We shall use reduced algebras to set up a correspondence between 

properties of algebras and properties of projections in the 

algebra. Thus if Pis a proper,ty of projections, we say that an 

algebra .A. has the property P if and only if I e .A. has P. If Q is 

a property of algebras, we say that a projection E e ,.(.A.) has 

property Q if and only if the reduced algebra .A.E has Q. 

1. 3.1 DEFINITION ([5], p 62) 

Let E e ,.(A) (.A. as von Neumann algebra). Then EAE is called the 

reduced algebra of .A., and .A.'E is called an induced algebra. We 

sh a 11 w r i t e TE for the res tr i ct ion of ET E t o E ( H) ( Te.A. ) , .A.E for 

the restriction of the algebra E.A.E to E(H). 

1. 3. 2 PROPOSITION ([5], p 62) 

Let E e ~(.A.). Then E.A.E and A' E are von Neumann algebras on E(H) 

and .A.' E = ( EAE) • 

Proof 

It is clear that .A.E and (.A.')E = E.A. 1 E = .A.'E are *-subalgebras of 

L(E(H)). If we show (i) (.A.')E = (.A.E)• and (ii) .A.E = ((.A.')E)•, 

then it will follow that .A.E and (.A.')E are von Neumann algebras on 

E(H). This follows because (a) (.A. ) " = ( (.A. ) ')' = ((.A.') ) ' = AE E E E 
(by (i) and (ii)) and (b) ((.A.') )"=((A' )•)•=(A)• = (.A. 1

) E E E E" 
Also ( E.A.E) • = (.A.E) • = (.A.•) E = E.A. • E = .A.• E (by ( i) and the fact 

that Te .A.' commutes with E). 

Two of the inclusions are easy, namely : 

i(a) (A') <:: (.A. ) I and ii(a) AE <:: ((A') )• 
E - E - E 

i ( a) The equation ETET•E = T 1 ETE
2 = T•EE 2 TE = T•EETE 

(TI e ,A_ I t T e .A. and E e ~(.A.)), implies 
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ETE ET 1 E = ETET 1 E = T•E ETE = T•E 2 ETE = ET 1 E ETE. Thus 

ET • E e ( AE) ' and ( A • ) E ~ ( AE) • 

ii(a) The above equation also implies 

The 

and 

ETE ET 1 E = ETET 1 E = T 1 EETE = T•E 2ETE = ET•E ETE, so 

ETE e ((A')E)•. Consequently AE ~ ((A')E)• 

converse of ii(a) : Suppose s e ((A•)E)•, then s e L(E(H)) 
0 0 

we define s e L(H) by Sx = s Ex (xeH). Since s e ((A')E)', s 
0 0 0 

commutes with all ET•E ( T • e.A' ) ' and in particular with 

E = E2 = EIE ( I e.A • ) . Thus if y = Ex e E ( H), 

SEy = ESE(Ex) = ESEx = ES E2 x = s E
3x = s y. Thus s = SE. 

0 0 0 0 

Now Se.A, since for all T 1 e.A 1
, xeH, 

ST•x 

Se.A" 

= S ET 1 x = S T 1 Ex = S T 1 Ex= T 1 S Ex= T 1 ES Ex= T 1 Sx; 
o o o E E o o 

= A. Thus S
0 

= SEe AE which implies ((.A')E)• c AE 

so 

The converse of i(a) 

.A.E is a *-subalgebra 

L(E(H)) and (AE) • • • = 

of L(E(H)), (A ) ' is a 
E 

so (.AE) • is a von 

Since 

*-subalgebra of 

Neumann algebra, 

and since any von Neumann algebra is norm-closed in L(E(H)),(.A.E)• 

is a *-subalgebra which is norm-closed in L(E(H)). 

Thus 

is a 

* (A)• is a C -algebra. It is sufficient to show that if S 
E o 

unitary element in (AE)• then S
0

e (.A')E (every element in a 

c*-algebra is a linear combination of four unitary elements). So 

if S
0 

is a unitary element of (AE)•, then S
0 

commutes with every 

ETEjE(H) (Te.A). We wish to find T 1 e.A 1 such that T'Ex = S
0

Ex(xeH). 

Then for y = Ex eE(H), Sy= S Ex= T 1 Ex = T 1 E3x = ET•Ey = (T•)Ey' 
0 0 

so S
0
e(A')E. For such a T 1 we should have 

n n n 
T 1 ('\. 

1
T.Ex.) = '\. 

1
T.T•Ex. = '\. 

1
T.S Ex. LJ= J J LJ= J J LJ= Jo J 

for all T
1

, ... TneA x
1

, ... x
0

eH. This defines what T 1 has to be on 

the subspace .AE(H) of H. We shall now show that it is possible to 
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define a continuous operator T• in this way on AE(H). We then 

extend T 1 to AE(H) by continuity, and on the whole of H by 

T 1 : = T 1 C(E) (we have seen from lemma 1. 1. 24 that C(E) = [A.EH]). 

Now 

2 
n 2 

II. 
1

T.S Ex.II 
J= JO J 

n 
= \ .. 

1
(T.S Ex. , T.S Ex.) 

Li,J= 1 o 1 Jo J 
n 

= \ .. 1 (T.ES Ex. , T.ES Ex.) 
L1,J= 1 o 1 J o J 

= \. ~ 
1

(ET~ T.S Ex. , S Ex.) 
Li,J= J 1 o 1 o J 

= \. ~ 
1

(s ET~T.Ex. , S Ex.) 
Li,J= o J 1 1 o J 

(since S (H) c E(H)) 
0 

= \. ~ 
1

(ET~T.Ex. , Ex.) Li,J= J 1 1 J 
(S is unitary, sos* s = I) 

0 0 0 

n 
·- \. . l ( T . Ex . , T . Ex . ) 

Li,J= 1 1 J J 

2 
n 2 

= II . 1 T . EX . II f Or T 1 ' . . . T n EA ; J= J J 

Thus we can define T 1 on AE(H) by the equation 

n n 
T•(\. 

1
T.Ex.) = \. 

1
T.S Ex .. LJ= J J LJ= Jo J 

By the above argument T • so defined is an isomet ry and thus 

continuous. Thus we can define T' on Has described above (For 

T' = T'C(E) on H, we have T' (Ex) = T'C(E) Ex = T 1 Ex = S E(x) on 
0 

E(H)). 

To prove that T• e A', it suffices to show for all Re A, 

T 1 Rx = RT•x (xEH). Now for x = TEy (TEA, yeH) we have 

RT• (TEy) = RTS Ey (by definition of T• on AE(H)) = T• RTEy (by 
0 

definition of T', n=l and T1 = RT) Thus RT• = T•R on A.E(H). 

If XE (A.E(H)).L, RT•x = RT 1 C(E)x = 0 = T 1 RC(E)x (C(E) = [AE(H)] and 

x E ( AE ( H) ) .L) • So we have found a T 1 EA. 1 such that S = 
0 

Hence SE A'E = EA'E = (A') . This completes the proof. 
o E 

■ 
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1. 3. 3 NOTATION 

We write E < F for E < F and E ~ F. 
- ~ 

1. 3. 4 PROPOSITION ([15], p 90) 

Let A be a finite van Neumann algebra, and let E,E 1 ; F,F 1 be 

projections in A satisfying the following conditions : 

E1 ~ E, F1 ~ F, E1 ~ F1 and E ~ F. Then E - E1 ~ F - F1 . 

Proof: 

By the comparability proposition (1.1.26), a central projection Q 

in A exists such that (E - E1 )Q i (F - F1 )Q and 

(E - E1 )(I-Q) ~ (F - F1 )(I - Q). Suppose (E - E1 )Q i (F - F1 )Q; 

then a F• e ~(A) exists with (E - E
1

)Q ~ F• < (F - F
1

)Q. Since 

E1 ~ F1 lemma 1.1.22 implies QEl ~ QFl and since E1Q and (E - E1 )Q 

(resp F 1 and F
1

Q) are disjoint, proposition 1.1.12 and its 

corollary imply that 

EQ = (E - E
1

)Q + E
1

Q ~ F• + F
1

Q < (F - F
1

)Q + F
1

Q = FQ; 

Again, from lemma 1.1.22 EQ ~ FQ (E ~ F). 

Thus FQ ~ EQ ~ F • + F 1 Q < FQ, which contradicts the fact that 

FQ ~Fis finite (A is finite and F ~ I). Hence 

(E - E1 )Q ~ (F - F1 )Q. Similarly (E - E1 )(I-Q) ~ (F - F1)(I - Q). 

By applying proposition 1.1.12 on the disjoint pairs ((E - E1 )Q; 

(E - E
1

) (I - Q)) and ((F - F
1

)Q; (F - F1 )(I - Q)) we have 

E - El~ F - F1 . 

■ 

1. 3. 5 PROPOSITION ([4], p 261) 

Let E, F be finite elements of ~(A). Then 

(i) E ~ F if and only if there is a unitary element U of A such 

that UEU* = F. 
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(ii) If E ~ F and if G ~ sup(E,F), then a unitary element of U of 

A exists such that u*Eu = F and u*Gu = G. 

Proof 

(i) Let G
1 

= sup(E,F). Then G
1 

is finite by proposition 1.2.8. 

Now E ~ G1 , F ~ G1 and E ~ F, thus proposition 1.3.4 implies 

Gl - E ~ Gl - F (Consider AG if A is not finite). 
1 

Let V and W be partial isometries of A with v*v = E, vv* = F 

and w*w = G - E, ww* 1 = 

Define U to be the operator which agrees with Von E(H), with 

Won (Gl - E)(H) and with I on (I - G1 )(H). 

We show that UeA. If xeE(H), T 1 eA 1 we have from Ex= x that 

T 1 Ux = T 1 Vx = VT'x = VT 1 Ex = VET•x = UET 1 x = UT•Ex = UT•x. 

If xe (G 1 - E) (H) or x e (I - G1 ) (H) it follows similarly 

that T•U = UT• (T 1 eA 1
), and since 

H = E(H) e (Gl - E)(H) e (I - G1 (H)) we have that T 1 Ux = UT•x 

for all xeH. This implies UeA" = A. 

It is also clear that IIUxll = llxll for all xeH and U is 

surjective (U(H) = F(H) e (GI - F)(H) e (I - G1 )(H) = H). 

So, U is a unitary element of A. 

If x e E(H) one has UEx * = VEx = VV Vx = FVx = FUx. 

If xe (G
1 

- E)(H): UEx = 0 = FWx = FUx. 

then UEx = 0 =Fix= FUx. 

Thus UE = FU or UEU* = F (U* = U-l) 

Conversely, if a unitary element U e A exists such that 

* UEU = F we want to show that E ~ F. We have that 



Digitised by the Department of Library Services in support of open access to information, University of Pretoria, 2021 

- 34 -

(UE)*(UE) = EU*UE = EIE = E; and (UE)(UE)* = UEU* = F. Thus 

E ~ F by partial isometry UE (see lemma 1.1.6). 

(ii) Suppose G ~ G1 = sup(E,F). Since E ~Fa unitary element U 

of A, as constructed in (i), exists such that UEU* = F. We 

use the same notation as in (i) to show that UG = GU. 

If XE E ( H) , UGx = UGEx = UEx = FUx = FVx 

= GFVx (G ~ F) 

= GVx (F(H) = V ( H), so FV = 
= GUx 

If XE (Gl - E)(H), UGx = U(G 1 
- E)x = Ux = Wx 

Since WxE (Gl - F)(H) we have (Gl - F)Wx = Wx; 

so GWx = G(G
1 

- F)Wx = (Gl - F)Wx = Wx = UGx. 

Thus GUx = UGx. If XE (I - G1 ) (H), UGx = U(G - Gl) X 

1. 3. 6 COROLLARY ([1]) 

If E, Fare finite elements of ~(A), then E ~ F implies 

I - E ~ I - F 

Proof 

V) 

■ 

Since E ~ F, there exists a unitary UE..A. with UEU* = F. Then 

U (I - E)U* = uu* - UEU* = I - F. Since 

[U(I - E)][U(I - E)J* = U(I - E)u* = I - F and 

[U(I E)]* [U(I - E)] = (I - E)I(I - E) = I - E, I - E ~ I - F by 

partial isometry U(I - E). 

■ 
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1.3.7 COROLLARY ([9], p 448) 

If E, F e ~(A) are finite and E
1

, F 
1 

are subproject ions of E, F 

with E1 ~ F1 ; then E ~ F implies E - El~ F - F1 . 

Proof 

Since E
1 

~ F
1 

there exists by proposition 1.3.5 a unitary operator 

U e A with El 

Since E ~ F we can choose an E 1 e ~(A) with E ~ E' ~ F. 

that Fl< E 1
• This follows from F1 ~ E1 ~ E ~ E'. Thus 

We claim 

This means that there exists 

an F• such that F
1 

~ F• ~ E•. From E
1 

= UF
1

u* ~ F
1 

~ F• and 

E ~ E• proposition 1.3.4 implies that 

E - E
1 

~ E 1 
- F' SF - F 1 ~ F - F1 (E• - F 1 5 F -F• since 

(E' - F')(F - F') = E'F - E'F' - F 1 F + F' = E' - F') 

Hence E - E1 ~ F - F1 . 

■ 

The following proposition is of great importance in the next 

chapter where we will construct the so-called index group of a van 

Neumann algebra A. 

1. 3. 8 PROPOSITION (Cancellation law, [l]) 

Let (E
1

, E
2

); 

and let E
1

E
2 

E2 ~ F2. 

Proof : 

(Fl' F2) 

= F1 F
2 

= 0. 

be two pairs of finite projections of A, 

Then E
1 

~Fland E
1 

+ E2 ~ F1 + F2 imply 

Since El + E
2 

= sup(E
1

,E 2 ) and F1 + F2 = sup(F 1 ,F2 ) (Corollary 

1.1.9), proposition 1.2.8 implies that E1 + E2 and 

F
1 

+ F
2 

are finite. 
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Part ( i) of proposition 1. 3. 5 imp 1 ies that there is a unitary 

element U of A with u*(E
1 

+ E
2

)U = F
1 

+ F
2 

(E
1 

+ E
2 

F
1 

+ F
2

). 

. * * * * Since (E 1 U) (E
1

U) = U E
1

U and (E
1

U)(E
1

U) = E
1

uu El = E
1

, we have 

* that U E1 U ~ E1 by the partial isometry E
1

U e A. From El~ Fl we 

* have U E1u ~ F 1 and by part (ii) of 1.3.5 there exists a unitary 

element Ve A with v*F
1

v = u*E
1

U, and 

(choose F1 + F2 to be Gin 1.3.5 (ii)). 

v*(F 
1 

Recalling that u*(E
1 

+ E2 )U = F
1 

+ F
2

, we have 

u*(E 1 + E2 )U = v*(F
1 

+ F2 )V, which implies that u*E
2

U = 

= 

Using part (i) of proposition 1.3.5 on this relation, one gets 

Ez ~ F2. 
■ 

1. 4 CHARACTERIZATION OF 

TERMS OF TRACES 

A ___ F __ I __ N __ I __ T __ E ____ V __ O __ N ________ N-=E __ U __ M __ A __ N __ N ___ A=Laa..aG .... E __ B---R=A---I N.._ 

As defined before, a van Neumann algebra A is called finite if its 

unit element is a finite projection of A. After we have defined 

what we mean by a finite normal trace on A, we will show that a 

finite van Neumann algebra can also be defined in terms of traces 

on A. It is well known that a van Neumann algebra A can be 

considered as the dual space of a Banach space A*. For the 

benefit of the reader, an appendix, in which a few basic 

properties of several useful locally convex topologies defined on 

A are summarized, is included. (Chapter 5, 5.1). These results 

will be used without additional reference. 

The concept of a trace on a von Neumann algebra A and in 

particular the existence of a finite normal trace in a finite van 

Neumann algebra A is developed by F.J. Murray and J. von Neumann. 

The recent proof, due to Yeadon, can be found in [18]. 

We begin with the following definitions 
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1.4.1 DEFINITION ([8], p 338) 

Let A be a von Neumann algebra. Then A is called countably 

decomposable if every family of pairwise disjoint projections in A 

is countable. 

1. 4. 2 DEFINITION ([18], p 309) 

Let .. + -- { S *s ,· S } b h . . f ~ e.A. et e positive part o a von Neumann algebra 

.A. • 

A trace on A is a function, defined on + 
A ' taking non-negative, 

extended real values, possessing the following properties : 

( i) + + If Se.A. and Te.A., we have ~(S+T) = ~(S) + ~(T) 

(ii) + If Se.A. and A a non-negative real number we have 

~(AS) = A~(S) (with the usual convention that 

0 ( +oo) = 0) • 

(iii) If Te.A. we have ~(T*T) = ~(TT*) 

We say that~ is faithful if the conditions + Se.A., imply 

that S = 0; finite if ~(I) < + oo semifini te if for every 

non-zero Te.A.+, there exists a non-zero element Sin A+ with 

~(S) < + oo and S ~ T. 

We say that ~ is normal if ~ ( sup T.) = sup ~(Ti) for every 
i l i 

uniformly bounded increasing net {T.}. I in A+. 
1 l.E 

1.4. 3 PROPOSITION (Monotone convergence, [8], p 307) 

If {T.}. I is a monotone increasing net of self-adjoint operators 
l. l. e 

in A and T. < kI for all ieI and k a constant, then {T.} is strong 
1 - ]. 

operator convergent to a self-adjoint operator T, thus Te.A. and T 

is the least upper bound of {T.}. 
]. 
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{T.}. I 
1. 1. e 

that {T.} 
1. 

and that of {T., i ~ 
1. 

is bounded below (by 

well as above. Thus -UT. III ~ T. ~ kI, 
1. 1. 

and so {T.} 
1. 

is a 
0 

i } are 
0 

T. ) as 
1. 0 

bounded 

set of operators. Since a closed ball S 

compact (Banalch Aloaglu, [6]), and .A. is 

in L(H) is weak-operator 

weak-operator closed one 

has AnS is weak-operator closed in S and thus weak-operator 

compact. If { T.} c Ans a subnet which we again denote by { T.} 
1. - l 

exist which is weak operator convergent to a Tin L(H). Since A 

is weak-operator closed, TeA. As {T.} is monotone increasing 
1. 

(Tex,x) ~ (Tmx,x) when e ~ m and xeH. Since 

(Tx,x) = liml(Tex,x) ~ (Tmx,x) for all xeH we have that T ~ Te for 

all e (the order relation is to be interpreted in the operator 

sense). If i ~ e then O ~ T - Ti~ T - Te, and 

1/2 2 0 _< ((T - T.)x,x) = ll(T - T.) XII < ((T - Te)x,x). 
1. l -

Hence { ( T - T.) 112 } is strong operator convergent to 
l 

zero. The 

strong operator continuity of multiplication on bounded sets of 

operators allows us to conclude that {T - T.} 
1. 

is strong operator 

convergent to 0. We have noted that Tis an upper bound for {T.}. 
1 

If S ~ T. for all 
l 

i i, then ( Sx, x) ~ ( T. x, x) ➔ ( Tx, x) . Hence 
1. 

(Sx,x) ~ (Tx,x) for al 1 xeH so S ~ T. Therefore T is the least 

upper bound of {T.}. 
1 

1.4.4 COROLLARY 

■ 

If {T.} is a monotone increasing net of self-adjoint operators in 
1. 

.A. which is uniformly bounded and T is the least upper bound of 

{T.}. 
1. 

Proof 

Then s*Ts is the least upperbound for {s*T.S} (SeA) 
1. 

Since {T.} is a monotone increasing net of self-adjoint operators 
1. 

in A which is uniformly bounded, {S*T.S} is a monotone increasing, 
1. 

self-adjoint, uniformly bounded net of operators in A. By 
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proposition 1.4.3 {s* T.S} has a least upper bound, say Pe A. 
1 

the proof of 1.4.3 {s* T.S} is 
1 

weak-operator convergent to 

In 

P. 

* From (S (T. - T)Sx,x) = ((T. - T)Sx,Sx) ➔ 0 (xeH), we have that 
1 ]. 

* * {S T.S} converges weakly to S TS. 
1 

Hence P = s*Ts. 

■ 

1.4. 5 DEFINITION ([5], p 36 and p 42) 

1. A positive linear functional q> on a van Neumann algebra A is 

said to be normal if it satisfies q> (sup Ta) = sup q>(Ta) for 
a a 

every uniformly bounded increasing directed set {T} of 
a 

positive elements in A. 

2. Let {E} be any family of mutually disjoint projections in A. 
a 

If q> is a norm-continuous linear functional on A, then~ is 

said to be completely additive if q> (LaEa) = La~(Ea) where 

~ E converges in the strong-operator topology on A. La a 

1. 4. 6 REMARK 

It is well known that the a-weakly continuous functionals on A are 

precisely those which are completely additive; and for a state (a 

positive linear functional with norm 1) a-weak continuity, 

normality and complete additivity are equivalent. (This is proved 

in chapter 5 paragraph 5. 2). An important consequence of this 

fact is the characterization of the a-weakly relative compact 

subsets of the predual A* of a van Neumann algebra A. 

1.4. 7 LEMMA ([17], p 117) 

Consider a van Neumann algebra A with predual A* and let F c A* be 

a norm bounded subset. The following assertions are equivalent 

(i) Fis a(A*,A)-relatively compact (i.e. F, taken in the 

a(A*,A) topology, is a(A*,A) compact). 
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(ii) For any 

projections 

countable 

in A, one 

family {E } of mutually disjoint 
n 

has that ~(En) ➔ 0 uniformly for ~e F 

(i.e. for every e. > 0 an 

every n ~ n
0 

and ,eF). 

Proof 

We show that (ii) implies (i) : 

n 
0 

exists such that for 

* Since Fis a bounded subset of A* c A, it follows that F c B , 
- r 

B norm-closed ball in * which is * by Banach-a A weak -compact r 

Aloaglu. So F B (the closure is taken in the a(A * , A) C - r 

topology). Hence F is a(A * ,A)-closed subset of the a 

* * a(A ,A)-compact ball and is therefore a(A ,A)-compact. If we can 

show that F ~ A*, it will follow that F is a(A*,A)-compact since 

the a(A*,A) topology on A* is simply the restriction of the 

* a(A ,A) topology to A*. 

Therefore, let then 

convergent to, exists. 

a net F which is * a(.A. ,.A.) 

Let {E.}. I be a family of mutually disjoint projections in A and 
1 1E 

let E = 2ieIEi. Since ~k ➔ ~in the·a(...t.*,...t.)-topology on ...t.* if and 

only if ~k(T) ➔ ,er) for every Te.A. it follows that: 

and 

= lim ,k(Ei) for any ieI 
keK 

Since each ,keF c A* is a-weakly continuous it is completely 

additive by remark 1.4.6. 

keK. In fact we have Y'(E) = "\. IY'(E.) uniformly for Y'eF. If this Lie 1 

is not true, a 6 > 0 exists such that for any finite subset 

Jc I we can find a Y'JeF such that 
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lr\JF(Ei) converges, there exists a finite subset HcI\J such that 

Consider the 6 > 0 as above : We have seen that there exists a 

finite subset J 1cr and a F 1eF with 12J
1

F 1 (Ei) I ~ 6. By 

considering I\J
1 

instead of I we can similarly find a finite 

I\Jl and a i,
2

eF such that 12J/2(Ei) 1~ 6 • Thus, 

this way, one can construct, for the given 6 > 0 J a 

subset J
2 

c 

proceeding in 

sequence {Y'} C F and a sequence (J) of finite mutually disjoint 
n n 

subsets J cI such that for every n we have 
n 

Define F n = lieJ Ei. 
n 

we have that {F } 
n 

I'· J F (E.) j>o. Lie n 1 -
n 

Since the subsets J 
n 

is a countable family 

projections in A, and for every n we have 

are mutually disjoint 

of mutually disjoint 

= I'· J F (E.)j>o. Lie n 1 -
Thus for the sequence { F } a c5 > 0 

n n -
n 

exists such that for every n we can find a Y' eF with jY' (F) j>o; n n n -
which, in view of (ii), is a contradiction. 

Thus ~k(E) = lieI~k(Ei) uniformly for keK, which implies that for 

every e>O a finite subset JcI exists, such that for every finite 

subset H::> J of I , I ~k ( E ) - lie H ~k ( E i ) I < e for every k e K . I t 

therefore follows that ltk(lieI\HEi) I < e for every finite subset 
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H=>J and keK. * Since~= lim ~kin the a(A ,A)-topology if and only 
k 

if ~(T) = lim ~k(T) (Te:A,), it follows that 
k 

e > 1~(2ieI\HEi) I = l~(E) - 2ieH~(Ei) I for every finite subset 

This shows that ~ is completely additive and therefore remark 

1.4.6 implies that~ is a-weakly continuous, thus ~EA*. 

We now prove the converse. If condition (ii) holds, one has for 

any countable family { E } of mutually disjoint project ions in A 
n 

and for any e > 0, that a N exists such that for every ~eF and o· T 

n > N
0 

l,(En) I < e. The proof is by contradiction : If condition 

(ii) is not true, a 6 > o and a sequence {E} of mutually disjoint 
n 

projections in A exist, such that for every neN one can choose a 

Since F is a (A*,A)-relatively compact in A*, the sequence {~n} 

has a convergent subsequence with 1 imi t ~e..A.* ( see appendix 5. 1, 

the Eberlein-Smulain theorem (5.1.1). We denote this subsequence 

again by {'n} and the corresponding subsequence of (En) by (En). 

(This convergence takes place in the a(A*,A) topology on A*). If 

00 

we define P
0 

= 2k=nEk we have En~ Pn for all n. Clearly (P
0

) is 

a decreasing sequence of projections and since E = P
0 

+ 1:~Ek we 

have, by taking limits in the strong-operator topology, that (P) 
n 

converges to zero. Since E ~ P for all n, E ➔ 0 strongly, 
n n n 

hence weakly (the strong-operat~r topology is finer than the weak-

operator topology on A). Since the weak-operator topology and the 

a-weak operator topology are the same on bounded parts of A, one 

has that E ➔ 0 a-weakly. 
n 

it is a-weakly continuous 

and we have that ,cEn) ➔ 0. Observing that l~(En) I ~ 6 for every 

n, except for a finite number, we may assume that l~(En) I ~ o for 

every n. 

gent to O since for every TeA F (T) 
n 

~ 0. 
00 
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~ 46 - 6 = 36 

We shall now construct an increasing sequence {n(l); 

of natural numbers with the following properties. 

00 

'\ · ( k 1 ) I Y' ( k ) ( E . ) I < c5 for any k = 1 , 2 , 3 , . . . LJ=n + n J 

( 1. 3) 

n(2); ... } 

( 1. 4) 

( 1. 5) 

In order to do this, let us first observe that for any ,PE.A* we 

00 

have 2n=ljF(En) I<+ 00 ( 1. 6) 

To see this, let = >. F(E ) where >. is a scalar with n n n 

absolute value 

convergent. 

one. 

For any xe H, consider 

00 2 
11'\ l>. E xii Ln= n n 

We 

00 00 

claim 

= (2n=lAnEnx' 2k=lAkEkx) 

00 

= '\ 
1

(A Ex,>. Ex) Ln= n n n n 
00 2 

= Ln=1l"nl (Enx,x) 

00 

= Ln=l(Enx,x) = 
00 2 

"' IE XII Ln= n 

00 

that '\ >. 
Ln=l n 

(xeH) 

E 
n 

is a-weakly 
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Since 2
0

: 1 E
0 

is strong-operator convergent by lemma 1. 1. 11, it 

00 

follows that 2n=lAnEn converges strongly, hence weakly and since 

the convergence take place on bounded parts of A, a-weakly. Thus 

for every FeA* we get 

00 00 00 

Hence 2k=lAkF(Ek) = F(2k=lAkEk) < oo. So, 2k=ljF(Ek) j< + oo 

We begin the construction of the relations (1.4) and (1.5) by 

taking n(l) = 1 and we assume that n(l), . . . ' n(p-1) have already 

been constructed, such that condition (1.4) be satisfied for 

k = 2, ... , p-1; whereas condition (1.5) be satisfied for 

k = 1, ... (p-2). 

We now show that relation ( 1. 4) is satisfied for k = p whereas 

relation (1.5) is satisfied for k = p-1. 

convergent 

have, for a 

and 

00 

to O and since 2j = 1 IF n ( p- l) ( E j ) I < 
sufficiently great n, the following 

0 

,1:~Fn (En(j)) I < ~ 
0 

00 

lj=n IFn(p-l)(Ej) I < 5 
0 

(remember Fn ➔ 0 in the a(A*,A) topology implies 

1-1 n 
F ( 1E ( . ) ) ➔ 0) n = DJ oo 

+ ooby (1.6) 

inequalities: 

we 

Hence, by choosing n = n(p) > n(p-1) to be sufficiently great, 
0 

relation (1.4) is satisfied fork= p, whereas (1.5) is satisfied 

fork= p - 1. 

The required construction is thus possible by induction. 

relation (1.5) it follows that 

00 

2j=k+l1Fn(k)(En(j)) I < 5, k = 1,2,3 ... 

From 

( 1. 7) 
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00 

Consider the projection F = ~ E e~(A). Since (E )
00 

• 
Lj=l n(j) n(j) j=l is 

a disjoint sequence of projections and each ?n(k) is completely 

additive we have 

00 

?n(k)(F) = 2j=ly,n(k)(En(j)) k = 1,2, ... 

From relations (1.3), (1.4) and (1.7) we get 

IFn(k)(F) I 

00 

= 12j=ly,n(k)(En(j)) I 

00 

> - 6 + I y, n ( k ) ( En ( k ) ) I - I 2j = k + 1 F n ( k ) ( En ( j ) ) I 

~ - 6 + 36 - 6 = 6 k = 1,2,3 ... 

This contradicts the fact that the ~equence 

convergent to 0. 

{?} 
n 

■ 

Consider the von Neumann algebra A. Let T be a hermitian element 

of A. The spectral decomposition theorem ( [ 11] , p 5 05) then 

states that a family {EA}AeR of projections commuting with T 

exists where each EA is defined as 

EA= NT+ (T: = (T-AI)+ = ½([(T-AI)(T-AI)*Jl/Z - (T-AI)) and NT+ is 
A A 

+ 
the projection onto the null space of TA). 

following properties 

(i) If A~ A' 

This family has the 
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(ii) EA= 0 if A < m = inf{AjAeSp(T)} and EA= I if 

(iii) 

(v) 

A~ M = sup{AIAeSp(T)}, where Sp(T) denotes the spectrum 

of the operator T. 

µ ➔ A+0 then Eµx ➔ EAx (xeH). Hence (i) implies that 

EA= inf EA,. 
}.. I>}.. 

M 
T = I AdE A where the integral is to be understood in 

m-o 
the sense of uniform operator convergence. Since each 

EA commutes with every S commuting with T we have 

EAS = SEA for all Se.A.'. Thus EAe.A." =.A.for each A. If 

+ Te.A., NT+= NT= E
0

• So (iii) and remark 1.1.16 imply 
0 

that S(T) = Se (T) = Sr(T) = I-NT = sup (I-EA,). So we 
,\')0 

can choose an increasing sequence (E•) c ~(A) with 
n 

S ( T) = sup E• 
n 

n 
and TE•> l E• (Let E• = I-El/ ). n- n n n n 

Let; be a normal positive C;(T) ~ 0 if T ~ O) linear functional 

+ 
on .A. then ;e.A.* by remark 1.4.6. Since [E(H)UF(H)] = (E+F)(H) 

where [K] is the closed subspace of H generated by KcH, one has 

seE+F) = supeE, F) (see also remark 1. 1. 3). If T ~ 0 and ;er) = 0 

we claim that ;cs(T)) = 0. Indeed, as we have seen from the 

above, an increasing sequence {E} c ~e.A.) exists with n 

sup E 
n n 

1 = S(T) and TE > - E for any n. 
n - n n 

Since T-TE = T(I-E) ~ 0 
n n 

1 (T and I-E
0 

commutes), one has ,e 0 E
0

) ~ '(TE
0

) ~ ,er) = 0. So 

'(E
0

) = 0 for all n. Thus ,es(T)) = 0 e; is normal). Observing 

that S(E+F) = sup(E,F) it follows that ;csup(E,F).) = 0, if 

;CE) and ;CF) are zero, since then ;CE+F) = 0, hence 

; ( S ( E + F ) ) = 0 . Consequent 1 y , the f am i 1 y {Ee,. (.A.) ; 

increasingly directed and, therefore, by denoting by 

;CE) = O} is 

I - S(~) the 

supremum of this family we have ;er - s(,)) = 0 <, is normal). 
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1. 4. 8 DEFINITION ([17], p 119) 

(i) The projection S(~)e~(A) is called the support of~­

(ii) One says that~ is faithful if S(~) = I. 

1.4. 9 REMARKS ([17], p 119) 

(i) Using the Schwarz inequality for positive linear functionals 

we obtain ~(T TS(~))~ ~(TT*)l/Z ~(I S(~)) = 0. 

= ~(S(~)T). Similarly ~(T - S(~)T) = 0. Thus ~(T) = ~(TS(~)) 

+ If Te A and ~(T) = 0, one has ~(S(T)) = 0 (as we have seen 

before), thus S(T) ~ I - S(~) which implies I-S(T) ~ S(~) 

(see definition of I - S(~) above). Hence ~(T) = 0 implies 

S(~)TS(~) = S(~)(I - S(T))TS(~) = 0. So, if S(~) = I we have 

~(T) = 0 implies T = 0. Conversely if ~(T) = 0 implies T = 0 

(T ~ 0) we have that ~(I - S(~)) = 0 implies S(~) = I. Our 

definition of the 'faithfulness' of~ can therefore be seen 

to correspond with definition 1.4.2. 

(ii) One says that a family {~k}keK of positive normal functionals 

on A is sufficient if for + any TeA , T,:0, a keK exists such 

that ~k(T) ,: 0. As in (i) we can show that a family {~k}keK 

of normal positive linear functionals is sufficient if and 

only if supS(~k) = I. 
ke.K 

(iii) If r is a finite normal trace on A, we claim that S(r) is a 

central projection in A 

To this end we first show that the left kernel N = {TeA; 
T 

r(T*T) = 0} is a two-sided *-ideal of A. Suppose 

T, Se N, then since (T + s)*(T + S) + (T - S)*(T - S) 
T 

= 2T*T + 2 s*s we have (T + s)*(T + S) ~ 2T*T + 2s*s and so 

* * * r((T + S) (T + S)) ~ 2r(T T) + 2r(S S) = 0. Hence 

T + S e N • 
T 

Clearly aTeN (a a scalar and TeN ) , since 
T T 
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(exT)*(exT) = jexj 2T*T. Let S e A and Te N , then from 
T 

(ST)*(ST) = T* s*sT ~ 11s11 2 T*T we have STe N. We also have 
T 

T*eN if TeN, since 
T T 

r(T*)*T*) = r(TT*) = r(T*T) = 0 (r is tracial i.e. 

r(T*T) = r(TT*)). Then, if Te N and Se A we have 
T 

TS= (s*T*)*e N. So N is a two-sided *-ideal in A. Since 
T T 

+ 
A spans A linearly (T = T

1 
+ iT

2
, T

1 
and T

2 
hermitian and 

+ -T. = T. - T. (i = 1,2) where 
1 l l 

+ 1 1 (T.2)1/2 
Ti = -zC I Ti I + Ti) ' Ti = -zC I Ti I Ti) ' I Ti I = l 

makes sense via the methods of functional calculus), a 

finite trace is extended uniquely to a positive linear 

functional in A, denoted by r•. Then if r is normal we know 

that r • is a-weakly continuous. We now claim that N is 
T 

a-weakly closed. Suppose {T } is a net in N with T ➔ T ex r ex 
a-weakly. Since the *-operation and multiplication on A are 

a-weakly continuous, it follows * * that T T -➔ T T a-weakly. 
a a 

Hence r(T*T) = 
ex ex 

and since 

* r ( T T ) = 0 for 
a a 

all ex one has that r(T*T) = 0. Hence N is 
T 

a-weakly closed. By the Banach Alaoglu theorem, N n S is 
T 

a-weakly compact (S the unit ball in A), and has an extremal 

point by the Krein-Milman theorem ( [8], p 32). From a 

* well-known theorem in the theory of C -algebras, N has an 
T 

identity, say E. ([18], theorem 10.2 Chapter 1). Since E 

is the greatest projection in N , E = I - S(r) (I - S(r) is 
T 

the greatest projection Fin A with 

r(F) = 0). Since N is a two sided *-ideal we have 
T 

(I - S(r))TeN (Te.A.). Hence 
T 

(I S(r))T = (I - S(r))T(I - S(r)). We also have 

T(I - S(r)) e N , so 
T 

(I - S(r))T(I-S(r)) = T(I - S(r)) (TeA). Thus 

T ( I - S ( r ) ) = ( I - S ( r ) ) T f o r a 11 T eA s o I - S ( r ) i s a 

central projection. Thus S(r) is central. 

■ 
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As stated earlier, our aim is to characterize finite von Neumann 

algebras in terms of traces. Before we can give this characteri-

zation we need the following two lemmas : 

1. 4.10 LEMMA ((18], p 310) 

Let {E} be an increasing sequence of finite projections in A. If n 
Fe~(A) with E < F for every n, then E = sup E < F. 

n n~N n ~ 

Proof 

00 

Let Pn = En+l - En' n=l,2, ... and P
0 

= E1 . Then clearly {Pn}n=l 

is a disjoint sequence of projections and since E = lim E in the 
n 

00 

strong-operator topology, we have E = lim En= 2n=Opn (see lemma 
n 

1.1.10 and 1.1.11). We shall construct a disjoint sequence 

{Q} c ~(A) with Q ~ P ; n=0,1,2 ... and Q < F. By assumption 
n n n n -

P
0 

= E
1 

i F. Hence a projection Q
0 

in A exists with Q
0 

~ F and 

Q ~ P . Suppose {Q , ••• ,Q 
1

} have been defined. It follows 
o o o n-

from proposition 1.11.12 that 

Since E n+l < F there exists a F~+l E ?> (A) with F~+l 
E n+l F ~+l. Since E ~ E n+l it follows that 

n 

F E ~ E n+l ~ F~+l which implies that F < F ~+l. n n n ~ 

words, there exists a F' ~ F~+l with F ~ FI . Since 
n n n 

lemma 1. 2.4 implies that F is finite too (E ~ F ) • 
n n n 

proposition 1. 3.4 we have F - F ~ F - F• ~ F~+l -
n n 

~ 

= F n 

F and 

In other 

E is finite, n 

By 

FI . So 
n 

F• - F' < F - F which means that there exists a projection 
n+l n ~ n 
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Q ~ F - F with Q n n n F• - F• 
n+l n = P (by proposition 

n 

1.3.4). Since Q < F - F , QnQk = 0 for every k n - n 
00 

Hence we can construct {Q} 1 by induction and n n= 
00 00 

E = \ P ~ \n--O Qn SF by proposition 1.1.12. Ln=O n L 

1. 4. 11 LEMMA ([18], p 310) 

= 1, ... n-1. 

■ 

If {E } is a disjoint sequence of projections in a finite von 
n 

Neumann algebra A, then any sequence {F} of projections in A with 
n 

En~ Fn' n = 1,2, ... converges to zero a-strongly. 

Proof : 

For any P
1

, P
2 

and Q
1

,Q
2 

projections in A with 

1.1.20), and corollary 1.1.13 implies 

We therefore find by induction, that for any m ~ n 

00 

sup Fk ~Em+ Em+l + ... +En~ 2k=mEk 
m~k~n 

00 

If we define P 
m 

= sup F 
m 

k~m 
, lemma 1.4.10 implies Pm~ 2k=mEk. 

00 00 

Then P ~ Q• _< \ E Q•e~(A), and so I-P ~ I - Q• > I - \ E 
m Lk=m k' m - Lk=m k 

(see corollary 1.3.6). This shows that 

00 

I - p > 
m ~ I - \ E = E +El+ ... + Em-l where E

0 Lk=m k o 

Clearly P 
m 

is a decreasing sequence of projections in A, 

putting P = inf P, we have I - P ~ I - P > E + E1 meN m m ~ o 
+ •.. 

and by 

+ E 1· m-
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Using lemma 1.4.10 again, we find that 

00 

I - P > \. O E . = I ~ LJ= J 

00 

( E = I - \. l E.). 
o LJ= J 

Thus I ~ Q" ~ I - P ~ I ( Q" e~ (.A.) ) • Since .A. is a finite von 

Neumann algebra we have I = I p which implies that p = 0. Since 

P > P 1 > F +l we have m - m+ - m 
0 = p = lim p ~ lim F in the strong-

m n 
m➔oo n➔oo 

Thus {F} converges to zero strongly, 
n 

operator topology on .A.. 

hence a-strongly (the two topologies coincide on bounded parts of 

.A.) • 

■ 

Let .A.* be the predual of a von Neumann Algebra A. For any unitary 

U e A we define TU:...t.*---+ A* such that for any Fe .A.* 

* * (TUF)(T) = F(U TU). We show that TUF e A*: Since multiplication 

in the a-weak topology is separately continuous i.e. Te.A.--+ STe...t. 

and T---+ TSeA are a-weakly continuous, one has that T _,. u*Tu is 

a-weakly continuous (Ue...t., unitary). Hence Te.A.---+ ,p(u*Tu) is 

a-weakly continuous. Let q> e A* and consider the set Lq> = {TU~ ; 

u e A unitary}. Then L~ C A*. Let Kq> be the norm closed convex 

hull of Lq> in Since the predual 0 f .A. is closed in * A*. .A.* norm A ' 
one has that Kq> ~ A*• 

In the following proposition we will use the so-called Ryll-

Nardzewski fixed point theorem (a result in the theory of locally 

convex spaces; see [ 17], p 351). It states, if X is a locally 

convex Haussdorff space, KcX, a non-empty, weakly compact, convex 

subset and J a non-contracting semi-group of weakly continuous 

affine mappings of K into K, then an x e K exists such that 
0 

Tx = x (TeJ). (J is a non-contracting on K if for any x,yeK, 
0 0 

x"#y, a continuous seminorm p on X exists with inf p(Tx-Ty) > 0, 
TeJ 

and 

T:K ➔ K. (K convex, KcX) is called affine if for any x
1

,x
2

eK and 

any Ae[O,l], T(Axl + (l-A)x
2

) = AT(x
1

) + (1-A)T(x 2 )). 

1.4.12 PROPOSITION ([18], p 311) 

Let A be a von Neumann algebra, then the following conditions are 

equivalent 
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(i) A is finite 

(ii) A admits sufficiently many finite normal traces. 

Proof 

Suppose { r.} . I is a family of sufficiently many finite traces. 
1 lE 

To show that A is finite we must show if I ~ E ~ I ( I the identity 

element of A and Ee,. (A) , then I = E. Since I E there exists a 

partial isometry UeA such that I = u*u and E = uu*. Hence, 

T.(I - E + E) = r.(I - E) + T.(E) implies 
1 1 1 

r.(I - E) = r.(I) - r.(E) = r.(u*u) - r.(uu*) 
1 1 1 1 1 

= 0 for all ieI (see 

(iii) of definition 1.4.2). Since the f am i 1 y { T . } . I is 
1. 1E 

sufficient, remark l.4.9(ii) implies that E = I. 

This proves condition (i). 

So A is finite. 

Conversely, suppose A is finite. Since the positive normal linear 

functionals on A are precisely the elements in A;, a positive 

normal linear functional on A exists. Let q> be a positive normal 

linear functional on A. Consider Lq> c A* and Kq> the convex norm­

closure of Lq> in A*. We claim that Kq> is a(A*,A)-compact. Since 

for every TUq>e Lq> we have that 

* = sup jq>(U TU) I ~ sup 
IITll=l 

= llq>II (IITll=l), 
IITll=l 

it follows that Lq> is a norm-bounded subset of A*. Hence K~ is a 

norm-bounded subset of A*. Thus, to show that Kq> is a(A*,A;-com­

pact we may use lemma 1.4.7. By this lemma it suffices to show 

that for any sequence {En} of disjoint projections in A, {Y'(En)} 

converges to zero uniformly for Y'eKq>. Since the convex hull of L~ 

is norm dense in K.+., we have only to show that lim q>(UEnu*)=O 
'f' n➔oo 

uniformly for UeA, unitary. Suppose this is not true. Then a 

~ > 0, a subsequence {F} of {E} and a sequence {U} of unitary 
n n n 

elements in A exist such that th( U F u*) ~ 6 n = 1, 2,... By 
'1' n n n 
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proposition l.3.5(i) we know that U F u* F and {F } is a 
n n n n n 

disjoint sequence ({E} is one). 
n Hence lemma 1.4.11 implies that 

* U F U converges to zero a-strongly, thus a-weakly (the a-strong 
n n n 

topology on .A. is finer than the a-weak topology). Since ~ is 

a-weakly continuous one has that ~(U Fu*)~ 0, contradicting the 
T n n n oo 

choice of {Un}, { F n}, and 6. Thus K~ is a (.A.*, ...4.)-compact by lemma 

1.4.7 (notice that since .A. is the dual of the Banach space .A.*, K~ 

norm closed and convex, we have that K~ is a(A*,..A.)-closed. This 

follows since K~ is the same in all the locally convex topologies 

on .A.*, which is compatable with the dual pair (A*,A); see [13], 

proposition 8, p 34). Consider J = {TU Ue....t., unitary}. We claim 

that J is a group of isometries on .A.*. For any TU' TV, we have 

* TUTV~(T) = ~((UV) TUV) = TUV ~(T) (Te.A.). Hence TUTV = TUVe J since 

UVe.A., unitary. Also Tie J is the identity element and for each 

TU, Tu*e J is the inverse element of TU in J. 

* = sup 1~cu TU) 1 
II TII = 

~ 11~11, and since Tu*= TU-1 we have 11Tu*(TU~)11 

~ 11Tu~" (Tu* is also bounded). Hence II Tu~" = 11~11 for every ~e....t.*. 

This shows that J is a group of isometries from .A.* onto .A.*. 

We now have the following particular case for the Ryll-Nardzewski 

fixed points theorem: 

( i) 

(ii) 

(iii) 

.A.* in the norm topology is a separated locally convex 

vector space, whose dual is .A.. 

K~ is a a(A*,....t.)-compact, convex non-empty subset of A*. 

Let V be any unitary operator in .A.. Since TV(TU~) 

= TVU~ e L~ for every Ue....t. unitary, TVL~ c L~ for every 

TV e J. Thus TV K~ c K~ for every TV e J. Hence J is a 

group of isometries from K~ into K~. Each mapping TU is 

a(.A.*,A)- continuous since if 'l'a. ➔ 0 in the a(.A.*,.A.)­

topology on .A.*, one has that Fa.(T) ➔ 0 for every Te.A.. 
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particular y, cu*Tu) 
a 

➔ 0 which implies that 

TUY' is a(A*,.A)-continuous. Since each TU is linear on 

A* it is an affine mapping on Kq>. It is clear that J is 

non- contracting since TU is an isometry for all UE.A, 

unitary. So the Ryll-Nardzewski fixed point theorem 

states that a rq>E Kq> exists which is a fixed point under 

J (i.e. TUrq> = rq> for every UEA, unitary). 

By definition, any fixed point r under Jin A; is a normal finite 

* trace because r(UTU) = r(T), for every TE.A, implies 

r(U(TU)u*) = r(TU) (TUE.A for every TEA). Hence r(UT) = r(TU) for 

every TEA and UEA, unitary. Since every element in A is a linear 

combination of four unitary elements we have that r(ST) = r(TS) 

for every T, SEA. In particular r(T*T) = r(TT*) for every TEA. 

From remark 1.4.6 we have that TE.A; implies r normal (notice that 

A; is the set of all positive elements in A*). The properties (i) 

and (ii) in definition 1.4.2 follow (the proofs are trivial) since 

r is linear. This shows the existence of a finite normal trace on 

Thus, for any normal finite trace r on A, it fol lows from remark 

1.4.9 (iii) that the support of r is a central projection in A. 

+ 
Now if q> if a positive element in A* (i.e. q>eA*), we have 

* q>(T) = q>(UTU) for every central element T of A(UEA, unitary). 

Hence TUq>lz = q>lz for every UE.A, unitary (Z = An.A' is the center 

of A). Since r q> is the norm 1 imi t of a sequence of convex 

combinations of TU q>, we conclude that rq>(T) = q>(T) for every TEZ. 

As seen above, the support of r q> is central and since q> and r q> 

coincide on Z we have that S(q>lz) = S(rq>). 
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Hence sup {S(r~); 

is a sufficient set Let T > 0 + an element of Z . 

Then TE.A.+, so there exists a ~EA* such that ~(T);t:0 ((A*,A) is a 

dual pair). For every ~EA*, ~ = ~l + i ~ 2 where ~l and ~
2 

are 

* * 1 * hermitian functionals, i.e. ~i (T) = ~i(T) (~ 1 = zC<p +~)and 

1 
~2 = Zi ( ~ 

(see (18], 

~*)). Let ~i 

p 140) for 

= ~; - ~~ be the Jordan decomposition 

cp 1 and cp 2 (~: and q>~ are positive 

functionals (i = 1,2,)). + 
So A* spans .A.* linearly. Therefore a 

positive functional ~EA* exists with ~(T) > o. Hence 

is sufficient and by remark 1.4.9 (ii) we have 

+ 
{ S ( <p I Z ) ; q>E A*} = I. Hence remark 1.4.9 

(ii) implies that {r~, 

normal traces. 

+ q>EA*} is a sufficient family of finite 

■ 

This proposition above characterizes finite von Neumann algebras 

in terms of finite normal traces. As defined before, a von 

Neumann algebra .A. is countably decomposable if every family of 

pairwise disjoint projections in A is countable we have the 

following characterizations. 

1.4.13 PROPOSITION ((4], p 111, proposition 9) 

Let A be a von Neumann algebra. Then the following conditions are 

equivalent 

( i) 

(ii) 

(iii) 

Proof 

There exists a faithful finite normal trace·on A 

A is finite and countably decomposable 

A is finite and the center Z is countably decomposable. 

Suppose that condition ( i) holds. Let ~ be a faithful finite 



Digitised by the Department of Library Services in support of open access to information, University of Pretoria, 2021 

- 56 -

normal trace on A. We show that A is finite and countably 

decomposable. Since {~} is a sufficient family of finite normal 

traces on A, it follows that A is finite by proposition 1.4.12. 

Let { E . } . I be a f am i 1 y of dis j o int pro j e ct ions in A • Let 
1 1e 

00 

It is clear that U I c I. 
n=l n 

Conversely, 

since~ is faithful for all ieI, ~(Ei)#-0, therefore there exists, 

for each i e I, an n with 

1 
th(E.) > - • 
i 1 - n Thus I 

00 

= u I 
n=l n 

Since\. IE. < I we have Lie i -n 

= ~ ( I - 2i e I E i ) 
n 

Normality of~ implies 

that 

th (I) ~ th (\. IE.) = \. I th (E.) >~card I T T Lie i Lie T i - n n 
n n 

Since ~ is finite one has that card I is finite. n Thus I is 

countable (I= 
00 

u I ) 
n=l n 

This proves condition (ii). Suppose (ii) holds. Since the center 

Z c A (iii), follows trivially. 

We now suppose that condition (iii) holds and prove condition (i). 

Since A is finite proposition 1.4.12 implies that a finite normal 

trace <p on A exists. As seen in remark 1.4.9 

support of this trace is a central projection. 

(iii) the central 

Let {th. } • I be a Ti 1.e 

maximal family of non-zero finite normal traces on A, whose 

supports E., which are non-zero projections in Z, are pairwise 
l. 

disjoint (this family exists by Zorn's lemma). 

Let E = \. IE. . We show that E = I; if E # I then I - E > 0 and 
Lie 1. 

by proposition 1.4.12 a finite normal trace <p on A exists such 

that ~( I-E) 

<p(T(I-E)). 

# 0 

Then 

(A is 

since 

finite). Consider 

1P(I) = <p(I-E) # 0 

the 

we 

trace 

have 

+ 1':TeA 

that <p is 

non-zero. It is obvious that the requirements in definition 1.4.2 

are met since~ is a trace on A. Clearly 1P is finite, since 

1P(I) = ~(I-E) ~ <p(I) < + oo (~ is finite). Also 1P is normal on 
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+ 
A : If {Tex} exeJ is an uniformly bounded increasing net in A , 

{T (I-E)} = {(I-E)*T (I-E)} is also one in A+ (each E.e~(Z) thus ex ex 1. 

E e~(Z) so I-E commutes with every T, so 
ex 

Tex(I-E) = (I-E)*Tex(I-E)). Thus ~(sup Tex) = ~((sup Tex)(I-E)) 
ex ex 

= ~((I-E)* sup T (I-E)) ex 
* = ~(sup((I-E )Tex(I-E)) =sup~ (Tex(I-E)) 

ex 

Thus~ is normal. 

which implies that 

ex ex 
= sup ~(T ). (corollary 1.4.4). ex ex 

Since ~(E) = ~(E(I-E)) = 0 one has I - S(~) ~ E 

S(~) S I-E. Thus {S(~);E.} is a mutually 
l. 

disjoint family of projections in Z, and they are the supports of 

{~, ~-}. 1 . This contradicts the maximality of {~.}. r· Thus 
ii 1.E i1. 1.E 

E = I. Since Z is countably decomposable, the family {E.}. I is 
i l. e 

countable, say I= 2n:lEn (En~ 0). Definer= 2n:12-n tn ;;n(I) 

It is clear that each ~n is faithful on the reduced algebra AE 
n 

because En is the identity element of .A.E and S ( ~n) = En ( see 
n 

definition 1.4.8). Hence th (E ) #- 0 by remark l.4.9(i). Since in n 
I~ E , th (I)~O. Thus r is well-defined. n in 
r(I - S(r)) = 0 implies 

00 

It is clear that since 

2n=l2-n ~
0

(I - S(r))/~
0

(I) = 0, we have ~
0

(I-S(r) = 0 for all 

n = 1,2, .... Thus I - S(~
0

) ~ I - S(r) for all n, which implies 

k 
S ( ~ n ) ~ S ( r ) for a 11 n . Thus , by def in i n g Pk = 2n = 1 S ( ~ 

0 
) , {Pk} 

is an increasing sequence of projections in A with Pk ~ S(r) 

(k=l,2, ... )(Notice that S(~n)S(~m) = 0 for all lSn,m5k). Lemma 

00 

1.1.10 implies that I= 2n=lS(~
0

) 5 S(r). Since S(r) 5 I (trivial) 

we have S(r) = I. So r is faithful. That r is finite follows 
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a trace follows directly since each q>n is one. 

that r is normal. 

Finally, we show 

Let {T} be an increasing uniformly bounded set of elements 
a 

00 

Then r(sup T) = ~ 
1

2-n ~ (sup T )/~ (I) 
a Ln= Tn a Tn 

a a 
00 

= 2n=l2-n sup q>n(Ta)/~n(I) 
a 

(each ~n is normal) 

+ in A . 

= sup 
a 

~ oo -n 
Ln=l

2 (all terms are positive) 

= sup 
a 

r(T) 
a 

Thus r is normal. Sor is a faithful finite normal trace on A. 

This concludes the proof. 

• 
1.4.14 PROPOSITION ([l]) 

Let A be a finite von Neumann algebra and consider E, Fe ~(A). 

Then the following conditions hold. 

(i) If E i F, then q>(E) ~ q>(F) for every trace q> of A. 

(ii) If q>(E) S q>(F) for every finite normal trace <p on A, then 

E < F. 
~ 

Proof 

(i) Let E•e ?>(A) such that E ~ E• S F. A partial isometry UeA 

exists, such that E = u*u and E' = uu*. Thus 

q>(E) = q,cu*u) = q,cuu*) = q> (EI ) (q> is tracial). Since 

E' s F, F - E' E ?>(A) and q>(F - E' + EI) = q>(F - EI) + q>(E') 

Thus q>(F) - <p(E•) = <p(F - E•) ~ 0 which implies q>(F) ~ q>(E•). 

Since q> ( E) = <p(E•), we have ~(F) ~ q>(E). This holds for any 

trace q> on A. 



Digitised by the Department of Library Services in support of open access to information, University of Pretoria, 2021 

- 59 -

(ii) Since .A. is finite, proposition 1.4.12 implies a finite 

normal trace q, on .A. exists. Thus by using Zorn's lemma a 

+ maximal family{~.}. I of non-zero finite normal traces on .A. 
T1 1e 

exists, whose supports H.ez are mutually disjoint. 
l. 

We claim 

that I= ~.H. = H. L.1 ]. This follows exactly as in the proof of 

proposition 1.4.13, (iii) implies (i). It is clear that for 

each i e I~ is finite on the reduced algebra 

.A.i = AH. , since it is finite on .A.. Since 
l 

each H. 
l. 

is the 

identity element of .A.. 
l. 

= .A. and S(q,
1
.) = H. for each ieI H. 1 

]. 

(HieZ) one has that the support of each q,i restricted to .A.H., 
1 

equals the identity of Ag_· So definition 1.4.8 implies that 
1 

each~- restricted to .A.. is a faithful finite normal trace on 
T1 i 

.A. .• Thus 1.4.13 implies that each .A.. is finite and countably 
]. ]. 

decomposable. Consider EH. and FH.; elements of .A.., for 
]. ]. 1 

each ieI. According to proposition 1.1.26 a G. (ieI) exists 
1 

in the centre of A. such that 
i 

EG. > FG. and E(H. - G.) < F(H. - G.) (H.G. = G. since H. is 
i ~ i l. l. ~ 1 i i l. l l. 

the identity in A.). 
]. 

For each ieI, define !1.(T) = th .(TG.)(TeA+). 
l. Ti i 

Clearly Y'. 
1 

is 

well-defined since TG. e AH (G. = G.H.). 
i . i 11 

i 

We show that?. is 
i 

finite and normal on A. Since ~- is finite on A. we have 
Ti 1 

~- (H.) < + oo, so 'P. (I) = th . (G.) < th . (H.) < + oo (the inequa-
T1 1 i T1 l. - T1 l. 

lity follows by part (i)). Hence 'P. is finite for each ieI. 
l. 

We can prove that 'I'. is normal for each ieI in exactly the 
i 

+ same way that we proved that ~:Te.A. ➔ q,(T(I-H)) is normal in 

proposition 1.4.13, (iii) implies (i). 

Part (i) of this proposition and EG. > FG. imply 
l. ~ i 

?. (E) > ?. (F). On the other hand !1. (E) ~ !1. (F) by 
1 - i 1. 1 

hypothesis. Hence ~.(EG.) = ~.(FG.). Since FG. < EG. an 
Ti l. Ti 1. l. ~ i 

F.e~(A.) exists for each ieI, with FG. ~ F. ~ EG .. 
1. 1. ]. i 1. 
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Then ~.(EG. - F.) = ~.(EG.) - ~.(F.) = 0 (by part (i), since 
'f1 l l '1'1 l '1'1 l 

FG. F. 
l l 

faithful 

Since EH. 
l 

implies FG. < 
l ~ 

on A. we have 
l 

EG. 
]. 

EG. < FH. 
l. ~ l 

F. and F. < 
l l ~ 

EG. = F. for 
l l 

= F. ~ FG .. 
l 1 

FG.; EG. 
1 1 

FG.). Since ~i l 

all ieI. Thus 

FG. and the pair 
l 

is 

(EH. - EG.; EG.) (resp. (FH. - FG.; FG.)) is disjoint, 
l l 1 l l l 

corollary 1.1.13 implies that EH. < FH. for all ieH. ]. ~ ]. 

Using corollary 1.1.13 again, one gets 

E = ~.H.E < ~.H.F = F. Li l ~ Li l 

1. 4.15 PROPOSITION ([1]) 

■ 

Let E
1 

5 E
2 

5 E
3 

5 ••• be a non-decreasing sequence in 1>(.A.). If 

the supremum E of this sequence is finite, then 
00 

inf(E , F) = sup( inf(E , F)) for all Fe1>(.A.) 
oo n 

n 

Proof 

Proposition 1.1.19 implies 

F - inf(F,I-E) ~ E - inf(E ,I-F) n n n 
and 

F - inf(F,I-E) ~ E - inf(E ,I-F) 
00 00 00 

The fact that E e1> (A) fol lows since 1> (A) is a complete lattice. 
00 

Since E <_ E one has I - E > I - E , thus n oo n - oo 
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F - inf(F,I-E) < F -inf(F,I-E) n - oo 

Hence E - inf(E ,I-F) ~ F - inf(F,I-E) ~ F - inf(F,I-E
00

) 
n n n 

So E - inf(E I-F) < E - inf(E ,I-F) 
n n' ~ oo oo 

Clearly E 
n 

< E implies E > inf(E ,I-F) > inf(E ,I-F). From this 
- oo oo - oo - n 

and lemma 1.2.4 one has for all Fe~(A) that inf (E , I-F) and 
00 

inf(En, I-F) are finite projections in the reduced algebra .AE , 
00 

which is a finite von Neumann algebra. 

Since inf(E
00

, I-F) ~ inf(En, I-F) one has for every finite normal 

trace~ on .AE that O ~ ~(inf(E
00

,I-F) - inf(En,I-F)). From 
00 

E - inf(E , I-F) < E - inf(E , I-F) 
n n oo oo 

1.4.14 one has ~(E - inf(E ,I-F) < ~(E 
't' n n -'1' oo 

for every finite normal trace ~ on 

properties one gets 

together with 

- inf(E , I-F)) 
00 

AE . Using 
00 

~(inf(E ,I-F) - inf(E ,I-F)) ~ 0 
'1' oo n 

proposition 

the trace 

Observing that (E ) is an increasing sequence of projections, it 
n 

follows that {~(En)} is an increasing sequence of positive real 

numbers that is bounded above by ~(E
00

). Since~ is normal, 

~(E
00

) = lim ~(En). This implies 
n 

En) = lim (~(E
00

) - ~(En)] = ~(E
00

) - ~(E
00

) = 0. 
n➔oo 

Hence lim ~(inf(E
00

,I-F)) - inf(En,I-F)) = 0. Consequently 
n➔oo 

~(inf(E
00

,I-F)) = lim ~(inf(En,I-F)) for any finite normal trace~ 
n➔oo 
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on AE . Clearly inf(E 1 ,I-F) ~ inf(E 2 ,I-F) ~ ... , so 
00 

{q>(inf(En,I-F))} is an increasing sequence of real numbers which 

is bounded above by q>(inf(E
00

,I-F)), 

converges towards its supremum. 

Hence q>(inf(E
00

,I-F)) = lim q>(inf(En,I-F)) = sup q>(inf(En,I-F)) 
n➔oo n 

= q>(sup inf(En,I-F)) for every finite normal trace q> on AE . 
n oo 

It is clear that inf(E ,I-F), inf(E ,I-F) e~(AE) for all 
oo n 

00 

n e N ; FE?> ( A) • 

Since ~(AE) is a complete lattice sup inf(En,I-F) e ~(AE) and 
oo n oo 

q>(inf(E
00

,I-F) - sup inf(En,I-F)) = 0 
n 

for every finite normal trace on AE. Part (ii) of proposition 
00 

1.4.14 implies that inf(E ,I-F) - sup inf(E ,I-F) ~ 0 which holds 
oo n 

n 
only if 

inf(E ,I-F)-sup inf(E ,I-F) = 0 
oo n 

n 

for any F e~ (A) • 

■ 
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CHAPTER 2 

THE INDEX GROUP OF A VON NEUMANN ALGEBRA A 

In this chapter we shall consider a von Neumann algebra A with its 

commutant A' and shall construct, by using representation theory 

of a *-algebra in some L(H), a certain abelian monoid M(.A.,.A. 1 ). 

This construction depends largely on some of the results in the 

first chapter. The Grothendieck group r(A,A') of M(.A.,.A.') can 

canonically be equiped with an order relation ~ such that 

(r(A,A'), 5) is an ordered commutative group. This group r(A,A') 

will be called the index group of the operator algebra A because 

it contains the indices of the Fredholm elements of .A., which will 

be defined in the next chapter. 

We conclude this chapter by defining a dimension function on the 

set of all finite projections of A. This function will be used to 

define the indices of the Fredholm elements of .A. in the next 

chapter. 

2.1 THE INDEX GROUP OF A VON NEUMANN ALGEBRA 

Let B be an involutive algebra and let K be a complex Hilbert 

space. A representation of Bin K is a *-homomorphism p of B into 

L(K). K is called the representation space of p and is denoted by 

H. Two representations p and a are said to be unitarily 
p 

equivalent or just equivalent, and we write p ~ a, if an isometry 

U of H onto H exists such that the following diagram commutes 
p a 

for all xeB. 

p(x) 

H p 

u 

u 

H r a(x) 

H a 

This means, Up(x) = a(x)U for all xeB. 

2. 1. 1 LEMMA 

The relation ~ is an equivalence relation on the set of all 

representations of B. 
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Proof : 

onto 
Reflexive : p ~ p since the identity I H 

p ~ Hp is an isometry 

with Ip(x) = p(x)I for all xeB. 

onto 
Symmetric : if p ~ a an isometry U : H ~ H exists such that 

p a 

Up(x) = a(x)U for all xeB. Then u* = U-l maps H isometric onto 
a 

* * H and U a(x) = p(x)U (xeB). Thus o ~ p. 
p 

Transitive: If p ~ a and a~µ, then unitary operators 

onto onto 
U:H ----+ H and V:H ----+ H exists with Up(x) = a(x)U and 

p a a µ 
Vo(x) = µ(x)V for all xeB. Consider the unitary operator VU from 

H onto H. Then for all xeB VUp(x) = Va(x)U = µ(x)VU; sop~µ p µ 
by VU. 

■ 

This lemma shows that the set of all representations of B divides 

into so called equivalence classes modulo ~. We denote the 

equivalence class which contains the representation p by [p]. 

Consider two representations a and p of Bin H and H. Let H be 
a p 

the direct sum Hilbert space H $ H. For each vector z = z $ z eH a p a p 
and xeB put 

µ(x)z = a(x)z ~ p(x)z 
a p 

Since lla(x)z II 5 llz II and llp(x)z II 5 llz II (by [18], p 21) we have 
a a p p 

llµ(x)zll .- (lla(x)z 11
2 + llp(x)z 11

2 ) 1 /
2 

a p 

2 2 1/2 
~ (llz II + IIZ II ) :=llzll a p 

Thus µ(x) is a bounded operator on H. It is clear that µ is 

linear; µ(xy) = µ(x)µ(y) x,yeB, and 

* * * µ( X ) Z = a(x )z $ p ( X ) Z a p 

* * = a (x) z $ p (x)z 
a p 
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* = µ (x) (z EB z ) 
a p 

* = µ (x)z 

The penultimate equality follows, since for every z EB z and 
a p 

Z' 1B Z' in H one has that 
a p 

. * 
Z I ) ( µ ( X) z EB z 

' 
Z' EB 

a p a p 

= (z EB z µ(x)z• EB z• ) 
a p a p 

. - (z 
' 

a(x)z• ) + (z 
' 

p(x)z• ) 
a a p p 

* = (a (x)z 
a 

* z I ) + (p ( X) z z I ) 

p p ' p 

= * * (a (x)z EB p (x)z z • e z •) 
a p ' a p 

Since it holds for every z I EB z I eH one has 
a p 

* * * (xeB). Thus is *-homomorphism µ (x) z = a (x)z EB p {x)z µ a 
a p 

from B in H. The representation µ is called the 

and p and we writeµ= a EB p. 

Suppose p
1 

~ a
1 

and p
2 

~ a
2 

and let U: H 
P1 

onto 

onto 
---+ H 

al 

direct sum of a 

and 

V : H --. H be 
Pz a2 

Vp 2 (x) = a 2 (x)V for 

isomorphisms such that Up
1 

(x) = a
1 

(x)U and 

all xeB. Consider 

UEBV: H EBH ➔ 
P1 Pz 

H EB H : ( x , x ) ➔ ( Ux , Vx ) . 
al a2 P1 Pz P1 Pz 

Clearly U EB Vis an isometric ismorphism from H EB H 
pl Pz 

onto 

Ha2 EB HPz and (U EB V) (pl EB Pz) (x) = (al EB a2) (x) (U EB V) for each 

xeB 

operation, "+"' on 
al 
the 

by 

EB 02. 

set 

[pl] 

Thus if we define 

of all equivalence 

+ [p2] . - [pl EB PzL representations of B 

argument shows that 

a 
2

e [p
2

] then 

"+" is well-defined (i.e. if 

[a 1 ] + [a
2

] = [a 1 EB a
2

] = [pl EB p
2

]). 

an addition 

classes of 

the above 

ale[pl] and 
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2. 1. 2 DEFINITION ([12], p 5) 

Let M be a set. Consider the mapping M x M ➔ M that associates 

with each pair (x,y) e M x Man element x +ye M (the sum of x 

and y). Then Mis called a monoid if; 

(i) there exists such a mapping on M x M which is associative 

(i.e. x + (y + z) = (x + y) + z for all x, y, z e M) 

(ii) there exists a OeM with O + x = x + 0 = x for all xeM. 

Mis called abelian if x + y = y + x for all x, ye M. 

2. 1. 3 LEl111A ( [ 1]) 

The set M(B) of all equivalence classes of representation of B, 

equiped with+, is an abelian monoid. 

Proof 

If [p
1
], [p

2
] e M(B), then [p

1
] + [p

2
] = [p

1 
EB p

2
], which is a 

well-defined element of M(B). Consider the zero representation 9. 

This is a *-homomorphism of B in the trivial Hilbert space {O}. 

If pis any representation of Bin H, it follows directly that 
p 

p ~ p e 9; for U : H EB {O} ➔ H : (x , O) --+ x is trivially an 
p p p p 

isomorphism with U(p EB 9)(x) = p(x)U for all xeB. Thus 

[p] = [p] + [9]. Similarly [9] + [p] = [p]. Hence [9] is the 

zero element of M(B). Let p 1 , p 2 , p 3 be representation of B in 

H , H , H Since ( H EB H ) 
P1 Pz P3 P1 Pz 

e H ~ H EB (H EB H ) 
P3 P1 P2 P3 

canonically, and U(p 1 EB p 2 )EBp
3

(x) = Pl EB (p
2 

EB p 3 )(x)U for all 

xeB, one has 

([pl] + [p2]) + [p3] = [(pl EB P2) EB P3l 

= [pl EB (p2 EB P3)] 

= [pl] + ( [p2] + [P3]) 

■ 
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Consider a von Neumann algebra A of continuous linear operators of 

the complex Hilbert space H. Let EE~(A) and let HE be the range 

of E. Consider the restriction map 

It is clear if TEA' 

so lIET is bounded. 

then lIET EL(HE), in fact llllETII = IITIHEII ~ IITII, 

Linearity follows directly from that of T. 

Thus lIE is well defined. 

2.1.4 LEHHA ([1]) 

The mapping IIE is a representation of .A.' (the commutant of .A.) in 

HE. 

Proof 

Choose T, SEA', aec arbitary, then 

II E ( a T + S ) = ( a T + S ) I HE = a T I HE + S I HE = all E ( T ) + 1I E ( S ) . 

Similarly HE (ST) = lIE(S)lIE(T). Since for all x,yeHE 

* * (TIHE x,y) = (Tx,y) = (x,T y) = (x, (T ) jHEy) we have 

* * (TIHE) = T IHE. Thus JIE is a *-homomorphism from A' into L(HE) 

and therefore a representation of .A.'. 

■ 

2. 1. 5 PROPOSITION ([1]) 

Let E,F E ~(.A.). Then E ~ F if and only if IIE ~ IIF. 

Proof: 

Suppose that E ~ F. Then a partial isometry UeA exists with 

E = u*u and F = uu*. By the definition of a partial isometry with 

initial projection E and final projection F; U is an isometry on 

HE and U(H) = HF. Since U(HI-E)= 0 one has U = UE, 

U(H) = HF. Hence U is an isomorphism from HE onto HF. 

that UE = uu*u = FU, we have UTE = TUE = TFU for all 

since TE= TIHE it follows that 

= 

Observing 

Te.A• , and 
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for all Te.A' 

Hence IIE === IIF. Conversely, suppose IIE ~ 1lF. Then there is an 

isomorphism u• of HE onto HF such that u• (1IET) = (1IFT)U' for all 

Te.A•. 

Define U on H by U• on HE and zero on H1_E. Then 11Ux11 = nxn for 

all xeHE. U = 0 on HI-E and U(H) = U• (HE) = HF. Thus U is a 

partial isometry with initial projection E and final projection F 

such that 

U(I-E) = 0 and (I-F)U = 0 

The first relation follows by definition of U and the second since 

U(H) = HF, so (I-F)U(H) = (I-F)(HF) = {O}. Let Te.A'. Then 

U(1IET) = (1IFT)U implies UTE = TFU. By using the two relations 

above one gets UT = UET = UTE = TFU = TU (Te.A.'). Hence Ue.A." = A 

and so E ~ F. 

■ 

As we shall see later the construction of the index group depends 

largely on the following proposition. 

2. 1. 6 PROPOSITION (cancellation law, [l]) 

Let E
1

, E
2

, F
1

, F2 be finite projections in .A. 

IIE ~ 1IE ==: IIF ~ llF imply llE ~ llF • 
1 2 1 2 2 2 

Proof : 

It is not difficult to show that L (He H) ~ M2 (L(H)) where 

M
2

(L(H)) is the *-algebra of all (2x2) matrices with entries, 

elements of L(H). Thus we can write 

{ 
[
Tll Tl2] L(H e H) = IT .. e L(H)} 
T21 T22 iJ 

Let 9iJ = IT .. e .A} 
1J 
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Let T = [~ ~] We show that~• = {TITeA'} Let <e ={TjTeA'}. 

Clearly <e c ~•. 
[

5
11 

8
12] In fact if TeA' and if (S .. ) = S S 

l.J 21 22 
is any 

element of ~. we have TS .. = S .. T (TEA' and S .. EA). This implies 
lJ lJ lJ 

T (S .. ) = (S .. ) T 
l.J l.J 

Hence T E~'. Conversely let T = (T .. ) E ~•. For any (S .. )E~ we 
l.J l.J 

have (T .. )(S .. ) = (S .. )(T .. ) which holds if and only if 
l.J l.J l.J l.J 

( 1) T11 5 11 + T12 5 21 = 511Tll + Sl2T21 

(2) Tll 5 12 + Tl2 5 22 = 5 11Tl2 + Sl2T22 

( 3) T21Tll + T22 5 21 = 5 21Tll + 8 22T21 

(4) T21 8 12 + T22 8 22 = 8 21T12 + 8 22T22 

for all S . . EA. 
]. J 

Consider the following cases 

(a) Choose s 12 = s 21 = 0: 

From (1) T11 s 11 = s 11 T11 for all s 11 eA. Hence T11 eA' 

By considering (4) one has T22 eA' 

(b) Choose s12 = I and 8 22 = 0 = 8 11 
: 

From (2) Tll = T22 and (4) implies T21 = Tl2 

(c) Choose s 11 = I and 8 21 = 0 = 522 
From (3) T21 = Tl2 = 0 

Thus T = nl T:J with T11 EA' 
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Thus~• c ~ and we have~• = ~ = {(T) jTeA•}. Then 

( ~ • ) • = { ( S . . ) I ( S . . ) T = T ( S . . ) f o r a 11 T eA } 
lJ 1J lJ 

= { ( S . . ) I S . . T = T S . . for a 11 TEA 1 
} 

lJ lJ lJ 

= { ( s . . ) I s . . EA rt = .A} = ~ 
lJ lJ 

Thus ~ = ~" and since ~ is a *-subalgebra of L(H fB H) (A is a 

*-subalgebra of L(H)) with identity [~ ~] we have that~ is a von 

Neumann algebra of bounded linear operators on H fB H. 

For any Ge~(A) define 

Since G and~ are both self-adjoint and idempotent we have that G, 

~ e~(~). Moreover G ~ = 0. 

Let a. (H fB H) ➔ HE fB HE be the canonical isomorphism 
El+f2 1 2 

defined by = (x,yeH). Clearly a. is an 

isometry, in fact 

That a. is linear follows by a straightforward calculation. 

a. is an isometry it is one-to-one. For every 

we have that 

Since 
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is an isometric isomorphism from (H EB H) onto HE EB HE 
El+f2 1 2 

Likewise p: (He H)~F. ~ ➔ HF e HF is a canonical isomorphism. 
l' .1!2 1 2 

(Te.A.' ) 

As defined above 11E
1 

+ ~
2 

L((H e H) 8 + ~) 

is the restriction map from 21 1 

1 2 

Take any element 

0\ + ff2)(;) e (H e H)~ + ~, then 
El 2 

a -1 [T~ l r~J ~ ~ X 
a (El+ ~2)(y) 

-1 
[TE l O ] [El x] = a 

0 TE 2 EzY 

-1 [TE l x] = a TE
2

y 

= (TE
1 + TE 2 )(;) 

= [TE l O ] ( x) 
0 TE

2 
y 

= [~ ~] [~ 1 0] ( X) 
Ez y 

= [T 0] ~ ~ X 0 T (El+ ~2)(y) 

into 



Digitised by the Department of Library Services in support of open access to information, University of Pretoria, 2021 

- 72 -

p for every TEA'. 

Since 11 E e llE ~ 11 F e 11 F , an unitary operator 
1 2 1 2 

U:HE e HE ➔ HF $ HF exists, satisfying 
1 2 1 2 

U(JIE e llE ) ( T) = ( 11 F e 11 F )(T)U for every TEA I. 
1 2 1 2 

p-lUa. 
onto 

Then we have that V = : (H Ii H)~ ~ --+ ( H e H)~ F is an 
El+ 2 Fl+ 2 

isomorphism (p-1, u and a. are isomorphisms). 

For every TeA' one has [~ ~] e ~• and 

= ,D-1 u plT <Tl a 

Since u p/ <Tl 
~ ,.,,, X 

a (El + 'g2) (y) 

= u [H:/ <T][:~:] 

= U [HE/ El xl 
JIE T E2 y 

2 



Digitised by the Department of Library Services in support of open access to information, University of Pretoria, 2021 

- 73 -

= U(.llE " JI E ) ( T) [El X l 
1 2 E2y 

= ( 1l F "/IF )(T) u[Elxl 
l 2 E2y 

= ( 1l F " JI F ) [Fl X' l 
1 2 F y• 2 

= [II F / F 1 x' I 
.llF T F2 y• 

2 

= [II~/ <Tl[:~:: l 

= [JI~/ 
<Tl 

u [E 1 Kl 
E2y 

= [II~/ 
<Tl 

u aCE\ + ~2)(;) 
X ( )e H ~ H, y 

one has 

Hence ll~ ~ ~ ll~ ~ Proposition 2.1.5 implies E + ~ - F
1

+ t • 
1 2 2 

E
1 

+ ~
2 

~ 1\ + 1\. Since llE ~ llF we have E1 ~ F1 (proposition 
1 2 

2.1.5). Therefore, a partial isometry UeA with u*u = E1 and 

uu* - F exists. - 1 
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Then u ~*~ [u:u ~] E ~, u u = 

= [~ 1 ~] = 1\ 

~~* 
Fl' thus El Fl. and UU :::; 

We claim that if E is a finite projection in A, then E is finite 

in ~. In fact, if 

then 

implies F21 = 0 and F
11 

~ E. Thus E ~ r11 ~ E. Let 

W = ~ be a partial isometry with E = 
[
Ull Ul2] ea. 

U21U22 

* * 
* __ [u*11 u*21] where W 

u12 u22 

w*w and r
11 

= 

An easy calculation shows that u12 = u21 = u22 = 0 and E 

* F11 = u 11 u 11 (u 11 eA) thus E ~ Fll ~ E 

ww* 

Since Eis finite, E = F
11

. Therefore E = F11 , which shows that E 
is a finite projection in~-

Since (E
1

, 1
2

) and (F
1

, 1
2

) are disjoint pairs of finite 

projections in~(~) ; E
1 

+ ~
2 

~ F1 + 1
2 

and E
1 

~ F
1

. Proposition 
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1.3.8 then implies that Choose a W 

* * It follows easily that E
2 

= u
22 

u
22 

and F2 = u
22 

u
22 

Hence E2 ~ F2 and proposition 2.1.5 implies aE 
2 

■ 

Let M(.A.') be the abelian monoid consisting of all equivalence 

classes of representations of .A.'. 

Consider the submonoid M(.A.,.A. 1
) of M(.A.') generated by the set of 

all [aE], where Ee,.(.A.) is finite relative to A. We now show the 

construction of the Grothendieck group r(A,A') from the abelian 

monoid M(.A.,.A. 1 ). Since this construction is standard we will do it 

for a general abelian monoid. 

Let (M,+) be a abelian monoid which has the cancellation property, 

that is if m + n = m + n• m,n,n•eM, then n = n•. 

Consider the product MxM = {(m,n) jm,neM}. We define an 

equivalence relation on MxM as follows : 

(ml,nl) ~ (m2,n2) 

if and only if m1 + n 2 = m2 + n 1 

2. 1. 7 LEHHA ([13]) 

"~" is an equivalence relation. 

Proof 

Since m + n = m +none has (m,n) ~ (m,n). Thus"~" is reflexive. 

Suppose (m
1

,n
1

) ~ (m
2

,n
2

) then m
1 

+ n 2 = m2 + n 1 . This implies 

m
2 

+ n
1 

= m
1 

+ n
2

, so (m
2

, n
2

) ~ (m
1

, n
1

) which shows that "~" is 

symmetric. 
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If (m
1

,n
1

) ~ (m
2

,n
2

); (m
2

,n
2

) ~ (m
3

,n
3

) it follows that 

m1 + n 2 = m2 + n 1 and mz + n 3 = m3 + nz. Hence 

ml+ Dz+ mz + n3 = mz +Ill+ m3 + Dz 

Since Mis commutative and the cancellation property holds in M, 

we have m1 + n 3 = m
3 

+ n
1 

and consequently (m
1

,n
1

) ~ (m 3 ,n
3

) 

This proves that "~" is transitive and thus an equivalence 

relation. 

■ 

This equivalence relation gives rise to a partition of M x Minto 

so called equivalence classes. We now define the Grothendieck 

group as K(M) = MxM/~ = {[(m,n)]l(m,n)e M x M}, where 

[ ( m, n) ] = { ( m • , n • ) e MxM I ( m • , n • ) ~ ( m, n) } . 

To show that this is a group we first have to define an operation 

+Kin K(M) and show that K(M) is a group under this operation. 

2. 1. 8 LEMMA ([13]) 

Let [(m 1 ,n 1 )J and [(m 2 ,n 2 )J be two arbitrary elements in K(M). 

Then the equation 

[(ml,nl)] +K [(m2,n2)] = [(ml+ mz, nl + n2)] 

give a well-defined operation of addition on K(M). 

Proof: 

Note first that if [ (m
1

, n 
1

)] and [ (m 2 , n 2 )] are in K(M), then 

(m 1 ,n 1 ) and (mz,nz) are in M x M. Since Mis a monoid 

(ml + mz, Ill + Dz) e M X M, so [(ml + mz, nl + Dz)] e K(M). This 

shows that the right-hand side of the defining equation is at 

least in K(M). We now have to show that this operation of 

addition is well defined. We must show that if different 

representatives in MxM are chosen, the same element of K(M), will 

result. To this end, suppose that (mi,ni) e [(m1 ,n 1 )] and 

(mz, Dz) e [(mz,Dz)]. We must show that 

(mi+ mz, Di+ Dz) e [(ml+ mz, nl + Dz)]. 
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Since (mi,nP e [(m 1 ,n 1)] 

means mi+ n 1 = m1 + ni. 

that m2 + n2 = m2 + Dz 

we have that (m1, n 1) ~ (m
1

, n
1
). This 

Similarly, (m2,n2) e [(m
2

,n
2

)] implies 

By adding the above equations and using the fact that M is a 

commutative monoid, we obtain 

(mi+ mz) + (nl + n2) = (ml+ m2) + (ni + Dz) 

Thus (m' + 
1 

the proof. 

n' + n') 1 2 

■ 

It remains to show that K(M) is a commutative group with addition 

+K. It follows trivially by observing that [(O,O)] is the 

identity where O is the identity of Mand for every [(m,n)] e K(M) 

the inverse is given by -[(m,n)] = [(n,m)] e K(M). 

Consider the canonical monoid homomorphism 

'Y:M ➔ K(M) : m ➔ [(m,O)] 

That.., is a monoid homomorphism follows from the relation 

-y(m+n) = [(m+n,O)] = [(m,O)] +K[(n,O)] 

= 'Y(m) +K..,(n) 

Since the cancellation law holds in M we have the following 

'Y(m) = 'Y(n) 

if and on 1 y if [ ( m, 0 ) ] = [ ( n , 0 ) ] 

if and only if (m,O) ~ (n,O) 

if and only if m + 0 = n + 0 

if and only if m = n 

Hence.., is one to one and thus a monomorphism. 

2. 1.9 PROPOSITION ([l]) 

Let r(A,A') be the Grothendieck group of the commutative monoid 
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M(A,A 1 ). Then the canonical monoid homomorphism 

~:M(A,A') ➔ r(A,A') is a monomorphism. 

Proof: 

Proposition 2.1.6 says exactly that the cancellation law holds in 

M(A,A'), so~ is a monomorphism. 

As we said earlier, this group r(A,A') plays an important role in 

the theory of Fredholm elements in a von Neumann algebra A. For 

any finite projection Ee L(H) we define the dimension of E as the 

dimension of HE in the usual sense. We want to generalize this 

concept of dimension of a finite projection to a general von 

Neumann algebra A. 

■ 

2. 1. 10 DEFINITION ([l]) 

The dimension DimE of a finite projection E of A is defined by the 

formula 

Our aim now is to define a certain order relation in r(...t.,A') so 

that we can compare finite project ions in A by means of their 

dimensions. 

Consider again the general case where we have a commutative monoid 

(M,+). We claim that if M has a partial ordering "~" with the 

following property P: 

m ~ n if and only if for all teM one has 

m + e ~ n + t; 

then the Grothendieck group K(M) can canonically be equipped with 

an order relation"~" such that P holds. 

2.1.11 LEMM.A 

The relation"~" in K(M) defined by (m 1 ,n1 ) ~ (m2 ,n 2 ) if and only 

if m
1 

+ n
2 

~ m
2 

+ n 1 in M, gives a partial order on K(M) with 

property P. 
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Proof : 

Reflexive (m,n) ~ (m,n) since m + n ~ m + n in M. 

Antisymmetric : If (m 1 ,n 1 ) 5 (mz,nz) and (mz,n 2 ) 5 (m 1 ,n
1

) we have 

m1 + nz ~ m2 + n 1 and m2 + n 1 ~ m1 + n 2 in M, so 

m1 + nz = m2 + n 1 in M 

Hence (ml,nl) = (mz,Dz) 

Transitive : If (ml,nl) 5 (m2,n2) and (m2,n2) 5 (m3,D3) 

ml + n2 ~ m2 + nl and m2 + 03 ~ m3 + n2. Since 

holds in M we have ml + n2 + n3 5 m2 + nl + 03 and 

mz + n3 + nl 5 m3 + 02 + n 1, which implies 

ml + n2 + D3 ~ m3 + 02 + nl in M. 

Hence m1 + n 3 ~ m3 + n 1 by property P again, thus 

(m 1 ,n
1

) 5 (m 3 , n 3 ). Let (m 3 ,n
3

) e K(M). Then 

iff ml + 02 5 m2 + nl in M 

iff ml + m3 + 02 + 03 5 m2 + m3 + nl + 03 (P 

iff (ml + m3,nl + n3) ·~ (m2 + m3,nz + n3) 

iff (ml,nl) +K(m3,D3) 5 (m2,nZ) +K (m3,D3)• 

the 

holds 

one has 

property p 

in M) 

• 
Consider the abelian monoid M(A,A'). We define an order relation 

"5" on M(A,A') by [11E] 5 [llF] if and only if E _$ F. Since _$ is a 

partial order on ,,(.A) by lemma 1.1.14 "5" is a partial order on 

M(.A,.A.'). We now show that property P holds in M(.A,A'). 

Let [11G) e M(.A,A') and suppose [11E] 5 [11F]~ We want to show that 

[11E] + [JIG] 5 [11F] + [11G] 

By considering the representation llE ~ llG we assume that E and G 

are disjoint. Thus sup(E,G) = E + G is a finite projection in A 

and [llE+G]e M(.A.,A'). Moreover, since 

HE+G = (E ~ G) (H) = E(H) $ G(H) one has that [IIE+G] = [IIE $ 11G], 

and since E + G _$ F + G by corollary 1.1.13, [IIE+G] 5 [11F+G]. 

Hence [IIE] + [IIG] 5 [IIF] + [11G] 
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Conversely, if [11E] + [11G] ~ [11F] + [11G] one has 

[lIE+G] ~ [11F+G],which implies E + G ~ F + G and by corollary 1.3.7 

we have E < F. Thus [JIE] ~ [JIF] 

Therefore lemma 2.1.11 shows that r(A,A') can be equipped 

canonically with an order relation i such that (r(A,A'), i) is an 

ordered commutative group and that Dim E ~ Dim F if and only if 

E < F for any pair E, F of finite project ions in A. 

r(A,A 1 ) the index group of the operator algebra A. 

We cal 1 
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CHAPTER 3 

DEFINITION OF FINITE, COMPACT AND FREDHOLM ELEMENTS 

RELATIVE TO A 

In this chapter we generalize the theory of compact and Fredholm 

operators on a complex Hilbert_ space to von Neumann algebras. 

This generalization depends to a large extent on the notion of the 

finiteness of a projection relative to A. 

In the first section we introduce the ideal of finite elements in 

A and define the compact elements relative to A as the norm 

closure of the set of all finite elements in A. After that, the 

concept of a Fredholm element relative to A is introduced and the 

index defined. 

3.1 FINITE AND COMPACT ELEMENTS RELATIVE TO A VON NEUMANN 

ALGEBRA 

We begin this section by defining the null projection and the 

range projection of an element in A. 

Once we have defined what we mean by a compact element in A, we 

will show that the set of all compact elements relative to A is a 

norm-closed two-sided *-ideal in A. Moreover, we will show that 

this set is the smallest closed two-sided ideal containing the 

finite projections of A. 

3. 1. 1 DEFINITION ([1]) 

Let TeA. Then NT= sup{Ee~(A) jTE = O} is called the null 

projection of T, and RT= inf{Ee~(A) jET = T} is called the range 

projection of T. 

3. 1. 2 REM.ARKS 

( i) It is clear that NT and RT exist since TO= 0 and 
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IT= T, where O (resp. I) is the zero projection (resp. 

identity projection) in A. That NT and RT are elements 

of A follows since ~(A) is a complete lattice. 

(ii) By definition 1.1.15 we have that RT= Se(T) (the left 

support of TeA). Hence remark 1.1.16 shows that RT is 

(iii) 

the projection onto T(H). So RT maps T(H) onto T(H), 

which implies RTT = T. 

By definition 3.1.1 RT*= inf{Ee~(A) IET* = T*} 

= inf{Ee~(A) jTE = T} 

= S ( T) 
r 

(see def 1.1.15) 

Hence RT~ RT* by lemma 1.1.17. 

We claim that NT is the projection onto the closed 

subspace {xeHjTx = O} of H. 

If NT(H) ~ {xeHjTx = O} there exists axe NT(H) with Tx # 0. 

Since xe NT(H) one has x = NTx. Hence TNTx#O and by def 3.1.1 an 

Ee~ exists such that TEx # a-contrary to the fact that TE= 0 for 

every Ee,t (1t = {Ee~ (.A) I TE = OJ). If NT(H) ~ {xeHjTx = O} then the 

projection E' that corresponds to the closed subspace 

{xeHjTx = O} is such that TE• = 0 and E• > NT by lemma 1.1.1. If 

E• e~(A) we have a contradiction with definition 3.1.1. Thus 

NT(H) = {xeHjTx = O}. We show that E 1 e.A. Since every Te.A' is a 

linear combination of four unitary elements it is sufficient to 

show that UE• = E•U for all unitary elements in A'. Since 

UT= TU, one has TUE•x = UTE'x = 0 for all xeH. Hence UE 1 xeE 1 (H), 

whi~h implies E 1 UE 1 x = UE•x (xeH). So E 1 UE 1 = UE•. The same 

holds for the unitary element u*. Thus E•U*E• = u*E•. By taking 

adjoints on both sides one has E 1 UE 1 = E 1 U. Thus E 1 U = UE•. This 

holds for every unitary element UeA'. So E' e A"= A. 

Since NT(H) = {xeH!Tx = O} one has TNT= 0. 

■ 
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3. 1. 3 LEHHA ([8], p 118) 

Proof 

Since 

{xeHjTx * = O} = {xeHl(Tx,y) = 0 for all yeH} = {xeHj(x,T y) = 0 for 

3.1.2 we have RT* 

obtain NT*= I-RT 

3. 1.4 NOTE 

l. 

= -T~*-(-H-), it follows that NT= I-RT* (by 

= S (T) = [T*(H)]) If we replace T by T* 
r 

■ 

remark 

we 

We could prove 3.1.3 directly from definition 3.1.1 and the fact 

that the mapping E ➔ I-E reverses the ordering of projections in 

A . 

3. 1. 5 DEFINITION ([l]) 

The element TeA is called finite (or of finite rank) relative to 

A, if RT is finite. 

Let M be the set of all finite elements of A. Then we have the 
0 

following lemma. 

3 .1. 6 LEHHA ([9], p 442) 

The set M is a two-sided *-ideal of A. 
0 

Proof : 

Let SeA and TeM
0 

arbitrary. Since RTS(H) = TS(H) ~ T(H) = RT(H) 

lemma 1.1.1 implies that RTS ~ RT and since RT is finite relative 

to A lemma 1.2.4 implies that RTS is finite. Hence TSeM
0

• Thus 

M = M A. 
0 0 
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Suppose TeM
0 

and SeM
0

. Then RT+S(H) = T+S(H) = T(H) + S(H) 

~ [T(H) u S(H)] ~ [T(H) u S(H)] = sup(RT, R8 )(H) by remark 1.1.3. 

Hence RT+S ~ sup(RT,R5 ). Since sup(RT,RS) is finite by proposi­

tion 3.3.1, lemma 1.2.4 implies that RT+S is finite. Hence 

T+S e M. 
0 

If a~O is a scalar we have RaT(H) = aT(H) = T(H) = RT(H). Thus 

RaT = RT. So RaT is finite, which implies aTeM
0

• By remark 

* 3.l.2(ii) RT~ RT*' so T eM
0 

if TeM
0 

(lemma 1.2.4). As 

ST= (T*s*)* and r*s*eM
0 

for all TeM
0

, SeA one has RST ~ RT*s* and 

STeM. Thus M is a two-sided *-ideal of A. 
0 0 

■ 

3. 1. 7 DEFINITION ([1]) 

Let M be the norm-closure of M. The elements of Mare called 
0 

compact (relative to A). Clearly Mc A, since A is norm-closed 

and M c A. 
0 

3. 1. 8 LE/111.A ( [ 1]) 

Mis the smallest norm-closed two-sided *-ideal of A containing 

the finite projections of A. 

Proof: 

-
Note that since M = M and M is a two-sided *-ideal in A we have 

0 0 

that Mis a closed two sided *-ideal of A. Since RE= E for every 

projection E in A one has EeM for every finite projection E in A. 
0 

Hence Mis a closed two-sided *-ideal of A containing the finite 

projections of A. 

We now show that Mis the smallest such ideal. Let I be the set 

of all finite projections of A and let M• be the two-sided *-ideal 
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in A generated by I. We want to show that M = M•. Then clearly 
0 

M will be the smallest two-sided *-ideal in A that contains the 
0 

finite projections of A. 

have TeM•. Thus M c M'. 
0 -

If TeM
0 

we have RTeI. From T = RTT we 

Conversely, since I~ M we have 
0 

M' c M. Hence M• = M. Thus Mis the smallest closed two-sided 
0 0 

*-ideal in A containing I. If M
0 

c M
1 

c Mand M
1 

is a closed 

-
two-sided *-ideal in A then M

0 
c M1 . Thus Mc Ml which implies 

M = Ml. 

■ 

3.2 FREDHOLM ELEMENTS RELATIVE TO A VON NEUMANN ALGEBRA A 

Our aim in this section is to define a Fredholm element relative 

to A and the index of a Fredholm element in A. We will also show 

that if finiteness of a projection EeA implies finite dimensiona­

lity of E(H), then the following definition implies the classical 

definition for a bounded linear operator on H to be Fredholm. 

3. 2. 1 DEFINITION ([l]) 

The element TeA is called Fredholm (relative to A), if the 

following two conditions hold 

(i) NT is finite 

(ii) There is a finite projection Ee~(A) such that 

( I-E) (H) c T(H). 

We denote the set of all Fredholm elements in A by ~(A). 

3.2.2 LEMMA ([6], p 128) 

If Mis a closed subspace of the Hilbert space H, an N is a 

finite-dimensional subspace of H. Then the direct sum Me N is a 

closed subspace of H. 

00 

Proof: Let aeM e N, then there exists a sequence {x + y} 1 in 
n n n= 

n Me N such that x + y ➔ a. n n 00 
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We now show that {y }
00 

1 
is bounded. If it were not, there would 

n n= 
00 

exist a subsequence {y } and a unit vector z in N such that 
n k=l 

k 

lim lly 11 = oo and lim 
k➔oo Ilk k➔oo 

y /lly 11 = z 
Ilk Ilk 

(since N is finite dimensional its unit ball is compact). 

However, since 
00 

the sequence {(1/lly ll)(x + yn )}k=l converges to 
0 k Ilk k 

0, we have lim x /lly II= 
k➔oo 0 k Ilk 

-z. This would imply that z is in 

both Mand N - contrary to the fact that z ~ 0. Since the 

sequence {y }
00 

1 
is bounded we may extract a subsequence {yn };=l 

n n= k 

such that limy 
k....oo 0 k 

= y for 

00 

{x 0 k + y 0 k}k=l converges, 

from 

IIX - X II = II ( X + yn 
Ilk n Dk m k 

~ II ( X + Yn Ilk k 

k,m 0, ➔ 
00 

) 

) 

some yeN. Therefore, since 

it is a Cauchy sequence and we obtain 

- (x + Yn ) - (yn - yn ) II 
n m m k m 

- (x + Yn ) II + lly - yn II 
n nk m m m 

that (x ) is a Cauchy sequence in Mand hence converges to a 
Ilk 

vector xeM. Therefore a= x+ye M ~ N which implies that M ~ N is 

closed. 

■ 

3.2.3 REMARKS 

It is well known that a Fredholm operator in L(H) is defined as an 

operator for which T(H) is closed, dim (Ker T) is finite and 

dim(Ker T*) is finite in the usual sense. 
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We claim that if the finiteness of a projection relative to A 

implies finite dimensionality of its range space in the usual 

sense (The Note 1.2.2 shows that this is the case when A= L(H)), 

definition 3.2.1 implies the above definition for TEA to be 

Fredholm. Since NT(H) = KerT by remark 3.1.2 (iii), condition (i) 

in 3.2.1 implies that dim (KerT) <~. If condition (ii) in 3.2.1 

holds, a finite projection EE~(A) with (I-E)(H) = T(H) exists. We 

L also have (I-RT)(H) = T(H) . Since H = E(H) e (I-E)(H) we have 

T(H)L = E(H). Hence I-RT~ E and since Eis finite, I-RT is 

finite. Thus NT*= I-RT is finite. So Dim(Ker T*) <~. Finally 

we show that condition (ii) in definition 3.2.1 implies that 

T(H) is closed: 

Since Tis Fredholm a finite projection E of A exists with 

(I-E)(H) = T(H). By hypothesis E(H) is finite dimensional, so 

E(H) n T(H) is finite dimensional. It is clear that 

T(H) = (I-E)(H)e E(H) n T(H). Since Eis a projection we have 

that (I-E)(H) is closed. Hence T(H) is closed by lemma 3.2.2. 

■ 

We have seen in the previous remark that condition (ii) of 

defintion 3.2.1 implies that NT* is finite, if Tis Fredholm. 

This allows us to define the following: 

3.2.4 DEFINITION ([1]) 

Let T be a Fredholm element of A. We define the index of T as an 

element of the index group r(A,A') by the formula 

Index(T) = DimNT - DimNT* 

where DimNT was defined in chapter 2. 

3.2.5 PROPOSITION ([1]) 

For every TEA there is a non-decreasing sequence F
1 

~ F2 S in-

~(A) satisfying the following two conditions : 
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(i) Fork= 1,2, ... the range of Fk is contained in the range of 

T. 

(ii) RT is the supremum of the sequence (Fk)k=l,Z, ... 

Proof: 

Let TeA. Suppose T = WjTI is the polar decomposition of T. Then 

W, ITI e.A. by Corollary 1.1.18 and RT= ww*, RT*= w*w by lemma 

1.1.17. Suppose the proposition holds for !Tl. Then a 

00 
non-decreasing sequence (Ek)k=l of projections in A exists such 

that (i) and (ii) hold. Let Ek•= WEkw*. Since E 1 E 1 = WE w*wE w* 
k e k e 

* * * = WEkRT*EeW = WEkRjTjEeW (RT*= [T (H)] = [ ITl(H)] by the proof 
of lemma 1 .. 1.17). 

E 1 E 1 * Hence = WEkRjTjEeW k e 
* 

(RITI supEk Ek) = WEkEeW = ~ 
k 

= WE w* (for all k ~ e) k 
= E• 

k 

Thus (Ek) is non-decreasing. Clearly Ek*= Ek and 

2 * * * * Ek = WEkW WEkW = WEk RITIEkW = WEkW = Ek for all k. We also 

* have Ek(H) = WEkW (H) ~ WEk(H) ~ WITl(H) = T(H) for all k. Thus 

if E ~ F E,Fe~(A) we have for all xeH, that (Ex,x) = 11Ex11 2 

2 2 = IIEFxll ~ IIFxll = (Fx,x). So E ~ F in the operator sense. Hence 

s~p Ek= s~p WEkw* = WRITlw* = WRr*w* = ww* = RT (apply corollary 

1.4.4 ) . 

Thus it suffices to show the theorem for Ta positive element of 

A. So let T be given by its spectral decomposition T = J: A dEA 

where {E} is the spectral family of projections of T. As seen 
A A c.lR 
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in Chapter l; section 1.4 where we stated the spectral 

decomposition theorem, each EAeA. We have also seen that EA is 

defined by EA = N(T-AI)+ (see notes just after lemma 1.4.7), and 

EA = inf EA, ( the upper continuity property). 
A')A 

Hence E 
0 

Since E 
0 

=NT+= NT (Tis positive), and RT= 

= inf E we have 
A ' A')0 

I-N * = T 

= I-E 
0 

= I - inf EA' 
A')O 

=.sup(I-EA 1 ). 

I-N 
T 

= I-E . 
0 

Consider any E.)0. Since each EE. co~mutes with T and each EA we 

have 

and 

T(I-E )(H) = (I-E )T(H) c (I-E )(H). 
E. E. - E. 

Hence the pair (E (H),(I-E )(H) of subspaces of H reduces T. 
E. E. 

Similarly we can show that the pair (E (H),(I-E )(H)) of subspaces 
E. E. 

of H reduces each EA, (AeR). Denote the restrictions of T and EA 

to the space (I-E )(H) by T and E Consider the reduced 
E. E. A,E. 

algebra AI-E Then Te Al E , i.e. T: (I-E )(H) ➔ (I-E )(H) is a 
E. - E. E. E. 

E. E. 

positive operator which is bounded. Consider {EA,e.}AeR· Then 

clearly 

( i) 

(ii) 

(iii) 

E < E for every A~µ (since E
1

(I-E~)(H) 
A,E. - µ,E. " ._. 

c E (I-E )(H)) 
µ E. 

E (I-E )(H) 
A' E. e. 

0 if A~ E.' so E 
A 'E. 

= 0 

for all A ~ E.. 

So Ifµ ➔ A+O we have Eµx ➔ EAx for all xeH. 

E (I-E )x ➔ E
1
(I-E )x for every (I-E )x e 

µ E. " E. E. 
(I-E )(H). 

E. 

Thus E x ➔ E
1 

x ifµ ➔ A+O. 
µ,E. n,E. 
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00 00 

Since T = J AdE,\ = J AdE,\ we have for every 5 > 0 that there exist 
-oo 0 

A 1 , ... ,\neSp(T)c[O,IITII] (say O ~ ,\l < A2 < ..... <An~ IITII) and 

projections EA , ... ,EA e ~(A) such that 
1 n 

n 
IIT - Lj=lAj(E,\. - E,\ )11 < <5 (clearly n depends on o) 

J j-1 

This holds if and only if 

n 
sup ll(T - 2j=lAj(EA. - EA ))xii< 6 
llxll~l J j-1 
xeH 

n 
Thus s up 11 ( T - 2j = l A j ( EA . - EA ) ) x 11 < 6 , w hi ch imp 1 i es 

llxll~l J j-1 

IIT 
E. 

xe(I-E)(H) 

n - 2· 1 ,\ .(El - El )II < 6. 
J= J "·,e. "· l'e. J J-

00 00 

Hence 

T = J AdEA = J AdE,\ (Notice from (ii) above that dEA = 0 
E. -oo ,e. E. ,e. ,e. 

for every A~ e.) 

00 

From the representation T = J AdEA 
E. E. ,e. 

, 0 E Sp(T ), which means 
E. 

that Te. is regular (i.e. Te. has an inverse in AI-E ). Since 
E. 

f : 

f(T) = J 
E. 

00 

a continuous function on Sp(T) one has 
E. 

f(A) dEA ([11], theorem 9.10-1). 
' E. 

Hence 

= I-E 
E. 

the identity of AI-E . Thus 
E. 

(I-E )(H) = T T-l(I-E )(H) c T (I-E )(H) c T(H) 
E. E. E. E. - E. E. 
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Now let e = 1/k k = 1,2,3,... . If we define Fk = I-El/k we 

have from R = sup(I-E) that R = supFk and Fk(H) = (I-El/k)(H) 
T e>O e T keN 

~ T(H) for all k = 1,2,3, ... Clearly F1 S F2 S F3 ~ F4 .•• 

Thus the sequence {El/k} is non-increasing. This completes the 

proposition. 

• 
3.2.6 COROLLARY ([ 1]) 

For every Fredholm element T of A there is a non-decreasing 

sequence E1 ~ E2 ~ ... in ~(A) such that conditions (i) and (ii) 

of proposition 3.2.5 are satisfied and I-Ek is finite, relative to 

.A (k=l,,2, ... ). 

Proof 

Since TeA is Fredholm there is an Ee ~(A) such that E(H) ~ T(H) 

and I-Eis finite. From E(H) ~ T(H) ~ T(H) we have E ~ RT. Thus 

F = RT - Eis a projection in A. Consider FTeA. From 

proposition 3.2.5 a sequence El~ E2 ~ ... of projections in A 

exists with Ek'(H) ~ RFT(H) and sup Ek• = RFT 
k 

00 

We show that {Ek}k=l is a non-decreasing 

sequence of projections in A such that the conditions of the 

corollary are satisfied 

Since Ek•(H) ~ FT(H) ~ F(H) and FE= 0 one has Ek• E = Ek'FE = 0 

for all k. Thus Ek= E + Ek• is a projection in A for all k by 

corollary 1.1.9. Also E1 ~ E2 ~ •.. since {Ek•};=l is a 

non-decreasing sequence of projections in A. Moreover, 

Ek(H) = (E + Ek•)(H) c E(H) + FT(H) 

c T(H) + (RT-E)T(H) 

c T(H) 

because RT is the identity on T(H) and E(T(H)) c T(H). 
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Since sup Ek• = RFT one has sup Ek= sup (E + E •) = E + sup Ek' 
k k k k 

= E + RFT. By definition 3.1.1 RFT = inf{Ge~(A) IGFT = FT}. Since 

F(T(H)~) = {O} and F(T(H) 

Hence RFT = inf{Ge~(A) IGF 

sup E = E + R = E + F 
k FT 

k 

C -
= 

= 

T(H), GFT = 

F} = RF = F. 

RT. We also 

FT if and only if GF = F. 

So 

have that 

I-Ek= I-(E + Ek') ~ I - E and since I - Eis finite lemma 1.2.4 

implies that I - Ek is finite relative to A. 

■ 
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CHAPTER 4 

GENERALIZATION OF THEOREMS IN FREDHOLM THEORY 

TO A VON NEUMANN ALGEBRA A 

We conclude this study with the generalization of several 

classical theorems on Fredholm operators to Fredholm elements in a 

von Neumann algebra. The main differences in the proofs of these 

classical theorems and the generalized ones are: 

1. compact elements relative to A are not necessarily compact 

operators in the usual sense, and 

2. the range of a Fredholm element in A is not necessarily 

closed. 

The first theorem, due to F Riesz ( [13], p 87), which will be 

generalized (the generalized Fredholm alternatives) says that I-T 

is Fredholm of index zero (relative to A) if T is compact 

(relative to A). This theorem will be used in the remaining two 

theorems a decomposition theorem of F Riesz for compact 

operators and a theorem which characterizes the relative Fredholm 

elements modulo the relative compact elements, due to Atkinson 

([13], p 90). The Theorem states that the Fredholm elements in A 

are exactly the inverse image of the group G(.A/M) of regular 

elements of the quotient algebra .A/M (M the compact elements) 

under the canonical quotient mapping a:.A ➔ A/M. From this theorem 

a number of important corollaries can be deduced, for example, the 

set of all Fredholm elements denoted by F(A) is open in the norm 

topology on A, and F(A) is an involutive monoid with respect to 

multiplication in A etc. 

4.1 GENERALIZATION OF THEOREMS IN FREDHOLM THEORY TO A 

VON NEUMANN ALGEBRA A 

We begin this section with the following theorem 
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4. 1. 1 THEOREH (Generalized Fredholm alternatives, [1]) 

Consider the von Neumann algebra A. If TeA is compact relative to 

A, I-Tis Fredholm relative to A with index zero. 

Proof: 

The theorem is proved in two steps 

(i) Suppose T is finite relative to A. Then RT is finite, and 

s inc e RT ~ RT* from remark 3 . 1 . 2 ( i i ) , 1 e mm a 1 . 2 . 4 imp 1 i es 

that RT* is finite. Hence E = sup (RT,RT*) is finite by 

proposition 1.2.8. 

Clearly I - E = I - sup(RT,RT*) = inf(I-RT,I-RT*) and 

(I-E)(I-T) = (I-E) - (I-E)T = I-E - (T-ET) 

Remark 1.1.3 implies that Eis the identity on 

[T(H) u T*(H)], thus also on T(H). 

(I-E)(I-T) = I-E 

Similarly 

(I-E)(I-T*) = I-E. 

Hence ET= T, so 

By taking adjoints left and right of the two equations we 

have (I-T*)(I-E) = I-E and (I-T)(I-E) = I-E 

Since (I-T*)(H) ~ * (I-T )(I-E)(H) one has 

R * > R * = RI-E = I-E I-T - (I-T )(I-E) 

Hence lemma 3.1.3 implies that 

NI-T = I-RI-T* ~ I-(I-E) = E. Similarly NI-T* ~ E 

Hence NI-T' Nr-T* are finite projections in A (lemma 1.2.4) 

Since RS~ Rs* for every SeA, one has RE-T ~ RE-r*· By using 

lemma 3.1.3 we show that 
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We prove the first relation. The second one follows by 

interchanging the roles of T and T*. By definition 3.1.1 we 

have 

* = E - sup{Fe~(A) j(I-T )F = O} 

= inf { E - F e~ (A) I ( I -T *) F = 0} 

Note that E - F is a projection for every Fe~(A) for which 

* (I-T )F = 0 since F ~ Nr-T* ~ E. Thus 

E - N1_T* = inf{Ge~(A) I ( I-T*) (E-G) = O} (G = E-F) 

Since T(H) ~ E(H) we have ET= T, hence 

(I-T*)(E-G) = E-G 

= E-EG - T* + T*G = (E-T*)(I-G) (G~E) 

Therefore, E - NI-T* * = inf {Ge~ (A) I ( E-T ) ( I -G ) = 0 } 

= inf {I-F•e~(A) j(E-T*)F• = O} 

* = I - sup {F•e~(A) j (E-T )F• = O} 

Then since E is finite and RE-T ~ E and RE-T* ~ E we have 

that RE-T and RE-T* are finite (lemma 1.2.4) with 

RE-T ~ RE-T*. By considering the reduced algebra AE with 

identity element Ewe have Nr-T*' N1_TeAE. Hence RE-T' RE-T* 

e AE (AE a finite von Neumann algebra) 

By proposition 1. 3. 4 E - RE-T ~ E - RE-T* . Together with 

RE-T = E - NI-T* and RE-T* = E - NI-T* we have that 

Nr-T* ~ NI-T" Since NI-T is finite and E is a finite 

projection in A with (I-E)(H) = (I-T)(I-E)(H) c (I-T)(H) and 

Index (I-T) = dim NI-T - dim NI-T* 

= O (Nr-r* ~ NI-T); 
we have from definition 3.2.1 that I-Tis a Fredholm operator 

with index zero. 
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(ii) Suppose Tis a compact operator relative to A. 

a Te M exists with 
0 0 

IIT - T 11 <l 
0 

Since M = M 
0 

Thus uI-(I-(T-T
0

))11 <l. Let S = I-(T-T
0
), then S is regular 

(This well known fact can be found in [11], p 398). 

By definition 3 .1. 1 NSF = sup{Ee9>(A) I ESF = 0 } • Since 

exists SFx = 0 if and only if s- 1 (SFx) = 0 if and only if 

-1 s 

Fx = 0 (xeH, Fe,.(A)). Hence NSF is the projection onto 

{xeHIFx = O} = NF(H). Consequently NSF= NF= I-RF= I-F for 

every Fe,.(A). Together with lemma 3.1.3 and remark 3.l.2(i) 

this implies RSF ~ RFs* = I-NSF = I-(I-F) = F for every 

FE,.(A). 

We want to prove the following equivalences : 

and 

(I-T
0
S-l)F = 0 iff (I-T

0
S-l)SS-lF = 0 iff (S-T

0
)R5-1F = 0. 

(4.2) 

The first equivalences in the two relations (4.1 and 4.2) 

follow directly since (S-T )F = (I-T s- 1 )SF and 
0 0 

(I-T s- 1 )F = (I-T s- 1 )ss-1 F (Ss- 1 = I) 
0 0 

We show the second equivalence in relation 4.1 (the second 

equivalence in relation 4.2 follows similarly) 

(I-T S-l)SF(H) = {O} 
0 

if and only if 

(I-T s- 1 )(SF(H)) c (I-T s-1)SF(H), since I-T s- 1 is 
0 - 0 0 

continuous). 



Digitised by the Department of Library Services in support of open access to information, University of Pretoria, 2021 

- 97 -

Substitute F by NS-T (resp. NI-T 8-l) in relation 4.1 (resp. 
0 0 

rel at ion 4 . 2 ) • We have seen that RS F ~ F for a 11 Fe,- (A) ; 

thus from F = NS-T, we obtain 
0 

R ~ N 
SNS-T S-To. 

0 

Observing that (S-T
0

)NS-T =O, relation 4.1 above implies that 
0 

-1 
(I-TS )RSN = 0 

o S-T 
0 

Hence from definition 3.1.l one has that R ~ NI-T 8-l. 
SNS-T o 

0 

So 

or equivalently 

< ~ 

Similarly, the second relation above, together with the fact 

that RSF ~ F for all Fe~(A) imply that 

Thus 

NI-T s- 1 ~ NS-T (F = NI-T s-l) 
0 0 0 

NI-T S-1 by lemma 1.1.14 
0 

* * * -1 * * If (S - T )x = 0 (xeH), then (S) (S -T )x = 0 where 
0 0 

(S*)-l = (S-
1

)* and xeH. Thus Ns*-T*(H) = NI-(S*)-lT*(H) so 
0 0 

lemma 1.1.1 implies that Ns*-T* ~ NI-(S*)-lT* 
0 0 
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So, the relation Ns*-T* ~ NI-(S*)-lT* is trivial. Since 
0 0 

T eM , and M is a two-sided *-ideal, T s- 1eM which means 
0 0 0 0 0 

that TS-land (s*)-lT* are finite. 
0 0 

Part ( i) of this theorem implies that NI-T 
5
-l and 

0 

NI-(S*)-lT* are finite projections in A. 
0 

From 

NI-T = NS-T ~ NI-T S-l; 
0 0 

= Ns*-T* ~ NI-(s*)-lT* and 
0 0 

lemma 1.2.4 we conclude that NI-T and Nr-T* are finite. Part 

(i) also implies that NI-T 5-l ~ 
0 

NI-(S*)-lT*' which gives 
0 

Define F = sup(RT 8 -l, R(s*)-lT*) and F8 = s- 1
Fs 

0 0 

Then F is finite by proposition 1.2.8 and 

I-F s = s-
1

cr-F)S = s-
1 

inf(I-RT s-1, I-Rcs*)-lr* )S 
0 0 

Since I-T = S-T we 
0 

(I-T)(I-FS)S-l 

= (S-T )S-l inf 
0 

have by using lemma 3.1.3 that 

(NT s-1, Ncs*)-lT*) 
0 0 

= inf(NT 8-l,N,s*)-lT*) - T
0
S-l inf(NT S-1,N(s*)-lT*) 

0 t O O 0 

= inf(NT 8-l, N(S*)-lT*) = I-F 
0 0 

(T
0
S-l inf(NT 8-l, N(s*)-lT*) = 0 

0 0 

since 0 and 

inf(NT 8-l, N(s*)-lT*) ~ NT 8-l) 
0 0 0 

Hence (I-F)(H) = (I-T)(I-F8 )S-l(H) c (I-T)(H) and F is a 

finite projection in A. Together with NI-T ~ Nr-r* and NI-T 

finite, we conclude that I-Tis Fredholm with index zero. 

■ 
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4. 1. 2 COROLLARY 

If TeA is compact relative to A then (I-T)n is Fredholm with index 

zero for every n = 1,2,3, ... 

Proof : 

Consider (I-T)n, TeA compact. Then I-(I-T)n = Tp(T) where p(T) is 

a polinomial in T of degree (n-1). Since Tis compact and Mis a 

closed two-sided ideal in .A. one has Tp(T)eM. Thus I-(I-T)n is 

compact relative to A. From theorem 4. 1. 1 one has ( I-T) n is 

Fredholm relative to A with index zero. 

■ 

4. 1. 3 DEFINITION 

Let A, B and C be vector spaces. Consider the maps a:A ➔ B and 

j a /J .., 
/3:B ➔ C. The sequence 0 ➔ A ➔ B ➔ C ... 0 is called a short exact 

sequence if it is exact at A, B and C, i.e. Imf j = Ker a, 

Imf a = Ker /J and Imf /J = Ker ,., . 

Clearly exactness at A is equivalent to a being injective 

( {O} = Imf j and Ker a = a -l ( {O}) ) , while exactness at C is 

equivalent to /J being surjective (Ker..,= C). 

Before we can proof the remaining two theorems we need the 

following lemma 

4. 1.4 LEI111A ([2]) 

Let S,T be elements of F(A) (the Fredholm elements relative to A). 

Then NST - NT~ inf(RT,NS) 

Proof: 

We claim that the sequence 
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i T 
0 ➔ Ker T ➔ Ker ST ➔ range T n Ker S ➔ 0 is exact 

It is exact at Ker T since i is the inclusion mapping which is 

injective. Since i(Ker T) = Ker T the sequence is exact at 

Ker ST. To show exactness at range T n Ker S one has only to show 

that Tis onto range T n Ker S. Take ye range T n Ker S. Then 

y = Tx for some xeH and Sy= 0. Thus STx = 0 which implies 

xe Ker ST and Tx = y. Thus Tis onto. 

It is well known that every short exact sequence splits i.e. 

0 ➔ Ker ST O Ker T range T n Ker S ➔ 0 

is exact or equivalently 

Ker (ST) 0 Ker T range T n Ker S 

We now show that 

Lemma 3. 1. 3 implies R N )T* = I - N 
NT) 

and from 
(NST T(NST -T 

remark 3.l.2(iii) we have 

NT(N -N )(H) = {xeHIT(N8 T-NT)x = O} 
ST T 

But T(NST - NT) x = 0 if and only if (NST - NT) xe Ker (T) = NT(H) 

Since NT(NST - NT)= 0 we also have NT(H)n(NST-NT)(H) = {O}. Thus 

since (NST - NT)xe(NST - NT)(H), we have T(NST - NT)x = 0 if and 

only if (NST - NT)xe NT(H) n (NST - NT)(H) ={O} 

So N is the projection onto 
T(NST- NT) 

N ( H) 
T 
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If ye T(NST - NT)(H) then xeH exists with y = T(NST - NT)x and 

Sy= ST(NST - NT)x = 0. Thus T(NST - NT)(H) ~ NS(H) which implies 

by lemma 1. 1. 1. Together with R _ N) ~ RT we get 
T(NST T 

(4.3) 

Choose a sequence E
1 

S E2 S •.. of projections in A according to 

corollary 3.2.6 such that En(H) c T(H); sup En= RT and I-En is 
n 

finite for each n = 1,2, ... 

From the exactness of the sequence 

0---. Ker ST O Ker T 

Thus inf(E ,N5 ) < R 
n - T(NST 

Define E
0 

= inf(E 1 ,r-N5 ). 

= sup(I-E 1 ,N5 ) which is 

(Se!T(A)). 

range T n Ker S----. 0 one has 

N) for every n (lemma 1.1.1). (4.4) 
T 

Then I - E
0 

= I - inf(E 1 ,I-N5 ) 

finite since I-E 1 and NS are finite 

N8 (I-NS) = 0 and El~ En imply E
0

NS = E
0

(I-N5 )NS = 0 and 

E < E1 < E . Since o - - n 
(En - Eo)(H) n Ns(H) = En(H) n (I-Eo)(H) n Ns(H) 

from corollary 1.1.9 we have 

(E - E ) (H) n Ns(H) = E (H) n Ns(H) (Ns(H) C (I-E ) (H). n o n - o 
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Together with RT> E we have that 
- 0 

inf(En,NS) = inf(En - E
0

,NS), 

and 

(4.5) 

sup(En - E
0

) = RT - E
0 

~ I - E
0

• Hence lemma 1.2.4 implies that 
n 

E is a finite projection in A. 
0 

From proposition 1.4.15 one has 

inf(RT - E
0

,NS) = sup{inf(En - E
0

,NS)}. 
n 

Thus by (4.5) inf(RT,NS) = sup {inf(En,NS)} 
n 

(4.6) 

The relation (4.4) and (4.6) imply that inf(RT,NS) ~ R _ N) 
T(NST T 

Since R(N N )T* = NST - NT and R(N N )T* ~ RT(NST- N ) 
ST T ST T T 

(remark 3.l.2(ii)), it follows that R ~ NST - NT. 
T(NST- NT) 

The result follows since 

■ 

4. 1.5 THEOREM (decomposition theorem, (1]) 

Let Te.A. be a compact element relative to .A.. 

supremum of the non-decreasing sequence 

Let N be the 

NI-T ~ N(I-T)2 S N(I-T)3 ~ 
and let R be the infimum of the non-increasing sequence 

00 

Then 

( i) N ~ I-R 
00 00 

QO 



Digitised by the Department of Library Services in support of open access to information, University of Pretoria, 2021 

(ii) 

(iii) 

(iv) 

Proof : 

Define N n 

( i) 

- 103 -

N. TN =TN, R TR = TR 
00 00 00 00 00 00 

If Tis finite, then N is finite. 
00 

If N is finite, then inf(N, R) = 0, sup(N ,R) = I. 
00 00 00 00 00 

Corollary 4.1.2 implies that (I-T)n is Fredholm with 

index zero. Thus N(I-T)n ~ N(I-T)n* = I-R(I-T)n 

(lemma 3.1.3). So N ~ I-R . Since (I-T)n e F(A) for n n 
all n, N is a finite projection in A for each 

n 
n = 1,2, ... From the relations N ~ I - R 

n n 
and 

Nn+l ~ I-Rn+l' and proposition 1.3.4 one has 

Nn+l - Nn ~ (I-Rn+l) - (I-Rn) = Rn - Rn+l 

Since {Nn}:=l is an increasing sequence of projections 

in A lemma 1.1.10 and 1.1.11 imply that 

N = lim N = N + ~ 
00 

(N N) 
oo n n 1 Ln=l n+l - n' 

where the limit and sum are taken in the strong operator 

topology on A. Similarly 

00 

I - R = I-R1 + ~ l (R - R 1 ). 
oo Ln= n n+ 

Taking note of the fact that the sequence 

{N1 ,Nn+l - Nn}:=l (resp. {I - R1 , Rn - Rn+l}:=l) is 

mutually disjoint, proposition 1.1.12 together with the 

relation 

00 00 

Noo = Nl + 2n=l(Nn+l - Nn) ~ I - 8 1 + 2n=l(Rn - Rn+l) 

= I - R 
00 
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(ii) From remark 3.1.2(iii) it follows that 

(I - T)n (I - T)Nn+l = 0 

Therefore (I - T)n R(I-T)N (H) = (I - T)n (I-T)Nn+l(H) 
n+l 

c (I-T)n(I-T)N 
1

(H) = {O} n+ 

n 
Thus, from the relation (I - T) R(I-T)N 

n+l 
= 0 and 

definition 3.1.1 we obtain R(I-T)Nn+l ~ N(I-T)n = Nn 

Hence Nn is the identity on (I - T)Nn+l(H), which 

implies that Nn(I - T)Nn+l = (I - T)Nn+l or 

( I - N n ) ( I - T ) N n + 1 = 0 . In v i e w o f 1 e mm a 1 . 1 . 1 0 i t 

follows that (I - N )(I - T)N = 0 (the limits are taken 
00 00 

in the strong operator topology on A). 

Thus ((I - N) - (I - N )T)N = 0, which implies that 
00 00 00 

(I - N )TN = 0, or equivalently TN = N TN . This 
00 00 00 00 00 

proves the first relation (ii). Consider the relation 

R (I - T)n = (I - T)n 
n 

or 

(I R )(I - T)(I - T)n-l = O 
n 

Then 

(I - Rn)(I - T)Rn-l(H) 

= (I - R )( I - T)(I - T)n-l(H) 
n 

c I - R (I - T)(I - T)n-l(H) = {O} 
n 

Thus 

(I - R )(I - T)R l = 0 n n-

Taking the limits in the strong operator topology on A 

one gets 
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(I - R )(I - T)R = 0 
00 00 

Hence (I - R )R - (I - R )TR = 0, which implies 
00 00 00 00 

TR = R TR. This proves the second relation (ii). 
00 00 00 

Suppose that Tis finite. Let E = sup(RT,RT* ). Then E 

is finite from proposition 1.2.8. We have seen in part 

(i) of theorem 4.1.1 that (I - E)(I - T) = I - E. Then 

(I - E)(I - T)
2 = ((I - E)(I - T)](I - T) 

= (I - E)(I - T) = I E 

By induction we get (I - E)(I - T)n = (I - E) for all 

n = 1,2, ... 

Hence N 
n 

4.1.1). 

Since E 

that N 
00 

~ E for all n = 1,2, ... (see part (i) of theorem 

This implies that N < E (N = supN < E). 
oo - oo n -

n 
is a finite projection in A lemma 1.2.4 implies 

is finite. 

(iv) We have seen in the proof of Corollary 4.1.2 that 

I - (I T)k e M for all k = 1,2, ... 

T(k) = I - (I - T)k. Then I - T(k) 

from corollary 4.1.2. We have that 

= 
Nk 

Let 

(I 

= 
- T)k e 

N 
I-T(k) 

Define R (k) = inf(R k Nk). We apply lemma 4.1.4 
n n , 

n 
Let S = I - T(k) and T = (I - T(k)) = I - T(nk) 

Then by lemma 4.1.4 if S,T e ~(A), then 

NST - NT~ inf(RT,NS) 

In the above notation we have that 

~(A) 

and 
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Since N is finite by hypothesis, the reduced algebra 
00 

AN is finite. For every finite normal trace~ on AN we 
00 00 

have: 

= lim 

Since Rn(k) - N(n+l)k - Nnk proposition 1.4.14 implies 

that t(Rn (k)) = t(N(n+l)k - Nnk) for every finite normal 

trace ton .AN 
00 

Thus 

lim ~(Rn (k)) = 
n➔oo 

or 

( ~ is normal) 

Hence proposition 1. 4. 14 imp 1 ies that R (k) 
00 

= R (k) = 0 for all k. 
00 

= 0' and 

The finiteness of the projection N and proposition 
00 

1.4.15 imply that 

inf(R ,N) = sup{inf(R ,Nk)} = 0 
00 00 k 00 

From corollary 1.1.20 one has that 

sup(R ,N) - R ~ N - inf(R
00

,N
00

); 
00 00 00 00 

but inf(R ,N) = 0, so 
00 00 

sup(R ,N) - R ~ N 
00 00 00 00 
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Since I - R 
00 

N (by (i)), we have 
00 

I - R ~ N ~ sup(R ,N) - R 
00 00 00 00 00 

Also observe that I - R ~ sup(R, N) - R. Thus 
00 00 00 00 

I - R ~ sup(R, N) - R ~ I - R 
00 00 00 00 00 

Taking note of the fact that N ~ I - R and N is 
00 00 00 

finite, lemma 1. 2. 4 implies that I - R is finite. 
00 

Hence I - R = sup ( R , N ) R (definition 1.2.1). 
00 00 00 00 

Therefore, sup ( R , N ) = I 
00 00 

■ 

In the proof of the last theorem we will use the 

following notation : As before, M denotes the two-sided 

*-ideal of compact elements of A. The quotient algebra 

- -
A/M is denoted by A; II : A ➔ A : T ➔ T + M is the 

canonical homomorphism and G(A) (resp. G(A) ) denotes 

the group of regular elements of A (resp. A). 

4. 1. 6 THEOREM ((2]) 

(i) If A is a finite von Neumann algebra, then M = A and ~(A) = A 

(ii) If A is not of finite type, then M ~ A and ~(A) = II-l G(A) 

Proof : 

(i) Let T e 

only if 

Hence A 

A 

I 

C -

then RT is a finite projection (A is finite if and 

e A is finJte; and RT ~ I). Thus T e M
0 

= M. 

M. It is clear that M c A. So we concluded that 

M = A. To 

( s: = I 

show that ~(A)= A, let Te A. Then T - I= -Se A 

T). Thus T = I - S is Fredholm, since S e A = M 

(Theorem 4.1.1). This shows that Ac ~(A). Clearly 

~(A) c A. Thus A= ~(A). 
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(ii) We claim that M contains no infinite projections. 

Let Ee ~(A) be an infinite projection with Ee M. Then 

I - E is Fredholm by theorem 4.1.1, and so definition 

3.2.l(i) implies that NI-E = I - RI-E = I - (I-E) =Eis 

finite. This contradicts the fact that E was chosen to be 

infinite. Hence M contains no infinite projections. So if A 

is infinite I E M. Therefore M ¢: A. Let T e II-l (G(A)). 

Then lI(T) e G(A). Therefore there exists an Se A such that 

lI(T)O(S) = n(S)n(T) = n(I) ( n(I) is the identity element in 

A). Since a is a homomorphism, !I(T)!I(S) = !I(TS). Hence 

a (TS) = a ( s T) = a ( I) . This implies that n(TS I) = 0 and 

a(ST - I) = 0 where O ( = M) is the identity element of A. 

Thus ST - I e Mand TS - I e M. Let - C and - D be elements 

in M with ST - I= -C and TS - I= -D. 

So 

ST= I - C and TS= I - D. 

Since NT~ NST ( Tx = 0 implies STx = 0 xeH, and so 

NT(H) ~ NST(H)), the first relation above implies that 

(4.7) 

NT ~ Nr-c· Theorem 4.1.1 clearly implies that I - C is 

Fredholm relative to A. Therefore NI-C is a finite 

projection in A.. Observing that NT is a subprojection of 

NI-C we conclude by lemma 1. 2.4 that NT is finite. This 

proves the first axiom for T to be Fredholm. 

The second equality in (4.7) implies that 

range (I-0) = range(TS) c range(T). 

Since I-D is Fredholm (theorem 4.1.1), there exists a finite 

projection E of A satisfying 

range (I - E) c range (I - D). 

Thus range (I - E) c range (I - D) c range(T). 
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This proves the second and last axiom for T to be Fredholm. 

-1 -Hence H (G(A)) ~ ~(A). Since Eis a finite projection and 

thus an element of M c M we have that I - Eis Fredholm. So 
0 -

by applying lemma 4.1.4 to I - E, Te ~(A), one gets 

Since NI-E = sup{Fe1>(A) jF(I - E) = O} 

= sup{Fe~(A) IF = FE} 

= sup{Fe~(A) IF ~ E} = E, 

we conclude that 

N(I-E)T - NT ~ inf(RT, 
finite projection (E is 

E) ~ E, and so N ( I-E) T - NT is a 
finite, see lemma 1.2.4). Recalling 

that NT is finite (Tis Fredholm), we have that 

(N(I-E)T - NT) +NT= N(I-E)T is finite (N(I-E)T - NT and NT 
are disjoint finite projections, so their sum is finite by 

corollary l.1.9(i) and proposition 1.2.8). Let F:= N(I-E)T 

We claim that the sequence 

0 range (I-F) (I-E)T(I-F) range (I-E) 0 

is exact. To show this it is sufficient to show that 

(I-E)T(I-F) is a bijection from range (I - F) onto 

range (I - E). Suppose (I - E)T(I - F)x = O, xe(I - F)(H). 

Since (I - F)x = x we have that (I - E)Tx = 0 which implies 

xe N(I-E)T(H). By hypothesis xe(I - F)(H) = (I - N(I-E)T)(H). 

Thus x = 0 (N(I-E)T and I - N(I-E)T are disjoint). This 

proves that ( I - E)T(I - F) is one to one. Take any 

ye range (I - E). Since range ( I - E) C range T an -
xe H exists with y = Tx. Then (I E)y = (I - E)Tx = Tx = y. 

Let X' = ( I - F)xe range ( I - F) . Then 

(I - E)T(I - F)x• = ( I - E)T(I - F)x 

= (I E)T(I N(I-E)T)x = (I - E)Tx = Tx = y. 
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This proves that (I - E)T(I - F) is onto range (I - E). The 

fact that (I - E)T(I - F) is onto range (I - E) implies that 

to one mapping from (I - F)T*(I - E) is 

range (I - E) into 

a one 

range (I - F) and since (I - E)T(I - F) 

has a bounded inverse (by the open mapping theorem) we have 

that 

(I - F)T*(I - E) is onto range (I - F). 

Hence O ➔ range (I - E) (I - F)T*(r - E) range (I - F) ➔ 0 

is exact. It follows that (I - E)T(I - F)(I F)T*(r - E) is 

a bijection from range (I - E) onto range (I - E) and 

(I - F)T*(I - E)T(I - F) s a bijection from range (I - F) 

onto range (I - F). Thus if we consider the reduced algebras 

AI-E and AI-F( the element in AI-E resp. AI-Fare operators 

on range (I - E) resp. range(I - F)), 

(I - E)T(I - F)T*(I - E) and (I - F)T*(I - E)T(I - F) 

are regular elements of .A.I-E and AI-F. Hence there are 

elements T• and T" in AI-E and .A.I-F such that 

(I - E)T(I - F)r*cr - E)T•=I - E, 

T"(I - F)r*cr - E)T(I - F) = I - F 

From the first relation one has 

* + p(T,E,F,T ,T•) = I - E where p contains in each 

term an E or an F. Since E and Fare finite projections in A 

and thus elements of M (the two-sided *-ideal generated by 
0 

* the finite projections in A) one has that -p(T,E,F,T ,T•) and 

-E are elements of M ( M c M) . Hence 
0 

T(T*T•) - I eM 

Similarly, the second relation implies 

(T"T*)T - I eM 
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Consequently Tis regular modulo M. 

■ 

A consequence of this theorem is that the ideal of compact 

elements in A is a proper subset of A if and only if .A. is an 

infinite von Neumann algebra. We now prove a number of important 

corollaries. The first one is only a reformulation of the 

theorem: 

4. 1. 7 COROLLARY 

Let Te A, A not of finite type. Then T e 9='(.A.) if and only if 

there exist compact elements C and D in .A. and an operator Se A 

with TS= I - C and ST= I - D. 

Since G(A) is an open set in A( [11], p 399) and the canonical 

-quotient mapping II : .A ➔ .A is continuous ( IIII(T) II ~ IITII ) for all 

Te .A we have 

4. 1. 8 COROLLARY ([2]) 

~(.A.) is open in the norm topology on .A. 

4. 1. 9 COROLLARY ([2]) 

~(A) is an involutive monoid, i.e. 

(i) 

(ii) 

(iii) 

Proof 

Condition 

Ie ~(A) 

S,Te~(.A) implies STe~(.A) 

Se~(.A) implies s*e9='(.A) 

-
( i) follows since II(I) is the identity element of A which is 

clearly regular, so ll(I)eG(A). 
-1 -

Thus Iell G(A) = ~(A) 
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(ii) If S,Te!r(.A.) we have lI(S), lI(T)eG(A) and since G(A) is a 

group with respect to the multiplication in A one has 

H(S)ll(T) = ll(ST) e G(A). Thus ST e 11-l G(A) = Y:(A) 

(iii) If Se Y:(A), a(S) e G(A). Thus 11*(s) e G(A) ( [11*(s) ]-l 

= [(ll(S))-l]*). Since 11*(s) = (S + M)* = s* + M = lI(S*) 

(Mis a *-ideal in A), s* e Y:(A). 

■ 
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CHAPTER 5 

APPENDIX 

5.1 LOCALLY CONVEX TOPOLOGIES ON A VON NEUMANN ALGEBRA 

Let A be a von Neumann algebra i.e. A is a *-subalgebra of L(H), 

containing an identity IeA such that A= A". As stated in Chapter 

1, this is the equivalent of saying that A is a *-subalgebra of 

L(H) which is closed in the weak-operator topology on L(H) (the 

double commutation theorem). The weak-operator topology on A is 

the topology generated by the family of seminorms 

Te A J ( Tx, Y) J x,yeH. 

If A is the linear hull of the set of all weak operator 

continuous functionals on A, then this weak operator topology is 

nothing but the a(.A.,.A._)-topology. 

.A is the locally convex topology 

seminorms 

The strong operator topology on 

determined by the family of 

T e A IITXII xeH. 

The a-weak-operator topology on A is the locally convex topology 

determined by the family of seminorms 

Let A* be the set of all a-weak continuous linear functionals on 

A. it can be shown that every feA* is of the form 

00 

f(T) = Ln=l(Txn,yn) for some sequences ( x ) , ( y ) c H with 
n n -

00 2 00 2 
2n=l"xnll < + oo and 2n=lllynll < + oo and that the a-weak-operator 

topology on .A is exactly the a(A,A*) topology on A. The locally 

convex topology determined by the family of seminorms 
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00 

Te.A.---+(°\' IITx 11
2 ) 1 / 2 

Ln=l n ' 

00 2 
°\' 1

11x 11 < + oo Ln= n 

where (x ) is a sequence in H, is called the a-strong operator 
n 

topology on A. The topology given by the norm IITII is called the 

norm topology on A. If"<" means the left-hand side is finer than 

the right-hand side, the relation between these various topologies 

defined on A is as follows 

norm< a-strong< a-weak 

strong< weak 

It can be shown that the a-strong and strong (resp. a-weak and 

weak)operator topologies coincide on bounded parts of .A.. Consider 

A* and A as defined above. 

theory of Banach spaces it 

Then, by using the general duality 

can be shown that A* is a closed 

subspace of the conjugate space A* of A and A is dense in A* with 

respect to the norm topology. Furthermore, A is isometrically 

isomorphic to the conjugate space of the Banach space A* under the 
A 

* 
A 

natural correspondence Te.A. __. T e(A*) where T(w) = w ( T) for 

every we.A.*. We call A* the predual of A. If A is a *-subalgebra 

of L ( H) , then A has the same closure in each of the topologies 

weak, strong, a-strong and a-weak ( [5], corollary 3.6.2). Hence 

since a von Neumann algebra A is weakly-closed, it is closed in 

all these locally convex topologies on A. 

these statements we refer to [5] pl8 to 31. 

For the proofs of all 

One merit of all the locally convex topologies defined above, is 

that multiplication is separately continuous. This means that the 

mappings Te.A.----+ TSeA, Te.A.--. STe.A. are continuous for every SeA. 

We show this for the weak-operator topology on A (the proofs for 

the others are similar). If T --➔ 0 weakly, one has that 
Cl 

I (Tax, y) I ----+ 0 for every x,yeH ({T} a net in A). Thus 
Cl 

* 0 for * I (ST ax, y) I ➔ for j(Tax,S y) I--+ every x,S yeH. Hence 0 

every x,yeH. This proves that ST --➔ 0 weakly. The same 
Cl 
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procedure is used to show that Te.A. ~ TSeA is weak operator 

continuous. Another merit of the weak and a-weak topology on A is 

that the mapping TeA ____. T* eA is continuous. The proof of this 

proceeds as above. 

operator topologies. 

This is not true in the strong and a-strong 

The following result was also needed 

Multiplication is jointly continuous on bounded parts in the 

strong operator topology on A. Moreover if TA ~ T, SA --+ S 

and IISAII ~ k for all>,, then the relation 

ll(SATA - ST)xll ~ k ll(TA-T)xll + ll(SA-S)Txll implies that 

( T , S ) e AKA b 

bounded subset of A. 

TSeA is continuous where is a uniformly 

We conclude this section by stating the so called Eberlein-Smulian 

theorem which is used in Chapter 1. 

5. 1. 1 THEOREM ([7], p 430) 

Let F be a subset of a Banach space X. Consider the weak topology 

on X (i.e. the a(x,x*) topology, where x* is the conjugate space 

of X). Then the following statements are equivalent : 

(i) Fis relatively weakly sequentially compact - i.e. every 

sequence in F has a subsequence which converges weakly 

to an element of X; 

(ii) every countably infinite subset of F has a weak 1 imi t 

(iii) 

point in X i.e. a point such that every weak 

neighborhood contains an element in the infinite set; 

the closure of Fin the weak topology on X (the smallest 

h k * . ) topology·on X- tat ma es each feX continuous is weak-

compact. (Remember that a weak neighborhood of an x eX 
0 

is of the form V(x
0

,X,e.) = {xeXj j(f(x) 

feA}, where e. > 0 and A is a finite subset of x*) 
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5.2 COMPLETE ADDITIVITY AND a-WEAK CONTINUITY OF FUNCTIONALS 

ON A VON NEUMANN ALGEBRA .A 

Let .A be a von Neumann algebra with predual A*. Consider the 

a(.A,.A*)-topology on .A (i.e. the a-weak topology on A). Our aim in 

this section is to show that the a-weak continuous linear 

functionals on .A (the elements of .A*) are precisely the completely 

additive ones, (see Chapter 1, 1.4.5, for the definition of a 

completely additive linear functional on .A). 

5. 2. 1 LEMMA ([5], p 41) 

Let f be a norm-continuous hermitian (i.e. f(T*) = f(T), Te.A) 

functional on .A. Let AeR. 

(i) Te.A; (the positive part of the unit ball of .A), and f(T) > 'A 

implies f(E) > A for some Ee~(.A) (Note, since f is hermitian 

f(T) is real for every Ta hermitian element of .A). 

(ii) If lf(E) I ~ A for all Ee~(.A), one has llfll ~ 4 'A. 

Proof : 

( i) + Te.Al implies that the spectrum Sp(T) c [O, IITII], IITII ~ 1. 

Hence Sp(T) ~ [0,1]. From the spectral decomposition theorem 

1 
dEA = 0 if A E Sp(T), so T = J

0
AdE,\. If we put 

e. = 11f11- 1 (f(T) - A), then e. > 0 and there exist by the 

spectral theorem projections E. with IIT - ~ k.E .II< e., 
J L J J 

k .e[O, l] and j = 1, ... n. 
J 

-1 
Hence lie. (T ~ k.E.)u < 1. L J J 

So 

If ( e. - l ( T - 2 k . E . ) ) I < sup If ( S) I = II f 11 • This imp 1 i es that 
J J 11s11~1 

f(T) - 2 kjf(Ej) ~ jf(T) - 2 kjf(Ej)I < E. llfll = f(T) - 'A. 
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Thus\ k.f(E.) > A. Since E. is hermitian, f(E.) is real for L J J J J 

each j. By rearranging the E., we may suppose that f(E.) > 0 
J J 

(1 S j Sm) and f(Ej) SO (m < j Sn). Let E = E1 + ... +Em. 

Then 

(ii) If jf(E) j ~ A for all E e~(A), then, by applying (i) to f 

(the contrapositive) f(E) ~ A for all E e~(A) implies 

f(T) S A for all TeA;. Applying (i) to -f, similarly, gives 

- f ( E ) ~ A for a 11 E e~ ( A ) , which imp l i es - f ( T ) ~ A for a 11 

+ 
TeA 1 . Hence 

lf(T) I ~ 
+ 

A for all TeA, (5.1) 

For any T eA l we get that T = H + i K ( H , 

hermitian elements in A 1 ), where H =} (T + T*) and 

i.e. the 

Let A{H,I} be the commutative C *-subalgebra 

of A containing Hand I. Then the Gelfard Naimark theorem 

states that A{H, I} = C(X), X compact and Haussdorf and C(X) 

all real-valued continuous functions on X. If 

r: A(H,I) ➔ C(X) is the Gelfard mapping, then r(H) is a real 

valued function on X and can thus be written as 

T ( H) = 

elements in C(X). 

where H+, H e A;. 
T = H + i K = H+ 

where r(H)+ and r(H) are positive 

+ -Thus H can be written as H = H - H in A 

h Similarly, for KeA
1

. 

H- + i K+ - iK. So 

Hence 

jf(T) I ~ jf(H+) I + jf(H-) I + fl(K+) I + lf(K-) I ~ 4A by (5.1). 

So 

llfll = sup lf(T)I ~ 4A. 
Te.A.

1 

■ 
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5.2.2 LEHHA ([5], p 42) 

Let f be a norm-continuous linear functional on A. Then f is 

positive (i.e. f(T) 

for all Ee ~(A). 

+ 
~ 0 for al 1 T e A ) if and only if f(E) ~ 0 

Proof: 

Suppose f is positive. Since EeA+ we have f(E) ~ 0 for all 

E e~ (A) • Converse 1 y, if Te.A.+ we have Sp ( T) c ( 0 , co) and T can be 

approximated by a positive linear combination of projections (by 

the spectral decomposition theorem). Since f is norm-continuous 

and Tis contained in the norm closure E, where E is the set of 

all positive linear combinations of projections we have 

- + + f(E) c f(E) c 1R = R . Hence f(T) ~ 0. 

■ 

5.2.3 LEMMA ([5], p 42) 

Let f be a non-zero norm-continuous, hermitian, completely 

additive functional on A and Ee~(A). Then a projection FeA, F ~ E 

exists, such that f(F) ~ f(E) and fjAF is a positive functional on 

the reduced algebra AF. 

Proof 

Since f + is hermitian f(T) is real for every T eA 1 . 

-f(T) > 0. Since f is non-zero such a T exists, 

L + . h et T eA 1 wit 

for if f(T) = 0 

for all T eA~ it follows that f(T) = 0 for all T eA. Then by 

lemma 5.2.1 an E•eP(.A.) with -f(E•) > 0 exists. So f(E•) < 0 for 

some E•e~(.A.). Let F• = inf(E•,E). Then f(F•) < 0 and F• ~ E. 

Let {EA} be a maximal family of disjoint projections in A, with 

EA~ E such that f(EA) < 0 for all A (use Zorn). 

If G ~ F, then f(G) ~ 0, otherwise if f(G) < 0, 

then {EA,G} is a disjoint family of subprojections of E with 

f(EA) < 0 and f(G) < 0. This contradicts the maximality of the 

family {EA}. 
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So, f(G) ~ 0 for all projections Ge AF. Lemma 5.2.2 implies that 

flAF ~ 0 and 

f(F) = f(E) - f(2 EA) 

(f is completely additive) 

~ f ( E) 

■ 

5.2.4 LEMMA ([5], p 43) 

If f is a completely additive norm-continuous, positive functional 

on A, and E is a non-zero projection of A, then a non-zero 

projection F ~ E in A and a vector xeH exist such that 

If ( T) I ~ II Tx II ( Te AF) . 

Proof 

Since E '# 0 an y• eH exists with Ey• '# 0. Hence 11Ey•11 2 > 0. If 

f(E) = 0, then 11Ey•11 2 > f(E). If f(E) '# 0, let y = (f(E)/c.) 1/ 2y• 

2 where 11Ey 1 11 > E. > 0. Then 

11Ey11 2 = f(E)/~ 11Ey 1 11 2 > f(E) ~/c. = f(E). 

Hence 

(<-> - f)(E) = 11Ey11 2 - f(E) > 0 
Y,Y 

(5.2) 

where c.> (E) = (Ey,y). We now apply lemma 5.2.3 to(.) - f: 
Y,Y Y,Y 

I<-> ( T) f = f (Ty, y) j ~ 11T1111 y 11 
2

, Y,Y 

so(.) is norm-continuous. 
Y,Y 

Since f is positive it is hermitian. 

Also (.) (T) = (Ty,y) = (T*y,y) = <-> (T*) 
Y,Y Y,Y 

(TEA). Hence 

hermitian. f is completely additive and clearly 

(.) 

Y,Y 
(.) 

Y,Y 

is 

is 

completely additive. So<.> 
Y,Y 

- f is a norm-continuous, hermitian 

and completely additive functional on A. Hence lemma 5.2.3 

implies that a projection F ~ E exists with 

(<-> - f)(F) ~ (<-> - f)(E) > 0 by (5.2) and (<-> - f) IA ~ 0. 
Y,Y Y,Y Y,Y F 
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* If Te AF we have T Te AF= FAF (Te AF implies 

jf(T) j 2 ~ f(I) f(T*T) (Cauchy-Schwarz) 

~ f(I) 11Tyll
2 

Therefore, if we take x = (f(I)) 112 y, one has that 

lf(T) I ~ 11Txll (Te AF) 

5.2.5 LEMMA ([5], p 42) 

■ 

If f is a completely additive, positive functional on A, then f is 

a-weakly continuous. 

Proof 

Let E = I. Using lemma 5.2.4, let F ~Ebe a non-zero projection 

and x e H be an vector such that jf(T) I ~ IITxll (Te .AF). By Zorn 

we can extend {F} to a maximal disjoint family {F.}. I of 
l. l. e 

projections 

with 

in .A such that for each ieI there is a vector x. eH 
l 

(5.3) 

If~- IF. ~ I (the identity in A), we could apply lemma 5.2.4 to Lie 1. 

I - ~- F. and get a non-zero subprojection F of I - ~- F. which, Li l. Li i 

when added to 

Therefore, 

{ F.}, 
l. 

would contradict the maximality of { F.}. 
l. 
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By complete additivity off, 2ieif(Fi) = f(I) ~ llfll. So, given 

E. > 0, a finite set Kc I exists such that f(2ieI\KFi) < e 2 llfll-l 

(this is direct, 

summable). 

since the family of reals 

Let E = 2 I\KFi. Then I= 2 KFi + E, and so 

(T·I = T) 

(f(F.)). I is 
l. l. e 

Since TFi e .A.Fi' relation (5.3) gives lf(TFi) I S IITFixill (ieK) and 

K
IITF. x. II. 

l l. 
Hence f 1 is strong operator continuous on .A. 

(if T ➔ 0 strongly i.e. IIT xii ➔ 0 for all xe H, hence 
a a 

IITa(Fixi)II ➔ 0 which implies that jf1 (Ta)1 ➔ 0). 

Since the strong operator topology is finer than the weak-operator 

topology on .A. we have that f 1 is weak-operator continuous. Hence 

fe.A._, where .A. is the set of all weak continuous functionals on .A.. 

Since 

lf2(T) ,2 = If (TE) I 2 

= jf(ET*)*E) 1
2 

~ f(ET*TE) f(E) (Cauchy-Schwarz) 

~ llfll 11Tll
2 

f(E) 

~ 
2 

11T11
2 

(f(E) < E. 

So 

llf
2

1t < e.. 
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Since f(T) = f 1 (T) + f 2 (T) (Te.A.), and 11f2 11 < E., f 2 e A_ we have 

that f can be approximated, in norm, by elements of A_, so 

fe A_= A*. Thus f is a-weak continuous. 

■ 

5.2.6 TECHNICAL LEMMA ([5], p 44) 

Suppose a,b,c, 2 e R such that a,b,ab-c ~ 0. Further let E,TeL(H), 

E a projection and IITll~l. Then 

aE + b(I-E) + c[ET(I-E) + (I-E)T*EJ ~ 0 

Proof: 

For xeH (ET(I-E)x,x) = (T(I-E)x,Ex) and 

* ((I-E)T Ex,x) = (Ex,T(I-E)x) = (T(I-E)x,Ex) 

Thus 

* a(Ex,x) + b(I-E)x,x) + c(ET(I-E)x,x) + c((I-E)T Ex,x) 

2 + b11(I-E)x11 2 
+ 2 c Re(T(I-E)x,Ex) = a11Ex11 

~ all Ex II 2 2 + bll(I-E)xll - 2jcj j(T(I-E)x,Ex) I 

~ allExll 2 2 + bll(I-E)xll - 2lc!ll(I-E)xll IIExll ( 11 TII ~ 1) 

If we sets= IIExll and t = ll(I-E)xll. 2 2 Then as + bt - 2lclst is a 

quadratic form and we associate with it, the matrix 

c = [ a -jcl] 
-le I b 

Since a ~ 0, b ~ 0 and det(C) 2 = ab - c ~ 0 one has that the 

quadratic form is positive semi-definite which implies that 2 as 

+ bt 2 - 2lcjst ~ 0 for alls, t e R+ (a result in Linear Algebra). 

Hence 

(aE + b(I-E) + c[ET(I-E) + (I-E)T*E]x,x) ~ 0 for all xe H. 

■ 

5.2.7 THEOREH ([5], p 42) 

Let f be a norm-continuous linear functional on A. Then f is 

completely additive if and only if it is a-weakly continuous. 
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Proof : 

Let {EA} be a disjoint family of projections in A. The sum 2 EA 

converges in the strong operator topology by lemma 1.1.11. Since 

the strong operator topology is finer than the weak operator 

topology on A, and the weak operator topology equals the a-weak 

operator topology on bounded parts of A one has that the sum 

converges in the a-weak operator topology on A. Therefore if f is 

a-weak continuous, then f(2 EA) = 2 f(EA). 

additive. 

Thus f is completely 

Conversely, suppose f is completely additive. We must show that 

feA*. Since for feA * has f fl if 2 
where fl and f2 every one = + 

hermitian ( f 1 }cr+f*) and f2 
1 * where are = = Zi(f-f ), 

f*(T) = f(T*) ), we may assume that f is hermitian. 

assume that llfll ~ 1. 

We may also 

Letµ= sup{f(T); T = * T E A, 0 ~ T ~ I}. So O ~ µ ~ llfll ~ 1. 

Since A_= A*, it is sufficient to show that there are elements of 

* A arbitrarily close to fin A. Thus, suppose we are given 

~ > 0, and for, convenience, assume~ ~ 3/4. By definition ofµ 

* an E1 = E1 e A exists, 0 ~ E1 ~ I, such that f(E 1 ) > µ - ~- Lemma 

5 . 2 . 1 ( i ) a 11 ow s us t o assume that E 1 is a pro j e ct ion and from 

lemma 5.2.3 we may assume that is positive. 

Therefore flA is a positive, completely additive functional and 
El 

lemma 5.2.5 implies that fl.A. is a-weakly continuous. Since 

El 
Te.A. --+ E

1
TE

1
e....t.E is a-weakly continuous (multiplication in the 

1 
a-weak topology on A is separately continuous), and since flA is 

El 

a-weak continuous we have that Te.A.~ f(E
1

TE
1

) is a-weak 

continuous. Let E2 = I - El. Then 
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E1 TE 1 + E
1

TE
2 

+ E
2

TE
1 

+ E
2

TE
2 

= E
1

T(E
1 

+ (I-E
1

) + E
2

T(E
1
+(I-E

1
)) 

= (E 1 + E2 ) T = T. 

So, 

f(T) = f(ElTEl) + f(ElTE2) + f(EzTEl) + f(EzTE2) 

.- f 11 (T) + f 12 (T) + f 21 (T) + f 22 (T) 

We have already seen that f 11 e A*. We now show that f 12 and f 21 
are of small norm. 

For TE.4.1 we define 

(l-e)E 1 
el/2(l-e)l/2(ElTE2 * s = + eE 2 

+ + E2 T E1 ). 

Let a = ( 1-e) , b = e and C = el/2(l-e)l/2_ Then 

ab - c
2 = 0. 

The above equation follows since I= E1 + E2 and 

E1 + E2 - (l-e)E 1 - eE 2 = eE 1 + (l-e)E 2 . Putting 

a ~ 0 I b ~ 0 and 

a 1 = e, b 1 = 1 - e and c 1 = -(e) 112 (1 - e) 112 we have that a 1 ~ 0, 

2 
b ~ 0 and a 1b 1 - c 1 = 0. 

Thus lemma 5.2.6 shows that S ~ 0 and I - S ~ 0. Therefore, 

0 I * h. h . 1. th t f Sf , S = S w ic imp ies a 

Observing that f(E
1

) > µ-e and 11E
2

11 ~ 1 implies that 

jf(E
2

) I ~ llfll ~ 1 which implies that f(E 2 ) ~ - 1, we get 
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Thus 

Re(f12 (T)) = Re[f(E 1TE 2 )] 

1 [E-(l-E-)]-1/2 [µ + €. - µ + 
2 s 2" E, + e.µ - €. ] 

= 1 [µ + 2 - E,] .re (l-~)-1/2 
2" 

~ 
1 ( 1 + 2) ~ 2 (O<µ<l; 0 < E, 3/4) 2" s 

= 3 ~ (5.4) 

. -1 
Applying this for r 1 = lf12 (T) I· [f12 (T)] T, in place of T we have 

II T 1 11 = II T II S l, so T e..A. l and 

-1 
Re(jf12 (T)j•[f12 (T)] f 12 (T)) S 3 ~-

Thus 

which implies that 

II f 12 II = sup I f 12 ( T) I S 3 ~. 
IITII ~ 1 

Similarly, we can show that 

11f21 11 ~ 3 ~- We must show that f 22 is near some f
0

e..A.* where 

f 22 (T) = f(E 2TE 2 ). If Fe ~(..A.E ), then El+ Fe ~(A), so 
2 

0 S E1 + F ~ I. Thusµ~ f(E 1 + F) = f(E 1 ) + f(F) > µ - e. + f(F) 

This implies that 

f(F) < E.. (5.5) 

g = -f I .A . 
E2 

Now, let Then g is a completely additive, 

norm-continuous, hermitian functional on .AE (f is one on .A) with 
2 

llgll S 1, and since f(F) < E. for all Fe ~(.AE ) we have g(F) > -e. 
2 

for all Fe ~(.AE ). As before, we can find projections 
2 

F1 , F2 e ~(.AE) with sum E2 (the identity of .AE) such that if we 
2 2 

define 

gij (T) = g(FiTFj) (i,j = 1,2), then g = gll + g 12 + g 21 + g22 and 

g11 is a-weak continuous. Also 11g12 11 5 3~, 11g21 11 5 3~ and 

g(F) <~for every projection Fe .AF. Thus 
2 
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-e. < g(F) < e. (g(F) > -e. follows since AF c AE ). 
2 2 

Thus jg(F) I < E. for every Fe AF . 
2 

that 

Hence 1 emm a 5 . 2 . 1 ( i i ) imp 1 i es 

11 g j .A. 11 ~ 4E. . 
Fz 

Therefore, lg
22

(S) I = lg(F
2

sF 2 ) I ~ 4e.11F
2

sF
2

11 ~ 4E. 11S11 (Se.A.). 

Hence 

Let f
0

(T) := -g11 (E 2 TE 2 ) (Te.A.). 

Then 

f (f22 - fo)(T) I = f f(E2TE2) + gll (E2TE2) f 

= I ( g 11 - g) ( E 2 TE 2) I 
S 11g11 - g11 11E 2 TE 2 11 

S (4E. + 6 ~) IITII 

Thus II f 22 - f 
O 

II ~ 4E. + 6~ and f 
O 

e A*. This proves the theorem. 

5.2.8 COROLLARY ([5], p 44) 

For a state on A (i.e. a positive linear functional with norm 

one), one has that a-weak continuity, normality and complete 

additivity are equivalent. 

Proof: 

Suppose f is normal (see definition 1.4.5(1)). Let {E.}. I be a 
1 ie 

family of disjoint projections in .A.. Take any finite subset 

Jc I. Then EJ = 2ieJE e ~(.A.). If His a finite subset of I with 

H ~ J, we have EH~ EJ. Let~ be the class of all finite subsets 

of I. Then the net (E 3 , Je ~. ~) is increasing, uniformly bounded 

and for each Je ~. E3 ~ 0. Hence 

f('. IE.) = f.ie 1 = lim '· J f(E.) J f.ie 1 = '· I f(E.). f.ie 1 
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Thus f is completely additive. 

If f is completely additive, lemma 5.2.5 implies that f is 

a-weakly continuous. Suppose f is a-weakly continuous on A. Let 

{TA} be increasing of elements in + (with T) , a net A supremum 

which is uniformly bounded. Then the monotone convergence 

proposition 1. 4. 3 states that TA -----+ T in the strong-operator 

topology on A. Since the strong topology on A is finer than the 

weak-operator topology, and the weak-operator topology equals the 

a-weak topology on bounded parts, TA-----+ Ta-weakly. The a-weak 

continuity off implies that f(TA)-----+ f(T). Clearly 

TA 5 Tµ (A $ µ) implies f(TA) 5 f(Tµ) (f is positive). Hence 

sup f(TA) = f(T) = f(sup TA), which means that f is normal. 
,\ ,\ 

■ 
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SUMMARY 

The main goal of this study is to generalize the theory of compact 

and of Fredholm operators defined on a complex Hilbert space H to 

von Neumann algebras. Since this generalization depend heavily on 

the study of the project ion lattice existing on a von Neumann 

algebra, the first chapter contains a comprehensive amount of 

standard material concerning the geometry of projections in a von 

Neumann algebra .A.. 

If we consider the commutant .A.' of a von Neumann algebra and a 

projection E in .A. then the restriction of each element of .A.' to 

E(H) defines a representation HE of .A.' 

bounded linear operators on E(H) (E(H) 

* into the C -algebra of all 

is the range space of the 

projection E). In Chapter 2 we consider all these representations 

of .A. ' into E ( H) ( where E i s assumed to be fin i t e re 1 at iv e to .A.) , 

to construct a commutative monoid M. The Grothendieck group r of 

M can canonically be equipped with an order relation. This group 

is important in the Chapters that follow, since it contains the so 

called indices of the Fredholm elements defined on a von Neumann 

algebra .A.. 

In Chapter 3 the concept of finite, compact and Fredholm elements 

are introduced. On the set of all Fredholm elements relative to .A. 

an index mapping is defined with values in the Grothendieck group 

r. These values are called the indices of the Fredholm elements 

relative to .A.. 



Digitised by the Department of Library Services in support of open access to information, University of Pretoria, 2021 

The main theorems of this study are obtained in Chapter 4. These 

results generalize theorems, obtained by F. Riesz and Atkinson: 

(i) "The generalized Fredholm alternatives say that I - Tis 

Fredholm with index zero (relative to A) if Tis compact 

(relative to A). 

(ii) In the second theorem we study properties that hold for 

the increasing sequence of null projections of the 

elements (I - T)n, n = 1,2, ... , where Tis compact. 

-
(iii) If A is the Calkin algebra of A • Then the set of all 

Fredholm elements relative to A, is exactly the inverse 

-
image of the group of all invertable elements in A under 

-
the canonical quotient mapping II : A ---+ A. 

--- oOo ---



Digitised by the Department of Library Services in support of open access to information, University of Pretoria, 2021 

FREDHOLM-TEORIE IN VON NEUMANN ALGEBRAS 

Leier 
Departement 
Graad 

deur 

tf 

ANTON STRoH 

Professor J Swart 
Wiskunde en Toegepaste Wiskunde 
MSc 

OPSOMMING 

Die doel van hierdie verhandeling is om die teorie van kompakte en 

Fredholm-opera tore, wat gedefinieer is op 'n komplekse Hilbert-

ruimte H, na von Neumann-algebras te veralgemeen. Aangesien 

hierdie verhandeling berus op die studie van die projeksierooster 

wat op 'n von 

hoofstuk die 

Neumann-algebra bestaan, gee 

nodige agtergrond omtrent 

projeksies in von Neumann-algebras. 

ODS 

die 

in die eerste 

geometrie van 

It 

In hoofstuk 2 konstrueer ons 'n sekere kommutatiewe monoied M deur 

te gaan kyk na alle representasies 1IE vanaf A' in die c*-algebra 

bestaande uit alle kontinue lineere operatore op E(H) (E(H) is die 

beeldruimte van die projeksie E ), waar A' die kommutant van A is 

en 1IE die afbeelding wat elke element van A' beperk tot E(H). Ons 

definieer verder 'n natuurlike ordening op die Grothendieck-groep 

r van M. Die feit dat hierdie groep die sogenaamde indekse van 

die Fredholm-elemente relatief tot 'n von Neumann-algebra A bevat, 
It 

is van essensiele belang in die daaropvolgende hoofstukke. 

In hoofstuk 3 definieer ons die begrippe eindige, kompakte en 

Fredholm-elemente, relatief tot 'n von Neumann-algebra A. Ons 

definieer ook die indeksafbeelding op die versameling van alle 

Fredholm-elemente met waardes in die groep r. Hierdie waardes 

word die indekse van Fredholm-elemente relatief tot A genoem. 
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Die hoofresultate in hierdie verhandeling word in hoofstuk 4 

bewys. Orie stellings bewys deur F Riesz en Atkinson is 

veralgemeen na van Neumann-algebras. 

behels die volgende 

Die veralgemeende stellings 

( i) 

(ii) 

(iii) 

As T kompak relatief tot .A. is, dan is I - T Fredholm 

relatief tot .A. met indeks nul. 

In die tweede stelling word sekere eienskappe ondersoek . 
wat geld vir die stygende ry van nul projeksies van die 

elemente (I - T)
0

, n = 1,2, .•. , waar T kompak relatief 

tot A is. 

-Laat .A. die Calkin algebra van A wees en gestel 
It 

'/I : A ---+ A is die kanoniese kwosientafbeelding. Dan 

is die versameling van alle Fredholm-elemente relatief 

tot .A. presies die inverse beeld van die groep van alle 

inverteerbare elemente in .A. onder die afbeelding n. 

--- oOo ---
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