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Abstract 
This paper examines whether proxies of political risk exposure at the firm-level can predict the 
aggregate stock market volatility. Utilizing a nonparametric causality-in-quantiles test which not 
only guards against misspecification due to nonlinearity, but also tests for causality over the 
entire conditional distribution of the realized volatilities, we show that political risk exposure can 
serve as a strong predictor of bad realized volatility, while the causal effects are non-existent in 
the case of overall and good realized volatilities. Our findings provide novel insight to the well-
documented asymmetric volatility puzzle and the effect of political uncertainty on stock market 
fluctuations via the investor attention channel. The results also suggest that political risk 
exposure could be a contributing factor to jump risk in the cross-section of returns. 
 
Keywords: Aggregate Realized Volatility; Firm-Level Political Risk, Quantile Causality, S&P 500. 
JEL Codes: C22, G1.     
 
  
 

1. Introduction 
 

The determinants of stock market volatility have been examined in numerous studies from many 
different angles and using various methodologies. In particular, volatility asymmetry, a well-
documented phenomenon that relates to the asymmetric effect of news on volatility, has 
remained a puzzle despite the overwhelming evidence of its presence in various settings 
including equity markets (e.g. Bekaert and Wu 2000), commodities (e.g. Morana 2001) and 
currencies (e.g. French et al. 1987). Although the “leverage effect” in which decreasing stock 
prices drive the riskiness of equity has been initially proposed to explain this phenomenon (e.g. 
Black, 1976), other studies have proposed a “volatility feedback” mechanism in which high 
volatility depresses returns (e.g. Campbell and Hentschel, 1992; Bekaert and Wu, 2000). More 
recently, however, building on the evidence by Andrei and Hasler (2015) that investor attention 
is related to volatility, Dzieliński et al. (2018) argue that volatility asymmetry is largely driven by 
asymmetries in investor attention channelled by the differences in opinion and dispersion in 
forecasts. Motivated by a growing number of studies on the effect of economic policy 
uncertainty (EPU) on stock market volatility (e.g. Pastor and Veronesi, 2012, 2013), we 
contribute to this debate from a novel angle. Utilizing the concept of political risk exposure at 
the firm level, recently developed by Hassan et al. (2017), we explore the role of political risk on 
volatility asymmetry in stock market returns. By doing so, we contribute to the literature on (i) 
volatility asymmetry by providing an alternative risk-based explanation to its cause; and (ii) the 
EPU-stock market nexus by exploring an alternative channel in which volatility might be related 
to political uncertainty. 
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Clearly, accurate prediction of the process of volatility (both at firm- and aggregate-levels) has 
implications for portfolio selection, the pricing of derivative securities and risk management 
(Poon and Granger, 2003; Rapach and Strauss, 2008; Rapach et al., 2008). In addition, financial 
market volatility, as witnessed during the recent global crisis, can have wide repercussions on the 
economy as a whole, via its effect on real economic activity and public confidence. Hence, 
estimates of market volatility can serve as a measure for the vulnerability of financial markets and 
the economy, and can help policymakers design appropriate policies. Not surprisingly, the 
literature on modelling and prediction of volatility is well established (see, Babikir et al., 2010; 
Ben Nasr et al., 2014, 2016; Gil-Alana et al., 2014; Yaya et al., 2015 for detailed reviews).  
 
While volatility prediction has historically relied on high-frequency univariate models, more 
recently, Engle and Rangel (2008), Rangel et al., (2011) and Engle et al. (2013) have highlighted 
the importance of low-frequency financial and macroeconomic variables in capturing future 
movements in the volatility process of financial assets, based on mixed-frequency modelling. In 
this context, Hassan et al. (2017) adapt simple tools from computational linguistics to construct a 
new measure of political risk faced by individual U.S. firms, i.e., the share of their quarterly 
earnings conference calls that they devote to political risks. They then show that this proxy of 
political risk is able to predict quarterly (implied and realized) U.S. firm-level volatility in a panel 
of 9,481 firms. While Hassan et al. (2017) relate the effect of political risk on volatility to market 
frictions and inefficiencies that hinder growth at the firm level, the recent evidence by Andrei 
and Hasler (2015) and Dzieliński et al. (2018) create an interesting opening suggesting that 
investor attention and dispersion of forecasts by analysts may also play a role in how political risk 
exposure relates to volatility. 
 
Against this backdrop, this paper examines whether the cross-sectional average and standard 
deviation of firm-level political risk exposures over time can predict overall, good and bad 
realized volatilities of aggregate stock market returns. This is an important concern as Giot et al. 
(2010) stresses that financial market participants care not only about the nature of volatility, but 
also of its level, with all traders making the distinction between good and bad volatilities, which 
in turn, provides us the motivation to look at such disaggregation of the volatility process. For 
our purpose, we use the nonparametric causality-in-quantiles test of Jeong et al. (2012) to 
examine the predictability of quarterly realized volatilities of the S&P 500 returns emanating 
from the firm-level political risk exposures. The causality-in-quantile approach has two novelties: 
First, it is robust to misspecification errors as it detects the underlying dependence structure 
between the examined time series, which could prove to be particularly important as it is well 
known that S&P 500 equity market realized volatility is nonlinearly related with its predictors 
(Balcilar et al., 2018).1 Second, via this methodology, we are able to test for causality over the 
entire conditional distribution of the dependent variable, which is particularly important if the 
dependent variable has fat-tails – as is the case for realized volatility of the S&P 500 financial 
returns (Gupta et al., 2018).2 Consequently, the ability of our method to accommodate for 
nonlinearity and go beyond the causality at the conditional-mean, makes the quantile based 
approach a more general one, and hence, enhances the possibility of detecting predictability by 
controlling for misspecification. To the best of our knowledge, this is the first paper that 
examines causal interactions between the dispersion of firm-level political risk exposures and the 
realized volatility of the S&P 500 using a causality-in-quantile approach. The remainder of the 

                                                           
1 When we applied the Brock et al., (1996, BDS) test, we detected nonlinear relationship between realized volatilities 
and the mean and standard deviation of the firm-level political risk variables. Complete details of these results are 
available upon request from the authors. 
2 The Jarque-Bera test of normality, details of which are available upon request from the authors, overwhelmingly 
rejected the null of normality for the realized volatilities, resulting from positive skewness and excess kurtosis.  
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paper is organized as follows: Section 2 outlines the methodology, Section 3 discusses the data 
and results, and Section 4 concludes.   
 

2. Methodology 
 
The causality-in-quantiles test employed in this study builds on Jeong et al. (2012). Our 
dependent variable (yt) is the quarterly realized aggregate, good or bad volatility of the S&P500 
index, which is obtained from the daily sum of squared log-returns, positive only log-returns or 
negative only log-returns over a specific quarter, respectively. The predictor variable (xt) is the 
mean, the cross-sectional mean or dispersion of firm-level political risk exposures employed one 

at a time (discussed in detail in the data segment). Let ),...,( 11 pttt yyY   , ),...,( 11 pttt xxX    

with ),( ttt YXZ   and ),( 1| 1  ttZy ZyF
tt  

and ),( 1| 1  ttYy YyF
tt

 denote the conditional distribution 
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ê
s
.   (3) 

where )(K  is the kernel function with bandwidth h , 𝑇 is the sample size, 𝑝 is the lag order, and 
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with )(L  denoting the kernel function and h  the bandwidth.   

The empirical implementation of causality testing via quantiles entails specifying three key 

parameters: the bandwidth (h), the lag order (p), and the kernel type for 𝐾(∙) and 𝐿(∙). We use a 
lag order of one based on the Schwarz information criterion (SIC), which is known to select a 
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parsimonious model as compared with other lag-length selection criteria, and hence, help us 
overcome the over-parameterization problem that typically arises in studies using nonparametric 
frameworks, and particularly in our case with 64 observations. For each quantile, we determine 
the bandwidth parameter (h) by using the leave-one-out least-squares cross validation method. 

Finally, for 𝐾(∙) and  𝐿(∙), we use Gaussian kernels.  
 

3. Data and Empirical Results  
 
Our analysis is based on two variables, namely, the quarterly (overall, good, or bad) realized 
volatility of the S&P500 returns (RV, RV-Good, or RV-Bad) and the cross-sectional average 
and dispersion (standard deviation) of political risk exposures across firms. Since the data on the 
firm-level political risk is available only quarterly, our analysis covers the period of 2001:01 to 
2016:04. Note that the start and end dates are purely driven by the availability of firm-level 
political risk data. 
 
Hassan et al., (2017) use textual analysis of quarterly earnings conference-call transcripts to 
construct a firm-level measure of the extent and type of political risk faced by individual firms 
listed in the U.S. exchanges. This metric is simply based on the share of the conversation 
between participants and firm management that centers on risks associated with politics, i.e., 
PRisk. To this end, they adapt a simple pattern-based sequence-classification method developed 
in computational linguistics in order to distinguish between language associated with political 
versus non-political topics. For each of 9,481 firms listed on a U.S. stock exchange between 2001 
and 2016, the dataset not only provides information for PRisk, but also its two logical 
components: (1) A measure of political exposure, PolX, calculated by counting only the number 
of political bigrams, without conditioning on risk, and; (2) A measure of overall risk, Risk, 
calculated by counting only the number of synonyms for risk or uncertainty, without 
conditioning on political bigrams. In addition, the dataset lists NPRisk, a measure of non-
political risk faced by each firm in each quarter, constructed by calculating the weighted sum of 
non-political bigrams used in conjunction with a synonym for risk or uncertainty.3  
 
Since the firm-level political risk data is available quarterly, we compute the quarterly realized 
volatility of the S&P 500 using daily data sourced from the Global Financial Database. The 
measure that we consider is the classical estimator of realized volatility, i.e. the sum of squared 

daily returns (Andersen and Bollerslev, 1998), expressed as: 𝑅𝑉𝑡 =  ∑ 𝑟𝑡,𝑖
2𝑀

𝑖=1 , where 𝑟𝑡,𝑖 is the 

daily 𝑀 × 1 log-return vector and 𝑖 = 1, … , 𝑀 the number of daily returns over a quarter. RV-
Good (RV-Bad) is obtained by considering daily positive (negative) log-returns only, using the 
same formula above. With both RV and the various political risk variables being stationary, 
based on standard unit root tests4, we do not require any further transformations to conduct our 
quantile causality tests which require stationary data. Given that we want to predict aggregate 
volatility, our measure of political risk is the cross-sectional average (_Mean) and standard 
deviation (_SD) of firm-level political risk metrics across the 9,481 firms in the sample.  
 
Figures 1(a), 1(b), and 1(c) present the results obtained from the quantile causality tests for 
overall (RV), good (RV-Good), and bad (RV-Bad) volatility, respectively due to the various 
political risk metrics, namely PRisk_Mean, PRisk_SD, PolX_Mean, PolX_SD, Risk_Mean, 
Risk_SD, NPRisk_Mean, and NPRisk_SD, over the quantile range of 0.05 to 0.95. In the figures, 
the line corresponding to each political risk variable shows the rejection (non-rejection) of the 

                                                           
3 Further details involved in the construction of the data, and the data set itself is available for download from: 
http://www.policyuncertainty.com/firm_pr.html. 
4 Complete details of the unit root tests are available upon request from the authors. 

http://www.policyuncertainty.com/firm_pr.html
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null of no Granger causality from the political risk variable to each S&P 500 realized volatility 
measure at a specific quantile captured in the horizontal axis. Note that, as in Hassan et al., 
(2017), for the sake of comparability, we also include the economy-wide news-based measure of 
economic policy uncertainty (EPU) index (as developed by Baker et al., 2016) in our set of 
predictors.5 Given that the test statistic is standard normal, the figures also present the lines 
capturing the critical values of 2.575, 1.96, and 1.645 across the quantiles corresponding to 10%, 
5%, and 1% levels of significance respectively.  
 
Figure 1(a). Causality-in-Quantiles Test Result for Overall Realized Volatility (RV) of the S&P 
500  

 
 
 
Figure 1(b). Causality-in-Quantiles Test Result for Good Realized Volatility (RV-Good) of the 
S&P 500 

 
 

                                                           
5 The data is downloaded from: http://www.policyuncertainty.com/us_monthly.html, with the weblink also 
providing details on the construction of this EPU index. Note the EPU index is available at monthly frequency, 
which we convert to quarterly values based on temporal aggregation, i.e., taking the average over three months of a 
specific quarter.  
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Figure 1(c). Causality-in-Quantiles Test Result for Bad Realized Volatility (RV-Bad) of the S&P 
500  

 
Note: The vertical axis presents the test statistics corresponding to the null hypothesis that a 
given political risk metric (PRisk_Mean, PRisk_SD, PolX_Mean, PolX_SD, Risk_Mean, 
Risk_SD, NPRisk_Mean, and NPRisk_SD) does not Granger cause S&P500 realized 
volatility measure (RV, RV-Good, and RV-Bad). Horizontal axis captures the quantiles. The 
line corresponding to each political risk variable shows the rejection (non-rejection) of the 
null of no Granger causality from the political risk variable to the S&P 500 realized volatility 
measure at the 10, 5, or 1 percent levels of significance if the lines are above (below) 1.645, 
1.96, or 2.575 for a specific quantile captured in the horizontal axis. 10% CV, 5% CV, and 
1% CV are the 10, 5 and 1 percent critical values of 1.645, 1.96, and 2.575, respectively. 
 

 
As can be seen from Figure 1(a), predictability for RV is only restricted to EPU over the quantile 
range of 0.40-0.60, and under NPRisk_Mean and NPRisk_SD for the quantiles 0.40-0.45 and 
0.40-0.70. This suggests that neither political risk proxy has a causal effect on the overall realized 
volatility of stock market returns. However, comparing the results for good and bad volatility, we 
see that the predictive power of political risk proxies largely concentrate on the bad volatility 
measure. While we observe in Figure 1(b) no evidence of predictability either from EPU or any 
of the political risk variables, the results presented in Figure 1(c) display clear and highly 
significant evidence of predictability for bad volatility (RV-Bad) from all of the predictors (EPU 
and firm-level based political risks), over the entire conditional distribution of bad volatility, 
except at the extreme upper end (0.90-0.95) of the conditional distribution.6 Note that we use 
standardized version (i.e., standard deviation of the variables normalized to unity) of the 
predictors, to check for the relative strength of causality emanating from the predictors. Given 
this, we observe that the predictors, in general, perform equally well (or equally poorly). 
 
While observing similar results for the economic policy uncertainty index and the various firm 
level political risk proxies in our tests reinforces the validity of the individual firm level measures 

                                                           
6 We also used bootstrapped linear Granger causality tests designed for modest sample sizes as in Balcilar et al., 
(2010), and Ashley and Tsang (2014). However, these tests failed to pick up any evidence of predictability for the 
various realized volatilities (even at the 10% level of significance), which is not surprising, given that these models 
are misspecified due to the existence of nonlinearity as discussed in footnote 1. However, some evidence of 
predictability from the political risk variables, especially for RV-Bad was detected when we applied rolling version of 
these tests, which is understandable, given that rolling-causality accounts for nonlinearity by allowing the model 
parameters to vary over the rolling window. Complete details of these results are available upon request from the 
authors.  
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as proxies of aggregate political risk, the findings that causality is largely directed towards bad 
volatility suggests several important implications. Given the evidence by Hassan et al. (2017) that 
political shocks appear to be a significant source of firm-level (idiosyncratic) risk and that the 
distribution of firm-level political risk has high variance and a fat right tail, our strong findings 
on bad volatility suggest that political risk exposure at the firm level can induce volatility jumps 
that have been well-documented in financial returns (e.g. Barndorff-Nielsen and Shephard, 2004; 
Giot, 2010). Furthermore, given the evidence by Dunham and Friesen (2007) that jump risk can 
serve as a systematic risk factor in stock returns, one can argue that the causation from political 
risk exposure to bad volatility could be a factor driving the time-variation in risk premia.  
 
At the same time, why the causal effect of political risk exposure is limited to bad volatility alone 
could be explained by piecing together the evidence from various studies in the literature. 
Focusing on investor attention, Andrei and Hasler (2015) relates stock market volatility to the 
level of attention investors pay to news such that attentive investors immediately incorporate 
new information to prices, driving volatility, while investors who pay little attention to news only 
gradually price the new information, resulting in low volatility. Keeping this in mind, in a related 
study from the political science literature, Soroka (2006) examine the public reaction to mass 
media content regarding the economy and show that public responses to negative economic 
information are much greater than are public responses to positive economic information. 
Considering the conclusion by Soroka (2006) that such an asymmetry in the public’s response to 
economic information is in part driven by asymmetries evident in media content, resulting in 
mass media overemphasizing negative information, one can argue that investors’ greater 
attention to negative information regarding political risk exposures drives the asymmetric effect 
that we observe in our tests. This explanation is in fact supported by the recent finding by 
Dzieliński  et al. (2018) that volatility asymmetry is driven by asymmetric attention such that 
investor attention and differences of opinion drives the asymmetry in stock return volatility. 
Given the conclusion by Hassan et al. (2017) that political shocks serve as a significant driver of 
firm-level (idiosyncratic) risk and by Dzieliński  et al. (2018) that stocks for which volatility is 
largely idiosyncratic also show a larger volatility asymmetry, our finding suggest that the effect of 
political risk exposure on asymmetric volatility can be explained by investor attention to 
economic news.  
 
Considering the investment implications, as pointed out by Caporin et al., (2016), good volatility 
is directional, persistent and relatively easy to predict, while bad volatility is jumpy and 
comparatively difficult to foresee. Therefore, good volatility is generally associated with the 
continuous and persistent part, while bad volatility captures the discontinuous and jump 
component of volatility. To that end, our results seem to suggest that the firm-level political risk 
exposures affect the jump component of volatility, and in the process move bad realized 
volatility (see for example, Gkillas et al., 2018 who relates jumps in the Dow Jones Industrial 
Average (DJIA) with global geopolitical risks). This result in turn, justifies the need to distinguish 
between good and bad volatilities important.  
 

4. Conclusion 

Financial market volatility is used as an important input in investment decisions, option pricing 
and financial market regulation, thus making volatility prediction an important area of research 
for academics, investors and policymakers. In this paper, we use a nonparametric causality-in-
quantiles test to analyze the predictability of overall, good and bad realized volatilities of S&P 
500 index returns based on information from various proxies of political risk exposure at the 
firm level. This nonparametric approach not only guards against misspecification due to 
nonlinearity, but also tests for causality over the entire conditional distribution of the realized 
volatilities. Our findings indicate that political risk exposure can serve as a strong predictor of 
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bad realized volatility, while the causal effects are non-existent in the case of overall and good 
realized volatilities.  
 
Our findings provide further insight to the well-documented asymmetric volatility puzzle and the 
effect of political uncertainty on stock market fluctuations via the investor attention channel. The 
results also suggest that proxies of political risk exposure, either at the firm or aggregate level, 
should be considered in volatility forecasting models, however, only after distinguishing between 
good and bad components of volatility, and that political risk exposure could be a contributing 
factor to jump risk in the cross-section of returns. 
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