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1. Introduction 

The proportion of national economies spent on health care in most modern industrialised 

countries has risen steadily over the past years. The reasons often mentioned for such ascending 

pattern are coincident with improving technology, available health insurance coverage, aging 

population and price inflation. The level of health care expenditures has always been among the 

main concerns of governments, policy makers, trade unions and citizens of the US (Freeman, 

2003; Panopoulou and Pantelidis, 2013). US health care expenditures are by far highest in the 

world placing healthcare reform at the center of political and economic debates (Blavin et al., 

2012; Guemmegne et al., 2014). For example, in 2013, $2.9 trillion was spent on health care in 

the US (Hartman et al., 2014). Health spending accounted for 16.9% of GDP in US in 2012 with 

the highest share among OECD countries and more than 7½ percentage points above the OECD 

average of 9.3% (OECD Health Statistics, 2014). In contrast to most OECD countries, health 

spending in the US is split evenly between public and private sources. In 2012, 48% of health 

spending in the US was publicly financed, well below the average of 72% in OECD countries. 

Furthermore, the health spending is projected to grow at an average rate of 5.8% from 2012-

2022, 1.0% point faster than expected average annual growth in the GDP. In a recent study 

Caporale et al. (2015) summarise that the disposable income, together with other demand and 

supply factors such as medical technological progress or demographic trends, is one of the key 

drivers of healthcare demand and therefore expenditure. 

 

Given such a huge magnitude of expenditure on health and its policy implications, it is 

relevant to examine the statistical behaviour of such macroeconomic variables. The behaviour of 

US total healthcare expenditure is complex and difficult to model (Guemmenge et al., 2014). So 

far, most studies have focused on modelling the economic characteristics of health expenditures. 

Such analyses are not sufficient since such theoretical models estimated and tested on the 

assumption of symmetric business cycles and linear data generating process. Consequently, if the 

disturbances are not symmetric, the results from unit-root and cointegration tests will be spurious 

(Narayan, 2009).  

 

Empirical findings on asymmetric behaviour business cycles are at best mixed; while 

some find symmetrical behaviours, others asymmetric behaviour (Narayan, 2009; Chirila and 
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Chirila, 2012). Such mixed findings are due to the fact that a variety of methodologies are 

applied to different countries in different time periods (Peiro, 2004). Similarly, there are also 

inconsistencies in the empirical findings of analyses of US national health care expenditures as 

justified by Getzen (2013). 

 
This paper examines the asymmetric behaviour of healthcare expenditure and personal 

disposable income in the 50 US states over the period 1966-2009 using nonparametric Triples 

test techniques. Three main reasons explain the use of Triples test. First, following Narayan 

(2009), Triples tests allow us know the deepness and steepness asymmetry in the disposable 

income and health care expenditures. Second, Triples test methods are more efficient than many 

other methods used in the literature to detect asymmetry. Third, Triples test is asymptotically 

distribution free, which means that the outliers and changes in the variance of the distribution of 

the time series cannot affect the test (Narayan, 2009; Zerihun et al., 2014). To the best of our 

knowledge this study is the first attempt to test for asymmetric behaviour of these relevant 

variables at US state level using nonparametric Triples test. 

 

The rest of the paper is organized as follows. The following section presents the literature 

review on asymmetric behaviour of income and health care expenditures and on the 

nonparametric methodology employed in this study. Section 3 defines the data set and presents 

the empirical results. Finally, Section 4 concludes. 

 

2. Literature review and methodology 

2.1. Literature review  

The relationship between health care expenditures and disposable income has been extensively 

examined given its important policy implications (see, for example, Gerdtham and Lothgren, 

2000; Di Matteo, 2003; Narayan, 2006, 2009; Baltagi and Moscone, 2010; Freeman, 2012 and, 

recently, Caporale et al., 2015). Most recent studies attempt to analyse such a relationship using 

parametric methods (see, for example, Wang, 2009; Freeman, 2012; Acemoglu et al., 2013; 

Yavuz et al., 2013; Caporale et al., 2015, among others). For example, Gerdtham and Lothgren 

(2000) tested a long run relationship between health expenditure and income using cointegration 

techniques. In another study, Narayan (2006) analyzed whether shocks have a permanent effect 
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or a transitory effect on health care expenditure and income. Recently, Caporale et al. (2015) 

focus on health expenditure and income proposing fractional integration techniques. All the 

previous analyses are based on the assumption of symmetric business cycles and linear data 

generating process, so that their main conclusions rely on this assumption and could not be valid 

under asymmetric business cycles.  

 

In a previous paper, Narayan (2009) proposed a nonparametric Triples test to study 

asymmetric per capita health expenditures and per capita GDP for 11 OECD countries. In this 

study we also use a nonparametric Triples test as described in the next section. Triples test was 

first developed by Randles et al. (1980) and later introduced to the economics literature by 

Verbrugge (1997) and Razzak (2001), respectively. In this paper, and following Narayan (2009), 

we also propose to use Triples test to model health care expenditures and income. 

 

There is a general believe that most economic variables exhibit asymmetric behaviours. 

In the business cycle literature, there are two types of asymmetric behaviour: deepness 

(transversal) and steepness (longitudinal).1 A deep asymmetry arises when the series remains 

above trend for longer periods than below trend, whereas cycle troughs are further below trend, 

in absolute value, than the cycle peaks are above trend. In contrast the steepness asymmetry is 

characterized by steeper contractions in a series than expansions over the business cycle 

(Panopoulou and Pantelidis, 2013). 

 

2.2. Methodology: the Triples test 

Triples test was initially developed by Randles et al. (1980). To perform the Triples test, we face 

the immediate problem of decomposing the series into trend and cyclical components. To 

estimate deepness asymmetry, the series needs to be decomposed and de-trended to leave only 

the cyclical component of the series. Despite its limitations, we use the Hodrick-Prescott filter to 

detrend the time series (Narayan, 2009; Chirila and Chirila, 2012; Zerihun et al., 2014). 

                                                            
1 Ramsey and Rothman (1996) classify asymmetry into longitudinal and transversal. They defined longitudinal 
asymmetry as asymmetry in the direction of the movement of the business cycle. In a similar manner, they defined 
transversal asymmetry as asymmetry orthogonal to the direction of the movement of the business cycle. Steepness 
would be a longitudinal asymmetry while deepness would be an example of transversal asymmetry. 
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Likewise, to estimate the steepness asymmetry we used first differenced data. We then apply the 

Triples test to evaluate the symmetry of the classical cycles. 

 

Intuitively, the Triples test counts all possible triples from a sample of size ܰ(i.e., ቀܰ
3
ቁ 

combinations) of a univariate time series. When most of the triples are right-skewed, the time 

series said to be asymmetric. If ݅, ݆ and ݇ are three distinct integers such that 1 ൑ ݅, ݆, ݇ ൑ ܰ, the 

triple of observations ݔ௜, ,௝ݔ ௞ݔ  forms a right triple or skewed to the right if the middle 

observation is closer to the smallest observation than it is to the largest observation. This is 

illustrated by: 

 

                    Right triple                x                      x            x  

                    Left triple                           x           x               x                   

 

Formally, let ݔ௜ ேݔ ,…,  denote a random sample drawn from ܨሺݔ െ  ሺ∙ሻ is aܨ ሻ whereߠ

cumulative distribution function for a continuous population with ܨሺ0ሻ ൌ
ଵ

ଶ
 and ߠ is the median 

of the ݔ population. 

 

Let, 

 

݂∗൫ݔ௜, ,௝ݔ ௞൯ݔ ൌ ௜ݔ൫	݊݃݅ݏൣ ൅ ௝ݔ െ ௞൯ݔ2 ൅ ௜ݔ൫	݊݃݅ݏ ൅ ௞ݔ െ ௝൯ݔ2 ൅ ௝ݔ൫	݊݃݅ݏ ൅ ௞ݔ െ ௜൯൧ݔ2
ଷ
,(1) 

 

where ݊݃݅ݏ	ሺݑሻ ൌ െ1, 0	or or equal to when u is equal, greater, or smaller than 0. 
 

Then we say ݔ௜, ,௝ݔ ௞ݔ  forms a right triple if ݂∗൫ݔ௜, ,௝ݔ ௞൯ݔ ൌ
ଵ

ଷ
. Note that ݂∗൫ݔ௜, ,௝ݔ  ௞൯ݔ

can only assume the values 1/3, 0, 1/3. We define a left triple (looks skewed to the left) as any 

൫ݔ௜, ,௝ݔ ௞൯ݔ  for which ݂∗൫ݔ௜, ,௝ݔ ௞൯ݔ ൌ
ିଵ

ଷ
(again see the figure above). Finally, when 

݂∗൫ݔ௜, ,௝ݔ ௞൯ݔ ൌ 0 , the triple is neither right nor left skewed. This last event, however, has 

probability zero when sampling from a continuous population. The proposed test statistics is then 

the U statistics given by: 
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ߟ̂ ൌ ቀܰ
3
ቁ
ିଵ
∑ ݂∗൫ݔ௜, ,௝ݔ ௞൯௜ழ௝ழ௞ݔ .        (2) 

 

So that 

 

ߟ̂ ൌ
ሾሺ௡௨௠௕௘௥	௢௙	௥௜௚௛௧	௧௥௜௣௟௘௦ሻିሺ௡௨௠௕௘௥	௢௙	௟௘௙௧	௧௥௜௣௟௘௦ሻሿ

ቂଷቀே
ଷ
ቁቃ

,      (3) 

 

It follows from Hoeffding (1948) that this is a U statistics estimate 

 

ሻߟሺ̂ܧ ൌ ߟ ൌ ሼݎܲ ଵܺ ൅ ܺଶ െ 2ܺଷ ൐ 0ሽ െ ሼݎܲ ଵܺ ൅ ܺଶ െ 2ܺଷ ൏ 0ሽ,    (4) 

 

with 

 

ሻߟሺ̂ݎܽݒ ൌ ቀܰ
3
ቁ
ିଵ
∑ ቀ3

ܿ
ቁ ቀܰ െ3

3 െܿ
ቁ ௖ߞ

ଷ
௖ୀଵ ,       (5) 

 

where 

 

௖ߞ ൌ ሾݎܽݒ ௖݂
∗ሺݔଵ, … ,  ௖ሻሿ,         (6)ݔ

 

and 

 

௖݂
∗ሺݔଵ, … , ௖ሻݔ	 ൌ ,ଵݔሾ݂∗ሺܧ … , ,௖ݔ	 ,௖ାଵݔ	 … ,  ሻሿ.      (7)	ଷݔ

 

Letting ߪ஺
ଶ ൌ ଵߞ9  and since ߪே

ଶ ൌ ஺ߪ
ଶ ൅ ሺ1ሻߪ , Randles et al. (1980) use the Slutsky 

theorem to show that ܰଵ/ଶ ൌ ሺ̂ߟ െ ሻߟ ⁄  ஺ also has a standard normal limiting distribution. Weߪ

now discuss the appropriate hypotheses to be tested. First note that if the underlying distribution 

is symmetric, ଵܺ ൅ ܺଶ െ 2ܺଷ has the same distribution as െ ଵܺ െ ܺଶ ൅ 2ܺଷ and therefore, ߟ ൌ 0. 

Hence we can use ̂ߟ as a statistic for testing, 
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ߟ̂	:଴ܪ ൌ 0 versus ܪଵ:	̂ߟ ് 0,         (8) 

 

This is a two-sided test, but could possibly be a one-sided test. This test is used to test the 

hypothesis that the distribution is symmetric around the unknown median ߠ against a broad class 

of asymmetric alternatives. The Triples test interpretation goes with hypothesis testing in 

equation (8). If we have significant evidence to reject the null hypothesis it means asymmetry. If 

we fail to reject the null hypothesis the opposite holds true. 

 

The simple nature of ݂∗ሺ∙ሻ makes ߞଵ,  ଷ expressible in terms of probabilities, andߞ ଶ andߞ

thus it is possible to use U statistics to estimate these quantities consistently as follows: 

 

ଵߞ ൌ ሾ	ݎܽݒ ଵ݂
∗ሺݔଵሻሿ with ଵ݂

∗ሺݔଵሻ ൌ ሾ	ܧ ଵ݂
∗ሺ∙ሻሿ       (9) 

 

ଵߞ ൌ ܰିଵ ∑ ሺ ଵ݂
∗ሺݔ௜ሻ െ ሻଶேߟ̂

௜ୀଵ ,         (10) 

 

where 

 

ଵ݂
∗ሺݔ௜ሻ ൌ ቀܰ െ 1

2
ቁ∑ ∑ ଵ݂

∗൫ݔ௜, ,௝ݔ ௞൯௝ழ௞ݔ
௝ஷ௜ஷ௞

.       (11) 

Similarly, 

 

ଶߞ ൌ
ଵ

ቀே
ଶ
ቁ
∑ ∑ሺ ଶ݂

∗ሺݔ௜, ௞ሻݔ െ ሻଶ௝ழ௞ߟ̂ ,        (12) 

 

where 

 

ଶ݂
∗൫ݔ௝, ௞൯ݔ ൌ

ଵ

ேିଶ
∑ ∑݂∗൫ݔ௜, ,௝ݔ ௞൯௜ୀଵݔ
௝ஷ௜ஷ௞
௜ஷ௞

,       (13) 

 

and 
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ଷߞ ൌ
ଵ

ଽ
െ   ଶ.           (14)ߟ̂

 

Replacing each with ߞ௜  and ߞመ௜  in the expressions ߪே  and ߪ஺ gives the estimators ߪොே  and 

ො஺ߪ . Both estimators are consistent because each ߞመ௜  is written as a linear combination of U 

statistics. 

 

To test the hypothesis in (8), the Triples test is defined based on ଵܶ ൌ ݊ଵ/ଶ ߟ̂ ⁄ොேߪ  and an 

associated test based on ଶܶ ൌ ݊ଵ/ଶ ߟ̂ ⁄ො஺ߪ  so that they reject ܪ଴  as | ௜ܶ| ൐ ܼሺఈ ଶ⁄ ሻ , ݅ ൌ 1,2  and 

ܼሺఈ ଶ⁄ ሻ is as the upper percentile of the standard normal distribution. Note that these tests are 

asymptotically distribution free provided only that the underlying distribution is not degenerate. 

Although we have illustrated how to construct an asymptotically distribution-free test of (8), we 

should keep in mind that the parameter ߟ is defined in terms of the distribution of the triple 

ଵܺ, ܺଶ and ܺଷ rather than the original ܨ distribution.  

 

3. Data and empirical results 

3.1. Data  

For our empirical analysis, we use annual data on healthcare expenditures from 1966 to 2009 for 

50 US states. Data were obtained from the Center for Medicare and Medicaid Services Health 

Expenditures by state of residence. This database reports total personal health care spending by 

state and by service. Data on nominal personal disposable income for the same time span are 

obtained from the regional database of the Bureau of Economic Analysis. Data on both these 

variables are expressed in per capita terms, by dividing with population figures, obtained also 

from the regional database of the Bureau of Economic Analysis. 

 

Given that state level CPI is not available for the entire period under study, the nominal 

per capita health care expenditure and the per capita nominal personal disposable income are 

converted to their real values by deflating with the aggregate US CPI. Finally, we transform the 

data into their natural logarithmic values. The data on real per capita health expenditures and 

personal disposable income for the 50 US states are obtained from Freeman (2012). For full 
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description of the data set see Freeman (2012).2 The same data set is already used by a recent 

study by Caporale et al. (2015).  

 

3.2. Empirical results 

Initially, we run Triples test using per capita health care expenditure. The results on asymmetry 

or otherwise in real per capita health expenditures for a panel of 50 US states are presented in 

Table 1. In panels (a) and (b) we present the results on deepness (asymmetry in the levels around 

a de-trended series, based on the Hodrick and Prescott (1997) filter) and the results on steepness 

(asymmetry in the first difference of the series, i.e., the growth rates, given that the variables are 

in their natural logarithmic form), respectively. Note that, if the first differenced data are 

asymmetric, then it implies that contractions are steeper than expansions (Narayan, 2009), while 

asymmetry of a detrended series implies that the length of the trough is deeper than the height of 

the peak (Sichel, 1993). The Triples test is also able to distinguish between negative and positive 

asymmetry. Positive steepness suggests that the series has undergone rapid increases over a short 

period of time, and slow gradual decreases over a long span. Negative steepness, on the other 

hand, would be indicative of the fact that the series has fallen rapidly and has risen slowly 

(Razzak, 2001). The positive deepness implies cyclical peaks are greater than the troughs, while 

negative deepness is indicative of the fact that troughs are higher than the peaks (Cook, 2006).3 

 

Our results on the analysis of per capita health expenditure are as follows. First, we find 

statistically significant evidence of deepness asymmetry in the case of two sates only; namely, 

Kansas with positive asymmetry at 10 % level and Wisconsin negative at 5% level. Second, we 

find statistically significant evidence of steepness asymmetry in 21 states. Namely; Alaska (at 

1% level), Arkansas (at 5% level), Delaware (at 5% level), Iowa (at 1% level), Kentucky (at 1% 

level), Louisiana (at 5%level), Maine (at 1% level), Maryland (at 5% level), Massachusetts (at 

10% level), Mississippi (at 5% level), New Hampshire (at 10% level), New Mexico (at 1% 

level), Oregon at (5% level), Rhodes Island (at 10% level), South Carolina (at 5% level), South 

Dakota (at 5% level), Texas (at 10% level), and Vermont (at 1% level), respectively. Third, we 

find negative steepness asymmetry in per capita health expenditures of  state of Delaware, 

                                                            
2 We would like to thank Donald G. Freeman, Sam Houston State University, for providing the dataset. 
3 All computations were done using the publicly available MATLAB codes written by Jos van der Geest. 
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Kentucky, Louisiana, Maine, Maryland, Massachusetts, Mississippi, New Hampshire, Oregon, 

Rhodes Island and South Carolina implying that health expenditures in these countries falls 

rapidly and rises gradually. This indicates that for those states economic recovery happens far 

slower than the preceding downswing. Overall we find that in a total of 23 states has exhibited 

asymmetric behavior in their real per capita health expenditures from 1996-2009. In the rest of 

27 states we do not find any evidence of any form asymmetric behaviour in real per capita health 

expenditures. 

 

< Insert Table 1 about here > 

 

We report the results on asymmetric behaviour of real per capita disposable personal 

income in Table 2. The results are organized as in the case of per capita health care expenditures. 

The main findings can be summarized as follows. First, only in the case of Idaho State we find 

significant evidence for deepness asymmetry in per-capita health expenditures at 10% level. 

Second, we find six states with significant evidence of steepness asymmetric behaviour. These 

states are Arizona, Maine and Nevada, each at 10 % level; Missouri and Utah each at 5% level 

and the State of Vermont has exhibited steepness asymmetry at 1% level of significance. All the 

above mentioned seven states have exhibited significant negative steepness, except Idaho with 

negative deepness asymmetry. Negative symmetry implies that real per capita disposable 

personal income in these states falls rapidly, but rises very slowly. Meanwhile, for the remaining 

43 states, we do not find any evidence of any form asymmetric behavior in real per capita 

disposable personal income. Previous results are in line with Narayan (2009) which found that 6 

out of 11 OECD countries present asymmetric behaviour in per capita health care expenditure 

and income per capita. 

 

< Insert Table 2 about here > 

 

4. Conclusions 

Results and interpretations from theoretical models estimated and tested on the assumption of 

symmetric business cycles and linear data generating process will be unauthentic if the 

disturbances are not symmetric. Inaccurate results from such theoretical applications can be very 
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costly in the context of US where there is substantial proportion of national economies spent on 

health care. Clearing such doubts for the sake of appropriate policy exercise in US is innovative 

by its own right. For these reasons we tested for possible asymmetric behaviour of per capita 

health expenditures and per capita disposable income for a panel of 50 US states using the 

nonparametric Triples test. 

 

Our main findings suggest the following. The results suggest that for 23 US states, real 

per capita health expenditures are characterized by asymmetric behaviour, while real per capita 

disposable personal income series exhibit asymmetric behaviour in 7 US states.  

 

To sum up, asymmetry exists in both data series implying that using linear models for 

income and health expenditure analysis is problematic. Particularly, empirical estimations and 

tests carried out on per capital disposable income expenditures using models based on the 

assumption of symmetric business cycles and linear data generating process are questionable. 

Therefore, for empirical analysis using US state level data on per capita health expenditures and 

real per capita disposable personal income, we suggest the use of nonlinear models or models 

that capture asymmetric disturbances that are likely to be more appropriate than standard linear 

structural or time series models. The findings in this study are in line with the findings 

previously recommended by Narayan (2009) for selected OECD countries.  
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Table 1. Asymmetric behaviour of real per capita health expenditure 

 H0: η = 0 H0: η = 0 

 Deepness Steepness 

 U statistics p-value U statistics p-value 

Alabama 0.5475 0.5841 0.695 0.4871 

Alaska 0.0922 0.9265 5.6250      0.0000 *** 

Arizona -0.3675 0.7132 0.5538 0.5797 

Arkansas 1.2331 0.2175 2.2732       0.0230  ** 

California -0.8310 0.4059 2.2732 0.2028 

Colorado 0.6660 0.5054 0.8568 0.3915 

Connecticut 0.1714 0.8639 1.5455 0.1222 

Delaware -0.0447 0.9644 2.4747     0.0133** 

Florida -1.1277 0.2594 1.2556 0.2093 

Georgia -1.1469 0.2514 0.1949 0.8455 

Hawaii -0.6929 0.4884 0.7449 0.4563 

Idaho -0.0279 0.9777 -0.1207 0.9039 

Illinois 0.5036 0.6145 1.1813 0.2375 

Indiana -0.6505 0.5154 0.0399 0.9681 

Iowa 0.2721 0.7855 1.6622   0.0965* 

Kansas 1.7174 0.0859 * 1.1145 0.2650 

Kentucky 0.8579 0.3909 1.9122 0.0559* 

Louisiana -0.7414 0.4584 2.1408 0.0323** 

Maine -0.1868 0.8518 3.798 0.0001 *** 

Maryland -1.5117 0.1306 2.4921 0.0127  ** 

Massachusetts -0.4274 0.6691 1.8876 0.0591* 

Michigan -1.2318 0.2180 0.9263 0.3543 

Minnesota -0.6521 0.5143 0.3801 0.7039 

Mississippi -0.4420 0.6585 2.1026 0.0355 ** 

Missouri 0.1437 0.8857 0.4787 0.6322 

Montana 0.1290 0.8974 1.3368 0.1813 

Nebraska -0.6104 0.5416 1.2181 0.2232 

Nevada 0.0873 0.9304 -0.7001 0.4839 

New Hampshire -0.8549 0.3926 1.9242 0.0543* 

New Jersey -0.0129 0.9897 1.4671 0.1423 

New Mexico 0.0077 0.9939 2.6353 0.0084*** 

New York -0.2673 0.7892 0.9619 0.3361 

North Carolina -1.5962 0.1104 0.1015 0.9192 

North Dakota 0.0493 0.9607 0.4305 0.6668 

Ohio -0.5019 0.6158 1.4050 0.1600 

Oklahoma 0.2011 0.8406 1.5246 0.1274 

Oregon -1.5636 0.1179 2.0308 0.0423** 
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Pennsylvania 0.2065 0.8364 0.2140 0.8306 

Rhode Island -0.4054 0.6852 1.8336 0.0667* 

South Carolina -0.0481 0.9616 2.5212 0.0117** 

South Dakota 0.6886 0.4911 2.3123 0.0208** 

Tennessee -0.4062 0.6846 0.8475 0.3967 

Texas 0.3071 0.7588 1.6526 0.0984* 

Utah -0.5517 0.5812 1.3669 0.1717 

Vermont 1.3393 0.1805 3.9035 0.0001*** 

Virginia 0.4032 0.6868 2.1339 0.0328 

Washington 0.5918 0.5540 2.2899 0.0220** 

West Virginia -0.2448 0.8066 3.6664 0.0002*** 

Wisconsin -2.2977 0.0216 ** 1.2790 0.2009 

Wyoming -0.5075 0.6118 1.8708 0.0614* 

Note: *, **, and *** denote statistical significance at the 10, 5, and 1% levels, respectively. The significant p-values 
show that the null hypothesis is rejected which implies asymmetry in the series. 
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Table 2. Asymmetric behaviour of real per capita disposable personal income 
 H0: η = 0 H0: η = 0 
 Deepness Steepness 
 U statistic p-value U statistic p-value 
Alaska -0.0574 0.9542 0.5399 0.5893 
Arizona -0.4107 0.6813 -1.7487   0.0804* 
Arkansas 0.7609 0.4467 -0.8104 0.4177 
California 0.2994 0.7646 -0.2269 0.8205 
Colorado 1.5661 0.1173 -0.1426 0.8866 
Connecticut -0.0018 0.9986 -0.1314 0.8954 
Delaware -0.1324 0.8947 -0.0431 0.9656 
Florida 0.3810 0.7031 -0.8714 0.3836 
Georgia 0.1277 0.8984 -0.8742 0.3820 
Hawaii -1.2800 0.2005 0.3471 0.7285 
Idaho -1.7323 0.0832* -1.3968 0.1625 
Illinois 0.2405 0.8099 -1.3315 0.1830 
Indiana -0.0163 0.9870 -0.7015 0.4830 
Iowa 1.0596 0.2893 -0.0405 0.9677 
Kansas 0.9583 0.3379 0.0166 0.9867 
Kentucky 1.9729 0.0485 0.5298 0.5963 
Louisiana 0.3313 0.7404 0.2741 0.7840 
Maine 0.3560 0.7218 -1.6653   0.0958* 
Maryland -0.5651 0.572 -0.0214 0.9829 
Massachusetts 0.5029 0.6151 0.3031 0.7618 
Michigan 0.1843 0.8538 0.0862 0.9313 
Minnesota 0.8653 0.3869 -0.6892 0.4907 
Mississippi 0.6712 0.5021 -0.8295 0.4068 
Missouri 0.6783 0.4976 -2.3573     0.0184** 
Montana 1.0661 0.2864 0.7371 0.4611 
Nebraska 1.2243 0.2208 -0.5324 0.5945 
Nevada -0.8585 0.3906 -1.7109   0.0871* 
New Hampshire 0.2014 0.8404 -1.1155 0.2647 
New Jersey 0.4697 0.6386 -0.4737 0.6357 
New Mexico 0.9281 0.3534 -0.0568 0.9547 
New York 0.7250 0.4685 -1.5323 0.1254 
North Carolina -0.0193 0.9846 -0.8343 0.4041 
North Dakota -0.7023 0.4825 0.2839 0.7765 
Ohio -0.8551 0.3925 -0.2060 0.8368 
Oklahoma 0.6858 0.4928 -0.2804 0.7791 
Oregon -0.7932 0.4276 -1.8522 0.064 
Pennsylvania -0.2145 0.8302 -1.2891 0.1974 
Rhode Island 0.8062 0.4201 -0.5031 0.6149 
South Carolina 0.0540 0.9569 -0.6366 0.5244 
South Dakota 0.6444 0.5193 -0.4360 0.6629 
Tennessee -0.5882 0.5564 -0.4556 0.6487 
Texas 1.0086 0.3132 -1.3842 0.1663 
Utah 0.2752 0.7832 -2.0142     0.0440** 
Vermont -0.2900 0.7718 -2.5613       0.0104*** 
Virginia -0.0866 0.9310 -1.2784 0.2011 
Washington 0.3193 0.7495 -0.6908 0.4897 
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West Virginia -0.3455 0.7297 -0.5744 0.5657 
Wisconsin -0.4423 0.6583 -0.7751 0.4383 
Wyoming -0.2075 0.8356 -0.1825 0.8552 
Note: *, ** and *** denote statistical significance at the 10, 5, and 1% levels, respectively. The significant p-values 
show that the null hypothesis is rejected which implies asymmetry in the series. The “η” values are not reported for 
we used “U” statistics for the interpretation of the results. 




