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SUMMARY

AN OPTIMISED QPSK-BASED RECEIVER STRUCTURE FORPOSSIBLY SPARSE DATA
TRANSMISSION OVER NARROWBAND AND WIDEBAND COMMUNICATION SYSTEMS
by

Johan Schoeman
Supervisor: Professor L.P. Linde
Department of Electrical, Electronic & Computer Engineering

Master of Engineering (Electronics)

In this dissertation an in-depth study was conducted into design, implementation

and evaluation of a QPSK-based receiver structure for application in a UMTS WCDMA
environment. The novelty of this work lies with the specific receiver architecture aimed
to optimise the BER performance when possibly sparse data streams are transmitted. This
scenario is a real possibility according to Vertial[1] and Hagenauest al [2—6]. A novel
receiver structure was conceptualised, developed and evaluated in both narrowband and
wideband scenarios, where it was found to outperform conventional receivers when a sparse

data stream is transmitted.

In order to reach the main conclusions of this study, it was necessary to develop a realistic
simulation platform. The developed platform is capable of simulating a communication
system meeting the physical layer requirements of the UMTS WCDMA standard. The
platform can also perform narrowband simulations. A flexible channel emulator was
developed that may be configured to simulate AWGN channel conditions, frequency
non-selective fading (either Rayleigh or Rician with a configurable LOS component and
Doppler spread), or a full multipath scenario where each path has a configurable LOS
component, Doppler spread, path gain and path delay. It is therefore possible to even
simulate a complex, yet realistic, COST207-TU channel model. The platform is also

capable of simulating MUI. Each interfering user has a unique and independent multipath
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fading channel, while sharing the same bandwidth. Findlly,entire platform executes all

simulations in baseband for improved simulation times.

The research outputs of this work are summarised below:

e A parameter, the sparseness measure, was defined in order to quantify the level by

which a data stream differs from an equiprobable data stream.

e A novel source model was proposed and developed to simulate data streams with a

specified amount of sparseness.

e An introductory investigation was undertaken to determine the effect of simple FEC

techniques on the sparseness of an encoded data stream.

e Novel receiver structures for both narrowband and wideband systems were proposed,
developed and evaluated for systems where possibly sparse data streams may be

transmitted.

e Analytic expressions were derived to take the effect of sparseness into account in
communication systems, including expressions for the joint PDF of a BPSK branch,
the optimal decision region of a detector in AWGN conditions as well as the BER
performance of a communication system employing the proposed optimal receiver in

both AWGN channel conditions as well as in flat fading channel conditions.

e Numerous BER performance curves were obtained comparing the proposed receiver
structure with conventional receivers in a variety of channel conditions, including
AWGN, frequency non-selective fading and a multipath COST207-TU channel

environment, as well as the effect of MUI.

Keywords:

4G, AWGN, BER, CDMA, channel modelling, channelisation codes, COST models,
flat fading, MUI, multipath fading, OVSF codes, QPSK, Rake receiver, RRC filter,
scrambling codes, sparse data, sparseness measure, UMTS, WCDMA, wireless

communication.
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OPSOMMING

"N GEOPTIMEERDE KPSK-GEBASEERDEONTVANGER STRUKTUUR VIR MOONTLIKE
YL DATA VERSENDING OOR NOUEBAND EN WYEBAND KOMMUNIKASIESTELSELS
deur

Johan Schoeman
Studieleier: Professor L.P. Linde
Departement Elektriese-, Elektroniese- & Rekenaar Ingenieurswese

Meester in Ingenieurswese (Elektronies)

In hierdie verhandeling word 'n in-diepte studie gedoen naleedie ontwerp, implementasie

en evaluasie van 'n KPSK-gebaseerde ontvanger struktuur wat in 'n UMTS WKVVT
omgewing gebruik kan word. Die bydrae van hierdie werk I& in die spesifieke ontvanger
argitektuur wat daarop mik om die BFT werksverrigting te optimeer wanneer yl data strome
versend word. Hierdie is 'n realistiese moontlikheid volgens Vertal [1] en Hagenauer

et al [2-6]. 'n Nuwe ontvanger struktuur is gekonsepsualiseer, ontwikkel en evalueer vir
beide noueband en wyeband stelsels, waar dit gevind is dat dit beter werksverrigting lewer

as tradisionele ontvangers wanneer yl data strome versend word.

Dit was nodig om 'n realistiese simulasie platform te ontwikkel om die belangrikste
gevolgtrekkings van hierdie studie te kan maak. Die ontwikkelde platform is in staat om 'n
kommunikasie stelsel te simuleer wat aan die fisiese laag vereistes van die UMTS WKVVT
standaard voldoen. Die platform kan ook noueband stelsels simuleer. 'n Aanpasbare kanaal
simulator is ontwikkel wat opgestel kan word om SWGR kanaal toestande, plat duining
(beide Rayleigh of Ricies met 'n verstelbare siglyn komponent en Doppler verspreiding),
sowel as ’'n veelvuldige pad omgewing (waar elke unieke pad 'n verstelbare siglyn
komponent, Doppler verspreiding, pad wins en pad vertraging het) te emuleer. Dit is selfs
moontlik om 'n komplekse, maar steeds realistiese COST207-TU kanaal model te simuleer.

Die platform het ook die vermoé om VGS te simuleer. Elke steurende gebruiker het 'n
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unieke en onafhanklike veelvuldige pad deinende kanaatytelieselfde bandwydte gedeel
word. Laastens, alle simulasies van die platvorm word in basisband uitgevoer wat verkorte

simulasie periodes verseker.

Die navorsingsuitsette van hierdie werk kan as volg opgesom word:

¢ 'n Parameter, die ylheidsmaatstaf, is gedefinieer om dit moontlik te maak om die vlak

waarmee die ylheid van 'n datastroom verskil van 'n ewekansige stroom te versyfer.

¢ 'n Nuwe bronmodel is voorgestel en ontwikkel om datastrome met 'n spesifieke ylheid

te emuleer.

¢ 'n Inleidende ondersoek is onderneem om vas te stel wat die effek van VFK tegnieke

op die ylheid van 'n enkodeerde datastroom is.

e Nuwe ontvanger strukture is voorgestel, ontwikkel en evalueer vir beide noueband en

wyeband stelsels waar yl datastrome moontlik versend kan word.

e Analitiese uitdrukkings is afgelei om die effek van ylheid in ag te neem in
kommunikasie stelsels. Uitdrukkings vir onder andere die gedeelte WDF van 'n
BFVK tak, die optimale beslissingspunt van 'n detektor in SWGR toestande, sowel
as die BFT werksverrigting van 'n kommunikasie stelsel wat van die voorgestelde
optimale ontvangers gebruik maak, hetsy in SWGR of in plat duinende kanaal

toestande.

e Talryke BFT werksverrigting krommes is verkry wat die voorgestelde ontvanger
struktuur vergelyk met die konvensionele ontvangers in 'n verskeidenheid kanaal
toestande, insluitend SWGR, plat duinende kanale en ’'n veelvuldige pad

COST207-TU kanaal omgewing, sowel as in die teenwoordigheid van VGS

Sleutelwoorde:

4G, BFT, COST modelle, draadlose kommunikasie, kanaal modellering, kanalisasie
kodes, KDVT, KPSK, mengkodes, OVSF kodes, plat deining, Rake ontvanger,
SWGR,UMTS, veelvuldige pad deining, VGS, WGC filter, WKVVT, yl data,

ylheidsmaatstaf
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INTRODUCTION

"Source and channel coding have been treated separately 8t oases. It can be observed that
most source coding algorithms for voice, audio and images still have correlation in certain bits,
because for reasons of delay, non-stationarity and complexity source coding cannot always be
done in an optimal way. Transmission errors exactly in these bits usually account for significant
errors in the reconstructed source signal. The channel decoder should utilise such a residual

correlation”
JoACHIM HAGENAUER [2]

In the Neanderthal days, homo sapiens proved themselves to be the dominant species on
earth in terms of their mental abilities, to such an extend that during the last 30 millennia the
modern man has evolved from unintelligible grunting to a rich, multi-cultured species with
the ability to communicate in numerous ways. This varies widely from a vast number of
verbally spoken and physically signed languages to written languages consisting of anything
from simple alphabet letters to complex cyphers and drawings.

A new era in communication dawned after the emergence of written languages, resulting
in a feasible way to communicate over large distances, albeit at a very large time penalty
(smoke signals employed by the Navaho Indians, flags on masts of ships and reflecting light
with mirrors are some exceptions). Despite the time penalty, written messages were the main
type of communication prior to the ¥9century and was widely accepted by the wealthy,
which regularly employed message runners and pigeons to convey important information to
distant family, colleagues and friends. Message pigeons were so successful that they were
still regularly used during the first World War, even after the emergence of more sophisticated

communication techniques prior to that era. Samuel Morse perfected wired telegraphy during
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the 1840’s, followed some decades later by the developmetglgbhony conceived by
Alexander Graham Bell. This was followed by the first successful radio transmissions by
Guglielmo Marconi during the 1890’s. The Age of Electronics dawned during the edfly 20
century when Fleming invented the diode vacuum tube and Pickard created the solid-state
point-contact diode. After this, Armstrong developed the super heterodyne receiver and the
Frequency ModulatiorfFM) concept. Two decades later Bardeen, Brattain and Shockley
received a Nobel prize for the invention of the bipolar transistor, which followed the 1935
patent filed by Heil for the field-effect device. This led to the development dintiegrated

Circuit (IC) during 1958 by two independent efforts led by Kilboy and Noyce/Moore, a
concept that was commercialised three years later by Fairchild Semiconductor. During the
early 1970’s, digital electronic devices emerged and the digital concept bloomed, and digital
radio along with it.

Personal wireless communication has emerged from these technologies and have
received widespread acceptance, clearly evident from the large growth within the
communication sector. Even though it is currently already possible to communicate almost
instantly with an individual almost anywhere in the world, the demand for larger bandwidth
and a larger user base is ever increasing. These demands challenge telecommunication
engineers, as the amount of available frequency spectrum and transmitter power is limited,
which resulted in a global effort of various research groups from diverse areas to contribute
to the earlier and modern systems.

These problems and others were already emerging in the late 1970’s. It was clear that
an attempt was necessary to unite the efforts of various hardware and software developers
and manufacturers to a specific, standardised framework for a networking architecture that
could serve as the foundation for the establishment of a suite of protocols that could be used
by international networks. This led to the development of The Basic Reference Model for
Open Systems Interconnection, which became widely known as the 7@pan System
Interconnectior(OSI) model.

The fundamental challenge of the communication engineer is the error-free transmission
of data from some source to the final destination. However, due to practical channel
non-idealites, including both linear and non-linear channel effects, the transmitted signal
is corrupted, resulting in the introduction of errors. This limits the capacity of the channel
to carry information, as first formulated by Shannon [9]. Shannon theorised that the limit

of the channel capacity can be determined as a function of transmission bandwidth and the
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Signal-to-Noise Rati¢SNR) of theAdditive White Gaussian Noi¢8WGN) channel under
investigation, and also that this limit may be reached by either increasing the number of
transmission symbols in the signal space during modulation, or by increasing the redundancy
of the transmitted symbols by means of channel coding. A basic result leading from
Shannon’s work is the separation theorem, which states that source and channel coding can
be treated separately. This means that there exists a separable source and channel coding
scheme that allow transmission over the channel with arbitrary low error probability, as long
as the entropy of the source is less than the channel capacity. These limits and results are
still used to benchmark modern communication systems. Shannon’s work inspired various
further breakthroughs in telecommunicationBable 1.1 lists some of the milestones and
contributions of the last six decades.

It is often considered that modern commercial mobile telephony was born on April 3,
1973, when Dr Martin Cooper of Motorola placed a call while walking down the streets
of New York City to rival Joel Engel at Bell Labs, regardless of the fact that a successful
AutoradiopuhelifARP) network was launched during 1971 in Finland. Five years later Bell
Labs launced a triahdvanced Mobile Phone Servig@MPS) commercial cellular network
in Chicago. This led to the birth of thérst Generation(1G) networks likeNordic Mobile
TelephongNMT), AMPS, Total Access Communication SystéFACS), Radio Telefono
Mobile Integrato(RTMI), Radio Telephone Network(C-Netz), and Radiocom 2000. These
were based on analogue transmission and research and development efforts were focused on
designing protocols that could take care of handovers.

The Second Generatiorf2G) introduced digital transmission techniques and were
deployed in networks such &3lobal System for Mobile communicatio(GSM), Digital
AMPS, Integrated Digital Enhanced NetworfDEN) and Interim Standard 951S-95).
These networks were based on multi-user technologiesHikguency Division Multiple
Access(FDMA), Time Division Multiple Acces§TDMA) and Code Division Multiple
Acces§CDMA). Even though the first digital cellular call was made in 1990 in the USA,
the first commercial network was rolled out in 1991 in Europe. During this time the
microelectronic industry also made various breakthroughs in terms ofGbeinplementary
Metal-Oxide Semiconduct¢€MOS) processes. This resulted in ICs with reduced power
consumption and increased processing power. Advances in battery technology (for example,
the improvement of the Lithium-lon battery) and denser cellular cell deployment resulted in

smaller mobile phones weighing less than 200 grams.
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TABLE 1.1: Important contributions in the field of Information and Coding Theory

<

Date || Theory developed Technology developed
1948 || Hamming codes
Golay codes
1950 || Reed Muller codes
Convolutional codes (Elias)
Cyclic codes
BCH and Reed-Solomon codes
1960 | Sequential decoder (Wozencraft & Reiffen)BM 7030 data storage
LDPC codes (Gallager) Mariner program (NASA)
Concatenated codes (Forney)
Viterbi decoder
Berlekamp-Massey algorithm
1970 || Goppa codes Pioneer 10 & 11 (NASA)
Justensen codes ARP network (0G)
Chase algorithm Viking program (NASA)
MAP algorithm (Bahlet al) Voyager (NASA)
Trellis block codes (Wolf)
Trellis coded modulation (Ungerboeck)
1980|| SOVA algorithm (Hagenauer) Compact disc data storage
V.32 Modems
NMT, AMPS, etc. (1G)
1.44M floppy data storage
Galileo (NASA)
1990 || Turbo codes (Berrou) GSM, I1S-95, etc. (2G)
Expander Codes (Spielman) V.34 Modems
Joint source/channel coding (Hagenauer]] DVD data storage
LDPC codes (MacKay) V.90 Modems
Space-Time codes (Alamouti) 3G Cellular technology
802.11 Wireless technolog
2000 802.15 Wireless technolog
802.16 Wireless technolog
UMTS, CDMA2000 (3G)
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It was evident by the large segment of mobile telephony in timeraunication sector that
the cellular technology demand would continue to increase. This led to the development of
Third Generation(3G) systems. However, during this development phase, the 2G networks
were improved with 2.5G systems likéeneral Packet Radio Servi¢&PRS),Enhanced
Data Rates for GSM EvolutiofEDGE) and CDMA2000 1x that expanded the 2G services
by offering a reduced suite of 3G services.

The standardisation bodipternational Mobile Telecommunications-20QMT-2000),
approached the development of the 3G networks slightly differently. Rather than standardise
on a technology, it was decided to rather standardise on a set of specifications, as the vision
of a single, unified worldwide 3G standard based on technology proved impossible. This
was due to the start of various research projects not long after the introduction of the 2G
networks. During the last years of the’20entury, various network providers started testing
the different technologies proposed for the 3G networks. This led to the deployment of the
first commercial 3G systems at the beginning of th¢ 2&ntury. As expected, most of
the GSM network operators adoptddiversal Mobile Telecommunications Sys{@hvTS)
systems, while the 1S-95 operators opted for CDMA2000 1XEV-DO systems. The evolution
of the basic 2G GSM technology towards the feature rich 3G UMTS technology is illustrated
in Fig. 1.1.

The design and implementation cost of systems used to evaluate the performance of
new techniques is prohibitive and the resultant test bed may be relatively inflexible. Also,
considering the significant advances in digital communication systems in a relatively short
period of time, simulation can become a powerful tool for the prediction and assessment of

system performance [10]. This approach was adopted for the work presented later.

1.1 RELATED RESEARCHTOPICS ANDLITERATURE

1.1.1 Theoretical source models and source generation

Modern binary source modelling is not a topic receiving a lot of attention from the
information theory and coding research community, as most researchers find the simple
uniformly distributed source models adequate for the generation of statistically independent
equiprobable data, dndependent and Identically Distributédi.d.) sources. Early work

on PseudoRandom Number Generat§PRNG) was initialised by Von Neumann [11],
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Circuit Packet
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Evolution of GSM

FiIGUure 1.1: Evolution of GSM to UMTS

Elias [12] and Peres [13] who shared an approach to generate fair bits by exploiting the
symmetries in the source and then considering equally likely events. These techniques,
however, do not allow for exact equiprobable bits, as the Elias bound may not be achievable
for infinite-memaory sources, a problem addressed by Vetdil [14, 15], who proposed an
alternate technique allowing for some non-equiprobability in the bits.

The early work of Von Neumann was further followed by the development of various
different approaches for PRNG, including linear congruential generators with an application
example presented by Wichmann and Hill [16], the lagged Fibonacci generator as used
within the Matlab v.5 and higher computational environment [17], the linear feedback shift
register approach that is a very popular hardware solution, the Blum-Blum-Shub PRNG
presented by Blunet al [18] which has popularity within the cryptographic community
for its unusually strong security proof, the Fortuna family of secure PRNG [19] employing
a generator, an entropy accumulator and a seed file for secure PRNG and the Mersenne
twister [20] that is based on the generalised feedback shift register approach, but with
a transformation ensuring that the generated numbers are equidistributed in a very large

dimensional space. Also of interest is the interval algorithm proposed by Han and Hoshi [21],
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a simple, yet efficient algorithm based on the successivesraimt of partitions of the unit
interval [0; 1). Reference to sparse sources were made by Salomon [22].

Recently, however, some of the contributors to the source modelling community have
been focussing their attention on two new areas requiring improved models, the first being
source models that can be used to successfully model statistically independent streams
multiplexed into a single stream, as used extensively for traffic theory. These sources
are especially applicable when packet-switching networks are considereet dlj23]
presented a thorough survey of source modelling techniqueddgnchronous Transfer
Mode(ATM) networks, including both traditional theories as well as more recent studies that
reveal traffic phenomenon not previously included in the models. eRetr[24] evaluated
broadband network technologies by multiplexing a constant bit rate voice source, a variable
bit rate (but constant packet size) video source, a burstal Area NetworLAN) data
source, and a very bursty image transfer source, while Netrigl [25] considered the
superposition of variable bit rate sources in an ATM multiplexer.

The second group of researchers started to focus on modelling and analysing the traffic
theory related to variable bit rate streams, that could be successfully applied to emulate
video streams. Seet al [26] presented work on modelling video sources which have been
coded using interframe coding schemes, as well as carrying out buffer queuing analysis
for the multiplexing of several such sources. Zhang [27] presented a new technique
capable of generating gamma-distributed traffic with arbitrary correlation while retaining
the computational efficiency of Gaussian autoregressive models. Garrett and Vetterli [28]
investigated the interaction of congestion control with the partitioning of source information
into components of varying importance for variable bit-rate packet voice and packet video. Li
et al[29] investigated the second order effects of a wideband source in high speed networks
by characterising it with a multi-state Markov modulated Poisson process, with the numeric
results used to identify each individual effect of the source second-order dynamics on both
queue length and loss rate, with additional work in the field being done by Anial{30],
Guérinet al[31] and Heyman and Lakshman [32].

However, even though the work by Veréf al [14] introduces the notion of allowing
an arbitrarily small amount of non-equiprobability in the bits, no sources with a controllable

amount of non-equiprobability has been proposed prior to this work.
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1.1.2 Traditional separation theory and the effect on commuitation

systems

The reader is referred ®ectionl.2.1 for the bulk of the discussion on the related literature
pertaining to the separation theorem, as it is presented as part of the motivation to this
study. It is, however, worthwhile to take note of the following. It is well known that
practical sources exhibit a certain amount of redundancy. This may be removed with source
coders matched for the task, although the success thereof has recently been questioned [1,4].
Source coding techniques are beyond the scope of this thesis and will not be presented in
detail, except to note that 1) the separation of source coding from channel coding needs not
result in any loss of performance if the block length is chosen sufficiently large [9], and

2) systems utilising joint source/channel coding techniques in scenarios where the block
length is reduced, have been shown to achieve good performance [1, 3, 33—-38]. However,
as these systems tend to perform better than their separated counterparts in bad channel
conditions, it is worth exploiting the redundancy in the source [4] to reduce error propagation
and re-transmission requests. Finally, 3) digital transmission of speech, audio, images and
video signals often exhibit residual redundancy after source coding due to complexity issues,
delay and buffer constraints (resulting in a short block length) and non-ideal quantisation
indices. This redundancy remains inside one block or frame as well as in time correlation of
subsequent frames [3, 5] and may lead to a sparse data stream. These factors may lead to the

transmission of sparse data streams with non-equiprobability in the bits.

1.1.3 Mobile channel characteristics and models

Some of the earliest work done regarding mobile channel characterisation, modelling and
emulation was that of Rice [39], Clarke [40], Jakes [41] and Van Trees [42], allowing for
modern communication engineers to develop simulation systems closely emulating mobile
radio links in a very controlled manner. Since then, a multitude of researchers have devoted
themselves to the topic. Even though this is a very broad topic, the field may be divided into
two areas that hold more relevance to this work. They will be considered next by highlighting
recent academic achievements and contributions.

The first area holding relevance is that of mobile radio characterisation. The
fundamentals of this area have been presented very well in [43—-45], where both temporal and

spectral characteristics were discussed. More recent contributions consist of that of Patzold
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et al[46-50], who have investigated test procedures and performance assessment of mobile
fading channel simulators, including a very detailed statistical analysis of Jakes’ fading
channel simulator. They have also developed various methods to derive Doppler parameters
used by Jakes’ fading channel simulators and an optimal method for the derivation of
deterministic simulation models for mobile radio channels, as well as highlighting problems
of Monte Carlo method based simulation models for mobile radio channels. Additional
work included channel parameter optimisation, which is required when a practical filter is
implemented to approximate the theoretical desired Dopferer Spectral Densit{PSD).

This is necessary to closely approximate the square root of the Doppler PSD with the
magnitude of the implemented filter transfer function, while maintaining a minimal deviation
with respect to some error criterion. Numerical optimisation procedures are required to
solve this problem. Poet al[51, 52] have also made contributions to Jakes’ fading channel
simulator model in terms of an in-depth statistical investigation into second order statistics,
as well as some limitations to the widely accepted sum-of-sinusoids method.

Furthermore, methods of predicting mobile radio channel characteristics are also
investigated, including work by Ekmaat al [53] investigating linear and quadratic filters
to predict channel taps and Doagal [54] who proposed &uropean Strategic Program on
Research in Information Technolo@gSPRIT)-type algorithm to model and further predict
a wideband time-varying channel at different frequencies. However, prediction methods fall
mostly outside the scope of this study.

The second area of interest is that of mobile radio channel modelling and emulation.
More recent contributions to this area include that of Hoeher [55] who presented a statistical
discrete-time model for thaVide-Sense Stationary-Uncorrelated ScatterWySSUS)
multipath channel, while Fechtel [56] introduced a novel approach, based on channel
orthogonalisation techniques in two inner product spaces, to model and efficiently simulate
frequency-selective fading radio channels. Pataildl [57—-60] contributed significantly,
including the design of high-speed simulation models by using table look-up techniques,
introducing an extended Suzuki model and its statistical properties for land mobile satellite
channels as well as a deterministic simulation model for Suzuki processes with application to
a shadowed Rayleigh land mobile radio channel. Uyenettal{61] addressed the problem
of simulating a discrete memoryless channel, and proposed two algorithms for channel
simulation by using the interval algorithm, while Whillans [62] developed and implemented

a FRAMES based baseband channel simulator capable of emulating radio channels based on
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actual measurements or predefined models. Badetcalr[63] investigated autoregressive
stochastic models of correlated Rayleigh fading processes andePat¢b4, 65] proposed
models with desired statistical properties that also remove some drawbacks of existing

models derived by using the discrete line spectrum simulation method.

1.1.4 Proposed UMTS platform

The daily addition of thousands of new wireless telephone subscribers have ensured that
the wireless digital communication sector is one of the largest growing market sectors today.
This does, however, put a large strain on the limited bandwidth available to ensure acceptable
service levels to these subscribers. Many multiple access methods have been developed in
an effort to increase the number of users per unit bandwidth, including TDMA, FDMA and
CDMA methods [43, 44, 66—68]. None of these methods have been shown to be vastly
superior to the others, and in many circumstances hybrid systems employ more than one
technique, as is the case with the proposed UMTS platform [69].

Not only is it required to provide a service to a huge amount of subscribers, but a vast
variety of new network applications are being introduced by network operators to have
a competitive advantage. This includes peer-to-peer applications and services [70-72],
mobile applications, entertainment and games, multimedia applications (video conferencing,
Video-on-Demand\VoD), distance learningVoice/Video over IP(MolP), IP Television
(IPTV), etc), home automation [73], medical and health care monitoring and medical
emergency services [74, 75], surveillance, service evaluation, accessibility, multi-modal
interactions and applications, context-aware services and applications, user interfaces for
mobile devices, seamless mobility, quad play, e-commerce, m-commerce, location-based
services, personalisation, virtual home environments, and field trials and usability.

A lot of focus has been placed on various aspects of next generation systems [76],
including the evolution oWideband Code Division Multiple Acce§8/CDMA) towards
Higher Speed Downlink Packet Data Acc@4SDPA) [77] and challenges and opportunities
regarding control and network management [78]. Although the UMTS/WCDMA system is
described in sufficient detail in the candidate submission [69], many additional contributions
were made describing the system more clearly by Dahletah[7], as well as system level
modelling and simulation of the various links of such systems, performance evaluations,

multiplexing of multimedia data and suppression of multi-access interference [79-84]. On
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a practical level, contributions by Staphorst [85] in ternfsaocomplete mathematical

description of a complex baseband QPSK system, allowed for fast simulation.

1.2 MOTIVATION AND OBJECTIVES OF THISSTUDY

1.2.1 Motivation of this study

The main engineering assumption under scrutiny during this work is the validity of

the assumption that equiprobable source models may be used to simulate modern

communication systems. A large number of next generation services for UMTS

communication systems have been disclose8entionl.1.4, but many of these may not

necessarily be optimally compressed, as there may have been strict time constraints to

provide seemingly real-time throughput, or alternatively as in the case of medical data,

lossless source codes must be used to ensure data quality. This has a number of implications

on the statistics of the data being transmitted, and in turn on the simple i.i.d. source models

that are usually employed to simulate these communication systems. Simulation sources

very rarely provide for exactly equiprobable bits. If these are required, the Elias upper

bound may not be achievable for infinite-memory sources (even if they are stationary and

ergodic), because such symmetries need not exist. In general, we can only hope for almost

equally-likely events [14]. These implications are not only restricted to the source, but also

affect various other subsystems of the communication system, and therefore, serve as main

motivation for the study.

1. The statistical distribution of the source is highly dependent on the type of data that is

transmitted. It is well known that video, audio and the various types of processed and
raw data do not exhibit the same statistical properties and that an optimised source
coder for any one of these will not yield optimal results for the others. This leads
to the requirement that each type of source requires a matched and optimal source
coder. Recent years, however, have seen a large effort into the smooth transformation
of current voice/data networks toward a multi-service ubiquitous infrastructure [76,
78]. Such an infrastructure requires that several data sources, that can possibly differ
significantly in terms of their statistical properties, are multiplexed into a single data
stream. This leads to very unpredictable statistics of the multiplexed stream that is

transmitted in the physical layer of the OSI model. This makes it extremely difficult
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to find a suitable coder, as the statistics of this stream ceeityl easily change as

the type of multiplexed sources (depending on the current application(s) being used)
are changed. Another problem that arises at this level is the introduction of sensitive
data, an example being a medical application, that is restricted to a lossless codec,
clearly leading to non-optimal results if audio and/or video are also multiplexed into
this stream. This leads to redundancy that could, depending on the source alphabet and
codewords, lead to a non-equiprobaBlemulative Distribution Functio(CDF) of the
alphabet letters within the transmission frame. These data sources may be considered

sparse.

2. It is not uncommon that source coding takes place on a higher level in the OSI
model, i.e. before the different sources are multiplexed. These types of coders can
be better matched to the source and usually yields more promising results than in
the previous case, but even under these circumstances practical systems still need to
adhere to real-time delay and buffer constraints and suffer from complexity limitations
and fixed length quantiser indices. [38, 86—88]. Meeting the requirements of these
constraints often lead to reduced complexity and non-optimal source encoding. Often
variable bit rate sources are also encoded with constant bit rate coders [28] to satisfy
the requirement for low delay and low delay variance. The complexity of the source
coders need not necessarily be a problem at the base station or in the downlink channel,
as powerful processing units may easily be deployed. There is, however, a practical
limitation on the mobile units in terms of processing power and the required power
budget associated with more powerful processors when the uplink channel is used. As
mentioned above, this could again lead to a non-equiprobable CDF and sparse data
streams.

3. For the last number of decades, telecommunication engineers have taken Shannon’s
separation theorem very literally and have spent vast research resources on designing
source coders that will almost completely remove the redundancy from a source,
only to add significant, yet controlled, redundancy again by means of channel coders.
After a very convincing argument led by Veréfial [1], Hagenaueet al [2—6] have
introduced the notion of reducing the coding constraint on the source coders in order to
leave some redundancy that could be exploited by a joint source/channel decoder. The

CDF of these patrtially source encoded streams have not been investigated in detail
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within the research community, but tentative simulationgehshown that there is a

degree of non-equiprobability present.

4. The decision region or interval on which a conventional detector bases its decision as
to which transmitted symbol has been received, is normally based on the assumption
of an equiprobable data stream [44]. Typically this would yield optimal results, unless
a non-equiprobable CDF exists, leading to a sparse data stream being transmitted. This

leaves room for the improvement of conventional detection theory.

It should be noted that the intent of this work is to investigate uncoded data transmission
over a UMTS/WCDMA system for various system, user and/or channel conditions, even if
the transmitted sequence is sparse in nature. The fact that an equiprobable data stream will
not be assumed, distinguishes this work from others.

1.2.2 Objectives of this study

The primary goal of this study was the investigation, the performance evaluation and a
comparison of a conventional with a nov@uadrature Phase Shift Keyif@PSK)-based
receiver structure for a UMTS/WCDMA based platform when possibly sparse data is
transmitted. Data degradation was introduced by means of transmission over AWGN and
wireless channel environments consisting of either frequency non-selective or frequency
selective fading conditions. In order to achieve the primary outcome of this study, several

secondary objectives had to be completed.

1. An investigation of the major requirements, specifications and building blocks used to
create a realistic UMTS/WCDMA based transmitter (refeCtapter2), including

() frequency and power requirements, as they influence channel models and

transmission filter designs respectively,

(b) the specifications ensuring the correct design and implementation of the physical
channel models, as they need to comply to specific structures ensuring correct

synchronisation and timing,

(c) achieving correct spreading factors and transmission rates as set by the system
parameter, and

(d) implementing the QPSK-based transmitter, ensuring that
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i. the transmitter provides for spreading with variable Banghannelisation

codes enabling multi-user transmission,

ii. the transmitter provides for spreading with a fixed length scrambling code

providing for multi-cell transmission,

iii. filtering is being done within the specifications of the UMTS/WCDMA
standard, and

iv. quick simulation times are achieved by using a complex baseband equivalent
model.

2. An investigation of the major building blocks used to create a realistic
UMTS/WCDMA based receiver (refer ©hapter3), including

(a) aliterature study covering conventional complex QPSK-based receivers for both
frequency non-selective and frequency selective scenarios, while presenting
I. the receiver structures for various channel scenarios,
ii. the mathematical modelling of the received signal, and
lii. a complete Bit Error Ratio/Rate (BER) analysis for various channel

scenarios,

(b) the development of a parameter that may be used to quantify the sparseness of a
data stream,

(c) a comparison of the developed parameter with similar parameters,

(d) an investigation of the effect that sparseness has on the density functions of
bitstreams,

(e) the development, design and implementation of a source model capable of
adjustable sparseness,

(f) the development of a novel receiver structure capable of adapting to various
levels of sparseness of the received data stream,

(g) the derivation of an analytic expression for the BER performance in AWGN

channel conditions,

(h) the derivation of an analytic expression for the BER performance where the
channel experiences Rayleigh fading,
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() the implementation of a conventional receiver structtiegt

i. is capable of multi-cell detection by means of scrambling codes,
il. is capable of multi-user detection by means of channelisation codes,
iii. is capable of complex baseband operation for faster simulation,

iv. features the necessary phase correction when complex baseband operation
is used,

v. features the necessary matched filter for band limiting incoming noise and

performing waveform correlation, and

vi. features the necessary synchronisation functions for sampling,

() implementation of a novel receiver structure capable of (i) i. through (i) vi.
above, and additionally

vii. is capable of measuring the sparseness of the received frame,
viii. uses the measured sparseness level to allow for more accurate detection, and

iXx. enables other subsystems to use the measured sparseness level, which may
be of importance when the transition is made to coded systems.

3. An investigation of elementary and statistical properties and parameters used to
characterise radio channels, as well as various deterministic models used to simulate

radio channels, their properties and their effects on transmitted data (réfepémdix
D), including

(a) the implementation of a baseband AWGN channel model with an automatic
calibration feature,

(b) anin-depth literature study of the various parameters used to characterise channel

models, as well as methods to determine these parameters from the measured
received data,

(c) a literature study of the various techniques available to model deterministic

channels, as well as the implementation of a channel model that

i. is capable of simulating a Rayleigh or Rician process for frequency
non-selective channels,

il. is capable of simulating a wideband Rayleigh or Rician process for

frequency selective channels,
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iii. has a high level of reconfigurability, including the darrfrequency, vehicle
speed, Riciarine of Sight(LOS) parameter, power level of each path and
the delay between paths,

iv. has correct power scaling, and

v. is compatible with the complex baseband transmitter for faster simulation,
and

(d) investigate and implement various methods to determine the Doppler parameters.

4. The implementation of a complete simulation platform to conduct an extensive
simulation study (refer t&€hapter4), including

() the use of an object orientated approach to implement and verify all the
subsystems as C++ classes,

(b) the creation of the necessary plain text configuration files to define the
various parameters such Boot-Raised Cosin€RRC) filter coefficients, the
UMTS/WCDMA system parameter, interpolation factors, realistic frequency
non-selective and frequency selective configurations, etc. required by the
subsystem classes,

(c) the implementation of complete simulation platforms capable of performing
single and multi-user transmission, AWGN noise effects and frequency
non-selective as well as frequency selective fading for both conventional and
the novel receiver structures in C++,

(d) the verification and calibration of the complete simulation platforms, as well
as various time and frequency domain measurements of the transmitted and
received signals used to justify system functionality.

(e) the use of the performance evaluation platforms to obtain simulated AWGN,
frequency non-selective and frequency selective BER results for single and
multiple users, as well as for conventional and the optimised receiver structures
when using dense and sparse data streams dpehsibeclusters sponsored by
Intel, as well as thélphacluster.
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1.3 CONTRIBUTIONS OF THISSTUDY

1.3.1 Novel contributions

This study focused on the effect that sparse data streams have on communication systems,

but as it progressed it was necessary to investigate the UMTS/WCDMA physical layer,

multi-user CDMA environments, narrowband and wideband systems and the characterisation

and the modelling of various types of mobile communication channels. All these aspects

culminated in various novel contributions in the fields of mobile communication systems

and information theory. Some of these contributions are listed next.

1. A novel complex baseband mathematical model of the transmitted UMTS/WCDMA

signal is presented (refer fection2.3).

. A highly configurable complex baseband multipath fading channel simulator was
developed using the sum-of-sinusoids method. The novelty lies not with the
reconfigurability, but in the fact that the simulator can simulate fixed as well as a
sinusoidal varying Rician LOS component. Also, the simulator can determine the

Doppler parameters with a variety of methods (refebéationD.4.5).

. A novel complex baseband mathematical model of the received UMTS/WCDMA
signal corrupted by AWGN, fading arMulti-User InterferencédMUI) was presented
(refer toSection3.1.1.2).

. A performance measure, viz. the sparseness measure, analogous to the entropy
measure, was developed and can be used to quantify sparseness theoretically as well

as in practical systems (refer ection3.2.1).

. Source models were developed that are more suitable for simulating sparse data
streams as opposed to equiprobable streams. These models were also improved by
employing the sparseness measure to reduce the standard deviation of the sparseness
in each frame. This reduces the amount of iterations required to compute various

statistics accurately (refer typpendixB).

. A novel comparison was made between the sparseness measure and the entropy

measure (refer t&ection3.2.3).
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7. The effect of sparseness on the density functions of degarss in the presence of
AWGN was derived, presented and explained (refe@dotion3.2.4).

8. Novel receiver structures capable of employing the sparseness measure to achieve
optimal BER performance results were presented for both frequency non-selective

and frequency selective fading scenarios (refeé3eéction3.3.1).

9. An analytic expression used to determine the decision region of a detector was derived
in terms of the sparseness measure and the SNR (reSacton3.3.1.1).

10. Strategies were developed enabling the receiver to practically determine the optimal
decision region from the received fram&sobability Density FunctioPDF) (refer
to Section3.3.1.1).

11. An analytic expression was derived for the BER performance of an optimal
QPSK-based receiver employing the measure of sparseness in AWGN channel
conditions (refer t&ection3.3.2.1).

12. An approximate analytic expression was derived for the BER performance of an
optimal QPSK-based receiver employing the measure of sparseness in frequency
non-selective fading channel conditions (refeBerction3.3.2.2).

13. Novel simulation results were presented for

(a) analysing the statistical deviation from the norm when a source generator
employing feedback and the sparseness measure is employed (rSkection
4.2.1),

(b) the effect of certain channel coding schemes on the sparseness of the transmitted
stream (refer t&ectiord.3),

(c) the orthogonality (including the auto- and crosscorrelation)Oothogonal
Variable Spreading Facto(OVSF) codes when they are sampled at a rate of
more than one sample/chip (referSectiord.4.5),

(d) the PDF of an uncoded, narrowbanBinary Phase Shift Keying
(BPSK)/QPSK-branch signal with various levels of sparseness and SNR
using an AWGN source (refer ®ectiord.5.1), and
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(e) various BER curves showing the performance of both thgasdional and the
novel, optimised receiver structure for AWGN, various fading and multi-user

examples, etc. (refer tBectiord.6.2).

1.3.2 Publications emanating from this study

During the course of this research study, the author co-wrote one refereed accredited
local journal article, co-wrote and presented five internatioimstitute of Electrical

and Electronics Engineer§lEEE) conference papers and one local conference paper.
The amalgamation of this work presented several relevant concepts, algorithms, analytic
performance measures and simulation results that lead from the development of the required
simulation building blocks. The following list details the scope of these publications and

their relevance to this study in chronological order:

1. “Performance Evaluation of a Joint Source/Channel Coding Scheme for DS/SSMA
Systems Utilizing Complex Spreading Sequences in Multipath Fading Channel
Conditions” co-authored byProf. L.P. Lindeand L. Staphorst{89] was presented
in Montreal, Quebec, Canadan May 2003. The paper covered a well-known
joint source/channel coding scheme consisting of Huffman encoded data used to
generate a state diagram to be decoded by means of a Viterbi algorithm decoder
for possible use in futurBourth Generation4G) Direct Sequence Spread Spectrum
Multiple AccesgDS/SSMA) CDMA communication systems. A multi-useomplex
Spreading Sequenc€€SS)-based DS/ISSMA CDMA communication system was
implemented as test platform for the joint source/channel coding scheme. Simulated
BER performances were presented for uncoded, separate source and channel coded as
well as joint source/channel coded systems under realistic multipath fading channel

conditions.

2. “Investigation of the Effect of LDPC Coding on the Sparseness of a Data Source in
AWGN Channel Conditionsto-authored byProf. L.P. Linde[90] was presented in
Stellenbosch, South Afriga September 2004. The paper implements a measure for
sparseness in a simple antipodal modulation system emplayngDensity Parity
Check(LDPC) coding and aMessage Passing AlgorithiMPA) based decoder in
AWGN channel conditions. The effect of the LDPC encoder on the statistics and CDF

of the source, as well as the PDF of the received data were investigated. Comparative
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results for various levels of sparseness and average SNRpresented, as well as
simulation results showing that more detailed source analysis should be done before
the assumption of equiprobable input symbols can be justified. Also presented were

BER performance graphs for the coded system.

3. “Performance Investigation of a Sparse Data Compression Technique with AWGN
Channel Effectsco-authored byProf. L.P. Linde[91] was presented iGabarone,
Botswanan September 2004. The paper introduced a performance measure for data
sources that can be used to evaluate the potential for good compression using a sparse
source coding technique, as well as BER bounds in AWGN. Simulation results showed
that the performance measure can be effectively used to predict the potential of a
source for compression. Comparative PDF and BER results were presented for various

sparseness levels in coded and uncoded systems.

4. “Evaluation of the Effect of Hamming, LDPC and Convolutional Encoding on the
Sparseness of a Data Sourced-authored byrof. L.P. Linde[92] was presented in
Cape Town, South Afriaa May 2005. The paper considered an implementation of the
measure for sparseness to serve in a comparative review of various different encoding
schemes. The effect that a Hamming encoder, LDPC encoder and a convolutional
encoder have on the CDF of the source, as well as the PDF of the received data
in AWGN conditions, were simulated and investigated. Comparative results for
various levels of source and encoded sparseness were presented, as well as simulation
results showing that a detailed source analysis is required before the assumption of

equiprobable input symbols can be justified.

5. “Employing a Measure of Sparseness to Investigate Sparse Data Compression in
AWGN Conditions’to-authored byProf. L.P. Lindg[93] appeared in the Transactions
of the SAIEE in June 2006. This paper repeated and expanded on earlier work [91]
where the algorithm of the sparseness measure was applied in two examples, the
first being a sparse source coding technigue, while the second example showed the
derivation of BER bounds in AWGN for sparse data. Comparative results of sparse
source coding and an uncoded system in terms of the introduced performance measure
and error propagation in AWGN conditions were presented. Simulation results
indicated that the performance measure can be effectively used to predict the potential

of a source for compression and to more accurately estimate the decision intgrval,
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for detectors, ranging from; = 0.5493 (E,/Ny = 0, n, = 0.1) to r; = 0.0202
(Ey/No = 7, n, = 0.4), with 7, the sparseness measure. Comparative PDF and BER

results were presented for various sparseness levels in coded and uncoded systems.

6. “A Novel Approach to Improve Sparse Data Modetsi-authored byrof. L.P. Linde
[94] was presented iWindhoek, Namibian September 2007. This paper showed the
implementation of the measure of sparseness with a specific feedback mechanism to
improve the large standard deviation that current random data sources suffer from. The
drawbacks of the current, frequently used random data sources was highlighted and a
novel approach was suggested to rectify these disadvantages. Simulation results were
presented for various block lengths typically used in 3G UMTS/WCDMA systems,
indicating how the standard deviation can be significantly reduced by up to 33% when
using an optimal feedback length. The various optimal feedback lengths were also

presented, as well as some conclusions regarding communication system simulation.

7. "Work in Progress - An Optimal UMTS/WCDMA Receiver Structure for Possibly
Sparse Data Streamgfo-authored byrof. L.P. Lindg[95] was presented iRretoria,
South African November 2008. The paper presented a novel, optimal next generation
WCDMA receiver structure for situations where data streams exhibiting small or large
amounts of sparseness are received. The receiver employs a measure of sparseness,
allowing for almost real-time (per timeframe) sparseness estimation to be used in an
optimal adaptive estimation technique. The corrected version of the BER performance
benchmark was published to replace the erroneous expression presented in [91, 93].
Simulation results indicated the need for sparseness estimation, as well as performance
benchmarks of the standard receiver structure to be used as a reference for comparison

with results of the optimised receiver.

8. “A CMOS based multiple-access DSSS transceiarthored byDr. S. Sinhaand
co-authored byir. M. Bozant, Mr. J. Schoeman, Prof M. du Plessis and Prof. L.P.
Linde [96] was presented iStellenbosch, South Afrida April 2009. The paper
presented a similar conventional transceiver system as proposed for this work, with

the main emphasis being the transistor level CMOS design.
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1.4 ORGANISATION OF THEDISSERTATION

This chapter was aimed at providing an overview of the history and development of the

information and coding theory and the telecommunication system relevant to this study, as
well as related research topics and the motivation of this study. The remaining chapters of
this dissertation are summarised next and will be used to present a number of important
concepts.

Chapter2 gives an overview of the WCDMAIMTS Terrestrial Radio Accegt/TRA)
Frequency Division DupleXFDD) specifications for the physical layer and the general
transmitter structure that was implemented and used throughout this study. The specifications
presented include the relevant frequency planning, the power requirements, the physical
channels, the modulation scheme, various types of spreading codes employed and the
filtering methods used.

Chapter 3 describes the classic approach to complex QPSK-based
WCDMA-UTRA/FDD receiver design for both frequency non-selective and frequency
selective scenarios by means of the necessary block diagrams illustrating the building blocks
of the receivers, as well as a mathematical model to represent the received signals. The
expected performance measures as found in literature are also presented.

The concept of sparseness is introduced and defined in terms of the necessary parameters.
An explanation of the concept follows, after which it is related with the entropy measure, a
similar parameter frequently encountered in information and communication theory. The
effect that this parameter has on the CDF of bitstreams as well as the effect on the PDF when
AWGN is introduced, is also examined.

This sparseness measure is then incorporated in novel complex QPSK receiver structures
to optimally detect possibly sparse bitstreams. The optimal detection method is discussed
and an optimal decision region is derived. The chapter is concluded with the derivation,
analysis and discussion of analytic expressions for the BER performance benchmarks of the
novel complex QPSK receiver structure when sparseness is taken into account.

Chapter4 gives the results obtained during the simulation study. It was necessary to
calibrate the source models in terms of the sparseness of the generated data streams that
result from this building block, and the approach and results are discussed. Some initial
results are presented to illustrate how coding will influence the sparseness of a data stream.

The results of the complex QPSK transceiver implementation are also evaluated,
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including time and frequency domain based measurementshymisation instances with

the help of eye diagrams, narrowband transmission results in both the time and frequency
domains and an analysis of the orthogonality of the OVSF codes used when perfectly aligned
and also when shifted in time.

The channel models are evaluated next and the presented results include an analysis of
the AWGN process, different methods to generate the Doppler parameters, after which the
results related to the analysis of the complex Rician process for both frequency non-selective
and frequency selective channels are presented.

Finally, a number of BER performance graphs are presented for various scenarios,
including uncoded AWGN, frequency non-selective and frequency selective scenarios and
results obtained for single user transmission as well as transmission in the presence of MUI.

Chapter5 is used to draw conclusions from the obtained results. As many aspects of
the work were not fully investigated and some unanswered questions remain, it was deemed
necessary to make suggestions for future research.

In addition to the chapters outlined above, a number of appendices are presented to
additionally cover both known and novel topics to clarify subject matter investigated in this
topic. AppendixA covers some of the protocol signals as specified for the UTRA/FDD
platform, while AppendixB covers a novel approach to generate data with a specific
sparsenessAppendixD gives a theoretical discussion on the implemented channel models
and various signal degradation effects, including AWGN and various types of signal fading.
The appendix starts by investigating elementary properties of Rayleigh and Rician processes
and various useful quantifying parameters, after which frequency selective and non-selective
channels are defined and discussed. Useful statistical properties are presented, followed by
techniques for modelling various types of deterministic fading channels. The appendix is
concluded with various methods to determine critical simulation model parameters (viz.,
the Doppler parameters). Finally, the derivation of the BER performance of a BPSK/QPSK

receiver in frequency non-selective channel conditions are presemgpendixE.
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CHAPTER TWO

WCDMA UTRA/FDD PERFORMANCE
EVALUATION PLATFORM

In telecommunication applications, especially with venmyited resources as is the case
with wireless applications, the physical time/frequency resources are shared by different
users accessing the system simultaneously. Traditionally, only three access techniques were
implemented, namely FDMA, TDMA and CDMA. However, recent years have seen the
emergence of space-time coding, which, although not a full scaled multiple access technique,
does increase the number of users within a limited resources environment. Polarisation
diversity requires the transmission of data over multiple antennas with different polarisation,
but this technique has not received much attention up to date.

Many versions of different mobile communication systems have been implemented in
various countries, including GSM, PDC, cdmaOne (1S-95) and US-TDMA (IS-136), to
name but a few. Recall that a historical overview and the evolution of GSM towards UMTS
have been presented @hapterl. In the standardisation forums, WCDMA technology has
emerged as one of the most widely adopted 3G air interfaces [77]. WCDMA is generally
used to refer to both the UTRA/FDD and the UTRAne Division DupleXTDD) types of
operation within the 3GPP. However, the terms UTRA/FDD and UTRA/TDD are used when
addressing only one specific type of operation.

The aim of this chapter is to provide the physical link specifications of the transmitters
that have been implemented. The transmitter structure is investigated, as well as a
mathematical model that may be used to describe the various spreading sequences. The
chapter is concluded with the discussion of the required bandlimiting filters. The detailed
signalling schemes and protocols governing communication between subsystems in the

UTRA/FDD system fall outside the scope of this thesis, but a summary of the operation
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will be presented irAppendixA. The interested reader is referred to [69] for a detailed

discussion.

2.1 RTT SECIFICATIONS OF THEUTRA FDD WCDMA

PHYSICAL LAYER

2.1.1 Frequency planning

The proposed frequency band of operation bylttiernational Telecommunications Union
(ITU) was accepted on a global scale, with the exception of North America. The uplink
was assigned the frequency band of 1920 - 1980 MHz and the downlink 2110 - 2170 MHz.
UMTS is based on 5 MHz WCDMA channels with a basic chip rate of 4.096 Mchips/s,
corresponding to a bandwidth of approximately 5 MHz. Higher chip rates (8.192 and 16.384
Mchips/s) are also specified. These chip rates are intended for the future evolution of the
WCDMA air interface towards even higher data rate? (Mb/s). Carriers are separated by

a nominal spacing of 5 MHz, although these WCDMA catrriers are located on a 200 kHz
grid (channel raster). The transmitting and receiving frequencies are separated with a fixed
or variable separation [7, 8, 69].

The wide bandwidth of WCDMA gives an inherent performance gain over previous
narrowband cellular systems, since it reduces the effect of fading on the radio signal.
In addition, WCDMA uses coherent demodulation in the uplink, a feature that has not
previously been implemented in cellular CDMA systems. Additionally, fast power control on
the downlink will yield improved performance, especially in indoor and low-speed outdoor
environments at low Doppler spread. In total, for a speech service, these improvements are

expected to increase the cell capacity of WCDMA by at least a factor of two (3 dB) [7].

2.1.2 Power requirements

The transmitter is rated to have a maximum power output as tabulafedie2.1 [8]. The

output power dynamics can be controlled either in an open or closed loop power control
fashion. The output power dynamics are givenlable 2.2. RF spectrum emissions are
determined by the occupied bandwidth. The adjacent channel leakage power ratio for the

first and second adjacent channels are 35 dB and 45 dB, respectively, below the in-band
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TABLE 2.1: Different power classes and their corresponding maximum power output

Power Clasg| Max Power Output
1 33 dBm
2 27 dBm
3 24 dBm
4 21 dBm

power maximum. The transmit intermodulation has a minimuguirement of -35 dBc [8].

TABLE 2.2: Output power dynamics for the uplink and the downlink

Uplink Downlink
Power control steps Variable 0.25 - 1.5 dB| Variable 0.25 - 1.5 dB
Minimum transmit power -50 dBm -
Power control cycles per secondl.6 kHz 1.6 kHz
Power control dynamic range || 80 dB 30dB

The diversity characteristics at the receiver are deterhmethe time diversity, the
multi-path diversity and the antenna diversity. The static reference sensitivity level has a
BER of 1 x 10~2 at an input power of -110 dBm. The maximum input power has a BER
of 1 x 1073 at an input power of -25 dBm. The adjacent channel selectivity has a BER of
1 x 10~2 with assigned/adjacent channel power -93/-52 dBm. In-band blocking occurs with
a BER ofl x 1072 for a modulated interferer at -44 dBm, while out-of-band blocking occurs
with a BER of1 x 1072 for a tone interferer at -30/-15 dBm. Inter-modulation should have
a BER of1 x 102 with 2 interfering signals at -46 dBm. Spurious emissions are tabulated
in Table2.3 [8].

TABLE 2.3: Spurious emissions for various frequency bands

Frequency band Spurious emission
In-band < -60 dBm /4.096 MHz
9kHzto 1 GHz < -57 dBm /100 kHz
1 GHzto12.75 GHz| < -47 dBm/ 100 kHz
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2.2 THEPHYSICAL CHANNELS

2.2.1 Downlink physical channels

The frame structure for the downlirikedicated Physical Channé@DPCH) is illustrated in

Fig. 2.1. A superframe has a duration of 720 ms, consisting of 72 frames. This results in
a basic frame duration of 10 ms. Each frame consists of 15 slots, while each slot can be
divided into 2560 chipsl( - 2* bits, k = 0...7). This 10 ms frame corresponds to one power
control period.

2560 chips = 0.667 ms (10 x 2“ bits, k = 0,1,...,7)

- >
<CPPCH DPCCH > <DPDCH, | (DPCCH
Data 1 TPC TECI Data 2 Pilot Slot
10 ms
- — >
Slot0 | Slot 1 Slot | Slot13 | Slot14 | Frame

}4 720 ms _ T »{

Frame i

FIGURE 2.1: UTRA FDD downlink frame structure

Frame O | Frame 1 Frame 70/Frame 71| Superframe

Layer 2 dedicated data is time-multiplexed with layer 1 control information within each
slot. The layer 1 control information consists of known pilot bits for downlink channel
estimation, power control commands for uplink closed-loop power control, dinansport
Format Indicator(TFI). Dedicated pilot bits are used instead of a common pilot in order
to support, for example, the use of adaptive antenna arrays in the base station, also on the
downlink. Dedicated pilot bits also allow for more efficient downlink closed-loop power
control. The TFI informs the receiver about the instantaneous parameters (block size and

number of blocks) of each transport channel multiplexed on the physical channel [7, 69].
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2.2.2 Uplink physical channels

The frame structure for the uplink DPCH is illustratedRig. 2.2. A superframe has a
duration of 720 ms, consisting of 72 frames. This results in a basic frame duration of 10 ms.
Each frame consists of 15 slots. Each slot has a duration of 0.667 ms and can be divided

into 2560 chips 10 - 2% bits, k = 0...6). This 10 ms frame corresponds to one power control

period.
2560 chips = 0.667 ms (10 x 2% bits, k =0,1,..., 6) >

Data DPDCH

Pilot TFCI FBI TPC DPCCH
10 ms

Slot0 | Slot 1 Slot i Slot 13 | Slot 14 Frame
720 ms
Frame O | Frame 1 Frame i Frame 70|Frame 71 Superframe

FIGURE 2.2: UTRA FDD uplink frame structure

The uplink dedicated channels can be used for multicode transmission varying from zero
up to six parallelDedicated Physical Data Channe{(®PPDCH) on layer 1, each with a
unique channelisation code. On the uplink, layer 2 data and layer 1 control information
is transmitted in parallel on different physical channels. The layer 1 control information
transmitted on theDedicated Physical Control ChannédDPCCH) consists of several
parts. These include the pilot bits to support channel estimation for coherent detection,
Transmit Power Contro{ TPC) commands, feedback information on transmit diversity and
anOptional Transport Format Combination IndicatOFFCI). The TFCI informs the receiver
about the instantaneous parameters of the different transport channels multiplexed on the
uplink DPDCH, and corresponds to the data transmitted in the same frame [8]. Note that the

uplink DPDCH and DPCCH on the same layer 1 connection generally have different values
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of k, which results in different rates and spreading factors [7, 69].

Various design trade-offs for the system paraméteaye summarised iflable2.4

Table 2.4: Trade-off between the system paraméfeaiid the corresponding symbol rates

and spreading factor for the uplink and downlink DPCH

System || Bits/slot || Bits/frame| Spreading| Symbol Rate| Link direction
parameter Factor ksps and channel

k 10 - 2 512/2* Downlink

0 10 60/90 512 7.5 DPCH

0 10 30/120 512 7.5 DPCH

1 20 240/60 256 15 DPCH

1 20 210/90 256 15 DPCH

1 20 180/120 256 15 DPCH

1 20 150/150 256 15 DPCH

1 20 120/180 256 15 DPCH

2 40 510/90 128 30 DPCH

2 40 480/120 128 30 DPCH

2 40 450/150 128 30 DPCH

2 40 420/180 128 30 DPCH

3 80 900/300 64 60 DPCH

4 160 2100/300 32 120 DPCH

5 320 4320/480 16 240 DPCH

6 640 9120/480 8 480 DPCH

7 1280 || 18720/480 4 960 DPCH
256 /2% Uplink

0 10 150 256 15 DPDCH, DPCCH

1 20 300 128 30 DPDCH

2 40 600 64 60 DPDCH

3 80 1200 32 120 DPDCH

4 160 2400 16 240 DPDCH

5 320 4800 480 DPDCH

6 640 9600 960 DPDCH
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2.3 DIGITAL MODULATION

Fig. 2.3 illustrates the spreading and modulation of the downlink dedicated physical channel.
Data modulation is QPSK-based, that is, a pair of bits is spread to the chip rate using the
same channelisation code and subsequently scrambled by a cell-specific real scrambling
code. Different physical channels in the same cell use different channelisation codes. Several
downlink physical channels can be transmitted in parallel on one connection using different
channelisation codes in order to achieve higher channel bit rates (multicode transmission)

[7]. The modulating chip rate is 3.84 Mchips/s (3.6864 Mchip/s for multicode transmission).

x (m)
1 Hkl‘ (g)—> 1 R > p() i . ’C?
e ! T
DPDCH : I I [+jQ | cos(mt) v
> S/P -, MQ () | D »
DPCCH : ux T - sin(ot) A
: Cvuaﬂn !
X, (m) A Im Y
Q s Q — ) )

FIGURE 2.3: UTRA FDD downlink spreading and modulation (from [7])

The typical baseband transmitted downlink signal of ke user may be described

mathematically as

M—1 Np—1
up(t) = Y Apzp(m)spm(t — mIE) + ) Ayby(m)s,,(t —mT, — (M — 1) TF) (2.1)
m=0 m=0

with M, (resp. N,) the number of data (resp. pilot) symbols,(m) (resp. b,(m)),
Ay, = /2E) the amplitude of the transmitted data symif, (resp. 7,) the symbol (resp.
pilot) period of thek™ user, ands;.,,(t) the k" user's (resp. s,,(t) the pilot’s) specific

spreading waveform that corresponds tosttfé code segment, given as

Ni—1
Sk,m(t) - \/}TI@ Z Cch,k(i)cscramb(i + me)p(t - ZTC)
1 P | | (2.2)
= ﬁ ;} Ck,m(l)p(t - ZTC)
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with 7, the chip period,N; the user specific spreading factot,, . an N,-chip Walsh
channelisation code ard,..,.,.,, @ Gold code as discussed$ection2.4. These two codes
are mixed in a single time varying and ugespecific spreading code ,, (7). Finally, p(t)
is the impulse response of a chip shaping filter as discussgddation2.5. It is of practical

concern to note that

+oo
/ |skm(t)]dt =1 (2.3)

The transmitted downlink signal may also be written in a complex baseband notation
for the k™" user, consisting of the in-phase componeni(t) and the quadrature component

Uk q4(t), as

up(t) = uki(t) + jup,q(t)
My—1 Np—1

= Y Agrp(m)spm(t —mTF)+ Y Apby(m)sy(t —mT, — (M — 1) T¥)
m={0.2,.} m={0.2,.}
My—1 Np—1
+i Y Aww(m)spm(t —mTE)+5 Y Apby(m)sn(t —mT, — (My —1)TF)
m={13,.} m={13,.}

(2.4)
by considering that thé&erial-to-Parallel (S/P) converter will take two consecutive
symbols{z;(0), zx(1)}, {zx(2), zx(3)}, {zr(4), xx(5)}, etc. as input to be converted to the
parallel in-phase streafu(0), zx(2), zx(4), ...} and the quadrature phase stre@um(1),
2k (3), v (5), ...}

I > p(t) >
Re
I+jQ : cos(mt) v
Q > : ] >
Mux sin(wt) A
C
saanb Im uk
Q > p)

Complex QPSK UL Transmitter ( CQUT )

i e e e Voo '

FIGURE 2.4: UTRA FDD uplink spreading and modulation (from [7])
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Fig. 2.4 illustrates the spreading and modulation for the uplink DPCH. Data modulation
is done in such a way that the | and Q branches are used as two independent BPSK channels,
resulting in dual channel QPSK. For the case of a single DPDCH, the DPDCH and DPCCH
are spread by two different channelisation codes and transmitted on the | and Q branches
respectively. If more than one DPDCH is to be transmitted, the additional DPDCHSs can
be transmitted on either the | or Q branch using additional, unique channelisation codes
(multicode transmission). The total spread sighal;j @ is subsequently complex scrambled

by a connection-specific complex scrambling code [7,69].

2.4 SPREADINGCODES

2.4.1 Channelisation codes

The channelisation codes for the downlink, as requiredrign 2.3 for real spreading,
are OVSF codes. These codes preserve the orthogonality between the downlink
DPDCH/DPCCH channels of different rates and spreading factors.

OVSF codes can be created using a code tree. The different levels in the code tree define
channelisation codes of different spreading factor lengths. The choice of codes within the
code tree is limited within a cell and a code may be used if, and only if, that code is not a
prefix of another. Stated differently, no code on the path from the specific code to the root
of the tree and any other code in the sub-tree below the specific code may be used in the
same cell. This creates a dependency for the number of available channelisation codes on
the rate and spreading factor of each physical channel. The codes for the downlink DPCH
are decided by the network and the set of channelisation codes may be changed during an
established connection when a change of service or an inter-cell handover occurs [69].

Similar to those of the downlink, the channelisation codes implemented for the uplink
shown inFig. 2.4 are OVSF codes, with the same restrictions as that of the downlink codes.
Channelisation codes are only valid within one mobile station. A connection requires that
a channelisation code is allocated for the uplink DPCCH, and at least one different code is
provided for the DPDCH, albeit that the number of codes may be increased as the demand
on the number of DPDCHs increase. Since different mobile stations use different uplink
scrambling codes, no co-ordination for the uplink channelisation codes are required between

different connections, which implies that these codes may be allocated in a pre-defined order,
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limiting the agreement between the network and mobile statdhe number of codes and
spreading factor length of the uplink channelisation codes. The exact codes to be used are

then implicitly assigned [69].

2.4.2 Scrambling codes

There exists 512 unique scrambling codes for the downlink that are divided into 32 groups
of 16 codes each. The grouping of the downlink codes is done in such a manner so as to
facilitate a fast cell search. Each cell or sector (if antenna segmentation for a cell is done)
is assigned with a downlink scrambling code at the initial deployment. The mobile station
determines this code during the cell search process.

The scrambling code sequences are constructed as the positionwise modulo 2 sum of
40960 chip segments of two binary-sequences generated by means of two generator
polynomials, each of degree 18 [69]. Letandy be the two independent sequences
respectively oveGalois Field 2(GF(2)). Thex sequence is constructed using the primitive
polynomial 1 + X7 + X'® while the y sequence is constructed using the polynomial
14+ X%+ X7+ X110 + X for the downlink channel. Similarly for the uplink channel,
two generator polynomials of degree 41 are used. aTBequence is constructed using the
primitive polynomiall + X3+ X*!, while they sequence is constructed using the polynomial
1+ X2+ X4 The resulting sequences thus constitute segments of a set of Gold sequences.
The scrambling codes are repeated for every 10 ms radio frame.

Either short or long scrambling codes can be used in the uplink. The short scrambling
code is a complex code, given 6Y%.,..., = cr + jcg, With ¢; andcg being two different
codes from the extended very large Kasami set of length 256. The long uplink scrambling
code is used when the base station in a cell is not required to perform multi-user detection.
The short scrambling code gives direct insight into the choice of long scrambling code to be

implemented. Therefore, no explicit allocation of the long scrambling code is needed.

2.5 RRC RLTERING

Along with Nyquist and Gaussian filters, RRC filters are among the most popular, bandwidth
efficient pulse shaping filters used to comlmaiersymbol Interferenc@Sl) in modern digital

data transmission systems. RRC filters have been selected by the governing and design
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bodies for UMTS as the pulse shaping filter of choice with a-ofilfactor (minimum
bandwidth factor) olr = 0.22 in the frequency domain. Let us proceed to evaluate how
this parameter is applied to the filter design.

The frequency response of a raised cosine pulse shaping filter is given by [44]

I, If] < L
Pro(f)={ % (1+cos |2 (f=52)]). Se<ifiche @9
0 7> e

with f the frequency/ the symbol time and: the roll-off factor. The corresponding
impulse response (time domain) is obtained by taking the inverse Fourier transform of the

frequency response and is given by

, mt cos (mat) /T
Pre (1) =sinc | = | - —————= (2.6)
Ts) 1— (2at/Ty)
1.2 : : : : 1 :
a=0 a=0
- - —0a=022 osl - — —a=022|]
1 N a=1 1 a=1
0.6}
0.8} \
\
g SN 0.4r
Y =
e 0.6 o s
o ] 0.2}
041 S
\ ot o = &= =
\
\
0.2y \ -0.2
\
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FIGURE 2.5: The normalised a) frequency response and b) impulse response of an RRC filter
(Ts = 1)

The frequency and impulse responses are illustrateign 2.5. Although sin¢))
seemingly includes division by zero, L'Hospital’s rule indicates that the numeric value of
sind0) = 1. The minimum bandwidth needed to transmit a pulse trairy & symbols per
second isf,.;, = 1/(2T5) Hz. This requires an ideal filter with a square (brick-wall) low-pass
response af,.;,. However, the ideal sinc type impulse response has slowly decaying tails

which results in filters that are difficult to implement practically. The addition of excess
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bandwidth, varied withy as (1 + «) - f,..,» Hz, allows for a spectrally less efficient filter with
a more manageable impulse response.

In practical systems, the raised cosine frequency response is divided equally between the
transmitter and the receiver. Both the receiver and the transmitter contain identical filters
whose magnitude response is given by the square roagof2.5), normalised so that the
maximum remaing’,. The actual implemented frequency response of the RRC pulse shaping

filter is given by [97]

VT, fl < 5

P(f)={ VTocos (YL — =z} Lo < |f) < Lo (2.7)
1+«
0, |f| > 2—;9

with the impulse response given as

1 sin <7r(1 - a)Tis) + %t cos (7?(1 + a)Tis)

p(t) = T » {1_ (4‘“)1

Ts Ts

(2.8)

It should be noted that the symbol time in these equations should represent the shortest
time period of the system. Therefore, when a spread spectrum system is to be con%idered,

should be changed to the chip peridd,
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QPSKBASED WCDMA RECEIVER
STRUCTURES

M-ary Phase Shift KeyingM-PSK) is perhaps the generic form of modulation most widely
utilised in contemporary practice, ranging from voice-band modems to high-speed satellite
transmission. A large part of its success lies in the fact that it is elementary with modern
processors and signal processing techniques to modulate signals by mapping the digital
sequence into an analogue waveform. Also, 4-PSK has been adopted as the base-line
technigue over BPSK, as the unfiltered QPSK signal occupies only half the spectrum when
compared to BPSK with a similar bit error probability, with the only significant penalty being
an increased sensitivity to carrier phase synchronisation. This forms part of the motivation
for the choice of a QPSK-based modulator in the UMTS/WCDMA physical layer. One such
a modulator structure was presenteddnapter2. The communication engineer then has
a choice between various different techniques to optimally detect the received waveform,
which may have been degraded and corrupted by the physical channel as modelled in
AppendixD. The optimal receiver consists of two parts, i) the signal demodulator which
can be implemented either by means of correlation or matched filtering, and ii) the detector,
basing its decision either on tiMaximum A-Posterior(MAP) criterion or theMaximum
Likelihood (ML) criterion, and also either in a symbol-by-symbol fashion for independent
symbols or a trellis based fashion over a sequence of symbols when symbol interdependence
exists.

This chapter presents an overview of conventional complex wideband QPSK receiver
structures and a mathematical model applicable to the UTRA/FDD WCDMA system

proposed for both frequency non-selective and frequency selective scenarios. The analytic
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bit error probabilities for uncoded systems are presentgainaor both fading scenarios.

The next section entails the discussion of sparse data streams on communication systems
and covers topics including a method of measuring sparseness, a comparison of entropy and
the measure of sparseness and the effects that sparseness and noise variance have on the joint
PDF of bitstreams. In light of this discussion, a novel approach is presented to demodulate

a QPSK constellation if a sparse bitstream is transmitted. The chapter is concluded with the

analysis of analytic bit error probabilities for various channel conditions.

3.1 CONVENTIONAL COMPLEX WIDEBAND QPSK Re-

CEIVERS

This section will investigate traditional means of designing a wideband QPSK receiver
for communication systems over a range of communication conditions, including AWGN
conditions as well as multipath fading channel conditions typically experienced in mobile
communication systems. Analytic BER performance is also investigated as a relevant

performance measure used to gauge the effectiveness of such receivers.

3.1.1 Complex wideband QPSK receiver structures

As mentioned earlier, a typical receiver structure consists of a demodulator as well as a
detector, which may be implemented in a variety of ways depending on the application and
situation. A discussion of the choices made for the receiver implementation will follow
shortly. Before proceeding, however, it should be noted that the proposed receiver structures
are designed to be compatable with the baseband equivalent output of the transmitter and
channel models discussed in earlier chapters, therefore negating the effect of high carrier
frequencies during simulation. It does, however, include additional complexity in the form
of phase correcting subsystems caused by cross-terms due to multiplication of complex
numbers.

It is assumed that the received signal(t), carries information limited over the time
duration0 < ¢ < Ty, but also limited to thé/ signal waverforms,, (t) withm = 1,2, .., M
of the transmitter. The complex received signal will be in the fornk@f (D.52) measured
as the output of eitheffig. D.10 orFig. D.11 presented id\ppendixD.6 for a single user,

unless it is specifically stated to be a multi-user scenario.
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3.1.1.1 Optimal receiver for signals corrupted by frequencynon-selective channels
with AWGN

A correlation demodulator decomposes the received signal and noise into vectors weighted
with orthonormal basis functions. This process enables the receiver to determine the
projection of the received vector onto these basis functions and gives an indication of the
correlation that exists between the received signal and each basis function over the period,
T,. However, the basis functions need to be known at the receiver. It is often much simpler
for systems employing filtered waveforms to use the filter as a correlator, as the filtering
and correlation functions share many similarities. This method is known as matched filter
demodulation and since the filter impulse response of the transmitter is known, it may be
used during the demodulation process. For this reason, a raised cosine filter was designed,
with the root of the filter used at both the transmitter and receiver (the matched filter) to
achieve an effective overall raised cosine response, with the impulse response gien by
(2.8).

Phase Matched Sampling Correlator Decision
Correction Filter Circuitry Yy

p(-t) %/’———‘*’®—>®f>_[zs()dt L

kil |

soft
| P
A A
t=qi1_‘”+1-ls§17 | / i xl1arll
Fscrnﬁ Cchk S

>

p(-t) J” ‘@@*’f{()dﬁ

Complex QPSK Receiver (COR )

,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,,, W

FIGURE 3.1: Complex single path QPSK based receiver for WCDMA applications

A typical complex baseband receiver structure is illustrateéign 3.1. As the complex
baseband notation introduces additional cross-product terms due to the complex number
multiplication process oEqg. (D.52), additional phase shift is experienced by the received
signal that is corrected by means of the phase correction subsystem as indicated in the figure.

The phase-corrected versions of the received signal are both filtered with a RRC matched
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filter, after which it is sampled at the appropriate time ins@n T, + 7. This yields a signal

ready for baseband processing (descrambling and despreading) given as

wilt) = [ (reat0eos® = rig()sin®) @ p' ()]l

balt) = | (reaOsin®) + rig(t)cos®)) © 9" (1)) ot s

with # the estimated phase shift introduced by the complex baseband fading channel

(3.1)

(an additional phase shift introduced by a receiver lowpass filter to band limit the AWGN
can also be incorporated within this parameter) gnb the time delay a received symbol
experiences due to the receiver filters.

The estimated wideband signal may now be processed to its equivalent narrowband
signal by first descrambling the signal with the scrambling cdéde,...,, after which it is
despreaded with the channelisation cadg,, of the k" user. The narrowband estimation
of the transmitted vector is finally multiplexed into a single data stream by means of the

Parallel-to-Serial(P/S) converter.

3.1.1.2 Optimal receiver for signals corrupted by frequency selective channels with
AWGN

The receiver structure discussed earlier is suitable for simpler communication setups where
the transmitted signal is only corrupted by a narrowband Rician/Rayleigh process with
AWGN. Even though it may be implemented as a receiver for a system experiencing
frequency selective fading, it will only receive the portion of the energy within one
(corresponding to the selected path, rendering it inefficient in its accumulation of received
energy. An optimal approach for the case where energy is received via multiple paths was
proposed by Pricet al [98], which was aptly called the Rake receiver, analogous to an
ordinary garden rake, for the similar way in which the fingers of the rake correspond to the
power-delay profile used to characterise the multipath fading channel and the way multiple
signals are received in a tapped delayed line fashion. Rake receiver structures are, therefore,
generally used in applications where interference suppression and multipath mitigation are
required.

A Rake receiver structure, as illustratedfig. 3.2 for a complex baseband receiver
architecture, corresponds to multiple versions of the flat fading complex QPSK receiver
discussed earlier, with each of tlieflat fading receivers used to detect the received signal

within one of theL distinct paths characterising the multipath channel. This is accomplished
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Complex QPSK Maximum Ratio
Receiver Array Combining
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Complex Rake Receiver (CRR, )

FIGURE 3.2: Complex multipath QPSK based Rake receiver for WCDMA applications

by synchronising the timing of th@ample-and-Hol{S/H) circuitry, which (with reference to

Fig. 3.1) may be controlled with an external time delay parameteior each of the distinct

paths within the multipath channel. These values, when perfectly estimated by the delay
estimation subsystem, correspond exactly to the time delay parameters of the power-delay
profile, as discussed iAppendixD.4.3 andAppendixD.6, which are often assumed to

be known to the receiver when synchronisation techniques are not under investigation.

Up to this point, the system may be described mathematically by again investigating the

received downlink signal (in this case specifically for a multi-user, multipath environment

with AWGN) that is given as

r(t)

K L
= Z Z Akak71xk(m)sk7m(t — mTf — TkJ)

J/

-~

L Np—1 S0 (3.2)
+ Z Apaug by (m) sy (t —mT, — (My — 1) TF — 7) +n(t)

J

Sp(t)
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which may be written in the complex baseband notation as

rri(t) = uni(t)arpi(t) = g(t)arkq(t) + 1)

Mi—1
Z Az (M) spm(t —mTF)
m={0,2,..}
K& DPDCH 3
=> > Np—1 ¢ g () cos (r (1))
k=11=1
+ > Ay (m)sy(t —mT, — (M — 1) TF)
m={0,2,..}
DPEC’H
My, —1
Z Agxp(m)sgm(t — stk)
m={1,3,..}
K L ~ o '
> N1 TPer ag (¢) sin (¢rg () + ni(t)
k=11=1
+ Y Aby(m)s,(t —mT, — (M, — 1) TF)
m={1,3,..}
DPE'rCH
(3.3)
for the in-phase component and
Thg(t) = Uni(t) R g (t) + ng(t)vr () + mg(t)
My—1
Z Az (m)sgm(t — stk)
m={0,2,..}
K L d
= kZ ZZ N rPer v (t) sin (¢r (1))
=11=1
+ > Ay (m)sy(t —mT, — (My — 1) T¥)
m={0,2,..}
DPFCH
My —1
Z Az (m)spm(t —mTF)
m={1,3,..}
K& DPB H 3
+> N1 ¢ v (1) cos (Pr (1)) + ng(?)
k=11=1
+ > Ay (m)sy(t —mT, — (M — 1) TF)
m={1,3,..}
DPECH
(3.4)

for the quadrature phase component.
The matched filter outputs of useare determined by passing the received signal through

a bank of filters matched to the delayed versions,gf(t) sampled awT” + 7;. The filter
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output for pathl is given as

+o0

T(t) = / F(8)spnt — nTF —7)dt (3.5)

As long as the channel exhibits slow fading, the channel tap weights may simply be
determined by averaging a number of successive matched filter outputs of the specific
channel path. This is accomplished by sendivig pilot symbols and determining the

average of the matched filter as

Gy =220 (3.6)

The L estimated signals are then combined to yield a final output estimation of the

transmitted signallig. 3.2 illustrates such a receiver structure.

3.1.2 Analytic bit error probabilities for uncoded systems
3.1.2.1 Communication over ANGN channels

It is well known that the probability of error of an M-PSK system may be determined

from the distance between the closest signal points in the constellation, which, for BPSK,
is typically given asd,.;, = 2V E,
superimposed on the signal space then reveals that the error probability of a symbol may

r.—E,- Inspection of the conditional AWGN PDFs

be determined in terms of the minimum distance between two signal points as a Gaussian

tail integral, which is known to be [43, 44]

d?
P, = —min 3.7
= Q |y 5a 3.7)

However, this can be shown to also be the case for any M-PSK system that exhibits
sufficient symmetry to ensure that all the minimum distances computed between all possible
signal points and their neighbours are equivalent, which is a condition most practical systems
adhere to. Now, when considering that the distance between a given signal and one of its
nearest neighbours is given @s;, = 2/ E, sin(n/M), it may be concluded that the error
probability will be lower bounded by
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, /%EOS sin (W/M)] (3.8)

If the observation space);, denoting the union of two half spaces in two dimensions

P >Q

(i.e. one quadrant in a Cartesian plane formed by connecting the four QPSK signal points),

is considered, a nearest neighbour decision problem may be defined to yield an upper bound

P, <20Q [\/ 2NEOS sin (W/M)] (3.9)

This is a tight bound of the true error probability to within a factor of 2. Investigation of

given by

the error region at high SNR by means of numeric integration would suggest that the upper
bound is quite accurate [44, 66].

Finally, by noting thatr, = £, log, M, it may be concluded that the bit error probability
of an M-PSK signal is bounded by

2F

Q jﬂir(log2<ﬂf)sin2 (™)

< P, <2Q [\/%Eob (logy M) sin® (/3 r) (3.10)

These bounds do not provide for exact bit error probabilities, but they may be determined
by means of numeric methods for higher dimensions, as the derivation of the exact solution

in such a case is very involved. In the special cas&/of 2, Eq. (3.7) may be used to give

the bit error probability of QPSK as
[25,
No

Care should be taken to ensure that a Grey coding is used when mapping the binary

P,=0Q (3.11)

values to the signal points in the constellation.

3.1.2.2 Communication over frequency non-selective channels

This section will present a brief overview on the BER performance of BPSK systems in
slowly fading channels. The reader is referred\fipendixE for a detailed discussion and
a complete derivation of the solution presented next. The steps followed in the proof in
AppendixE will aid with the derivation presented 8ectior3.3.2.2 for the BER performance

of the proposed structures.
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The probability of error, given transmission over a freqyenon-selective Rayleigh

1 E
oLl | BN
2 1+ E,/N,

The dependence of this function on the average SNR is profoundPas=al0—> may

channel, is given by

(3.12)

be achieved with a SNR of 9.6 dB for a non-fading channel, compared to approximately 44
dB required for a fading channel. This is due to the basic property of fading channels that

the error probability is dependent on infrequent, but long fading events.

3.2 THE EFFECT OFSPARSEDATA STREAMS ON COMMU-

NICATION THEORY

3.2.1 A measure of sparseness

Data sources are usually modelled with symbols consisting of letters from a source alphabet
and the probability of occurrence of these symbols. These probabilities can then be used to
determine the entropy, or the amount of information conveyed by the source in bits per source
symbol. The entropy, however, does not necessarily convey insight into the sparseness of the
source in a linear manner. Sources are considered sparse if one of the alphabet letters occurs
less frequently than the other letters. In order to compare the sparseness of one source with
another, we need to introduce a measure for sparseness.

Consider a source with symbolsa; € {ao, a1, ..., a,_1}, With a; constructed with any
of m possible alphabet lettetg € {by, b1, ..., b,—1}. Each symbolg;, has a probability of
occurrence given aBrobla;] = p(a;). We define the measure of sparseness for a block of
lengthl — oo as the ratio op(a;) andp(ay), ..., p(an—1), With p(a;) < p(a;) for je[0,n—1].

This yields a measure for sparseness for symbols given simply by

Q; .
Ns = ﬂi) = min [p(ag), p(a1), ..., plan_1)] VY a; € {ag,ay,...,an_1} (3.13)
> ko P(ak)
with a; the symbol that is least likely to occur. This, however, only gives an indication
of the sparseness of a source in terms of the source symfpland does not take the

source alphabety,, into account. The sparseness, when measured in terts ofight
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differ significantly from the sparseness when measured:fole take this into account
by defining the probability of alphabet lettgy in symbola; as Prob[b” | = p(bl). The
measure for sparseness on a letter level, rather than a symbol level, can now be given (when

the weighted alphabet lettéy is least likely to occur over all symbols) as

ZZfép( (b))
S S onsy plar)p(bhy,)

Na = min v a; € {ao,al, ...,(ln_l},bh S {bo,bl, ---abn—l}

(3.14)

with 375, S so plar)p(B,) = 1.

This letter level (or bit level, ifn = 2 for a binary source) measure is more practical,
considering that a transmitter will usually send data as a block or frame filled with a string of
compressed data letters, rather than data symbols. It is also important to note that an infinite
block length is not a practical consideration, but if the block of legglchosen sufficiently

large,n, can be accurately approximated within the frames.

3.2.2 Sparseness explained by example

Using the definition above, a binary source alphabet is describeéd by {0,1}. Assume
a source with only two symbols, = {ao, a;}. The sparseness measure at a symbol level,
ns, then indicates the ratio of the number of occurrenceg,db the sum of the number
of occurrences of, anda, in a block of length asi — oo, which of course describes the
probability of occurrence afy, given asP(a,) = po. Similarly, the probability of occurrence
of a; is given asP(ay) = ps.

A source is said to be sparsepf # p;, and the sparse symbol is the symbol with the
lowest probability of occurrence, i.g; is sparse if; < po. Afirst source is also considered
more sparse than a second source, if < 7,0, i.e. the smaller the measure of sparseness,

the larger the sparsity of the source. The symbol level sparseness measure is given as

p(a;)

T S e (3.15)
_ b1
" potpr

with pg + p; = 1, resulting inn, = p;. Asl is decreased to a practical, finite lenggth,
may be approximated by considering how frequently a symbol occurred within the length
or
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o 3
Ns = #aof;#al
_#
=zu (3.16)
~ P

with the approximation necessary as the true probability only holds in the lirhitasc.

The various levels at which sparseness may be determined and how it influences
bitstreams will be shown next by means of an example. An arbitrary symbol set is given
by a = {ap;a;} = {00;001}. It is clear that this symbol sequence will benefit greatly
from a suitable source codec, but this is not considered at this stage. Assume that the
probability of occurrence of symbal, is extremely large, and, following the notation
introduced earlier, is given ag(ag) = 0.9. Therefore,p(a;) = 1 — p(ay) = 0.1.
Inspection of the alphabet letters used to construct the symbols reveals that the probability
of occurrence of the lettey in symbola, is determined ag(b) ) = 2/2, and similarly
we may findp(b},) = 0/2, p(bY,) = 2/3 andp(b,,) = 1/3. Having found each alphabet
letter’s probability of occurrence, we can find the weighted probability of occurrence of
each alphabet letter agd? ) = >, p(ax)p(8,) = 0.9-2/2 4+ 0.1-2/3 = 0.967 and
p(L) = 3o plar)p(bl ) = 0.9-0/2+0.1-1/3 = 0.033, as this will be required for the
calculation ofy,,.

Using these results, it is a simple matter to determine the various different sparseness
measures. Firstly, the sparseness may be determined at a symbol leveEgsi(®)15),
yielding a result of); = 0.1/(0.1 + 0.9) = 0.1. This is an extremely sparse source, but it
is to be expected considering the very high probability of occurreneg.oSecondly, the
sparseness may be determined further on an alphabet levelEgin@.14). However, in
order to proceed, we have to recognise fia} ) < p(b% ). This requires the use @fb; )
as the numerator d&q. (3.14), which leads tg, = 0.033/(0.967 + 0.033) = 0.033. This
result differs significantly fromy,, and is explained by considering that the probability of
occurrence of the alphabet letters very low, as it is weighted with a symbol that is less
likely to occur. Notice also from this example that the sparseness level of a bitstream may
differ significantly from that of the least likely symbol probability and should, therefore,
not be used interchangeably. Unless specifically stated otherwise, this work will assume the

sparseness to be determined on an alphabet levej,i.e.
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3.2.3 Entropyvs. the measure of sparseness

Since sparseness indicates that one symbol occurs less frequently than any other symbol, it
is fair to assume that the minimal sparseness, or conversely, a dense data stream, occurs for
equiprobable symbols, i.e; = 1/N if N symbols occur, op, = p; = 1/2 for the binary
case, resulting im, = 0.5 as perEq. (3.15). This is the first limit for sparseness, with the
second given by), = p, — 0. Sparseness is, therefore, a linear relatjpn- p, limited to
the range) < n, < 0.5.

The sparseness measure may be compared to the entropy measure, which provides us

with a measure of information. The entropy is determined as

N-1

Hy =Y pla;)log (1/p(a;)) (3.17)

i=0

leading toH, < log(NV) (equality is true for equiprobability) anff; = 0 in the case
where no information is transmitted when any symbol hasag) = 1. It is worthwhile to
note that the entropy is typically calculated witlg,(z) with unit bits orlog,(z) = In(z)
with unit nats (natural bits).

The following differences are observed.

e The sparseness measure is linear, while the entropy is relatedd® fanction.
This behaviour is analogous to detectors using exponential functions compared to

log-likelihood detectors using linear functions.
e Sparseness is limited < 7, < 0.5, while entropy is limited td) < H, < log(N).
e Optimal information transfer occurs whéf, = log(N) andn, = 0.5.

e The sparseness measure may be optimally applied in a scenario yvhered and
H, — 0.

e The sparseness measure is used to compensate for the fact that the entropy is

non-optimal.

The differences between the sparseness measure and the entropy measure are illustrated
in Fig. 3.3. The entropy was calculated for a binary source ukipg ) for a result with

unit bits.
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FIGURE 3.3: Comparison of the entropy measure (unit bits) with sparseness for a single
binary symbol with varied probability of occurrence.

3.2.4 The effect of sparseness and AWGN on the joint PDF of

bitstreams

The following section investigates the effect of sparseness on the conditional PDF of a
received bitstream. It is assumed that 1) elements {so,...,s,_1} are independent, 2)

a sparse symbos,,, of sparsenesg, exists, and 3) the symbols referred to here correspond
to the alphabet letters &ection3.2.1, i.e.s; correspond td;,. As an example, arbitrarily
assumes, = s; to be the sparse letter transmitted. The probability of the received letter
for an antipodal modulation scheme may be written as a weighted sum of conditional

probabilities given by

n—1
p(r)= ZO a;p (r|s;) (2)
B n—1
p(r) = nap (r]s1) + Z# aqp (rs;) (i4) (3.18)
i=0,i#1
p (1) = nap (r]s1) + (1 = 1a) p (7]50) (iid)
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with Eq. (3.18) () the general form where aa priori probability, «;, is used as the
weighting constant. This is usually assumed toohe= % for equiprobable inputs. The
conditional PDFp(r|s;), described byeq. (D.1) may be used for substitution Eyg. (3.18).
Eq. (3.18)(ii) represents the case where a sparse symfpak transmitted. The weighting
factor, «;, of that symbol may be represented by the sparseness measure. The motivation for
this stems fronkq. (3.14), where it was defined that the letter level sparseness is the smallest
probability of a letter to occur when weighted with the symbol probabilities. Fingly,
(3.18)(iii) presents the special case for binary transmission. The effect of sparseness on the
PDF of the received letter is illustrated kg. 3.4. It is clear that sparseness does play a
role: by increasing the sparseness of one symbol, the probability density increases and the

intersection of the two PDFs shifts towards the symbol with the lower probability.

0.5F ol 0.5

0.4 . 0.4

03r- 03

Probability densities
Probability densities

0.2

01r-

Normalised signal strength Normalised signal strength

@oc=1,1m,=05 (b) 0 =0.5,1n, =0.5

05 — 05

04 : : . 04

0.3

Probability densities
Probability densities

N
0.2 \ = 0.2

\
011 < X 9 0.1f

1 1 o N 1 1 1 1 1 1
-1 0 1 2 3 4 -4 -3 -2 -1 0 1 2 3 4
Normalised signal strength Normalised signal strength

(©)o=1,1,=03 (d) 0 =0.5,7, = 0.3

FIGURE 3.4: The effect of sparseness andn the PDF of the received signal for AWGN.
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As will become clear through the course of this study, this emeent in the intersection
results in a change in the bit error probability, especially so for cases exhibiting large noise
variance while the density of the data stream is low (e.g= 1, n, = 0.3). The effect is
less obvious for cases where the noise variance is high, but still provides an opportunity to

optimise existing receivers.

3.3 A NoVvEL CoMPLEX QPSK RECEIVER STRUCTURE

EMPLOYING A MEASURE OFSPARSENESS

Conventional receiver structures have been accepted widely due to the good performance
that they offer when compared to the complexity of implementing them. They are, however,
designed to function optimally for systems transmitting data at the information limit. This
may be a desired property of data streams in communication systems, but it is not necessarily
a required system specification or even possible to guarantee such streams in real-time

systems.

3.3.1 The proposed complex wideband QPSK receiver structures

This section aims to design and analyse modified receiver structures that implement the
sparseness measure introducedattion3.2. Due to the relatively simple way by which

the sparseness of a data stream may be estimated, the additional complexity introduced for
this receiver structure is close to negligible when compared with the original complexity
of the conventional structures. The gains provided vary significantly, depending on the
density of the data stream, as will be shown. The same assumptions will be made as for
the traditional structures, with the only difference being that the sparseness is either known

or can be accurately estimated.

3.3.1.1 The novel optimal receiver for signals corrupted by frequency non-selective
channels with AWGN

It should be clear fronsection3.2.4 that any BPSK based receiver may be improved if it is
able to adapt to the change in sparseness should the sparseness of the data stream change or
differ from the typically assumed equiprobable case. One such receiver structure is proposed

and presented iRig. 3.5.

DEPARTMENT OFELECTRICAL, ELECTRONIC & COMPUTER ENGINEERING 50
UNIVERSITY OF PRETORIA



UNIVERSITEIT VAN PRETORIA
UNIVERSITY OF PRETORIA
YUNIBESITHI YA PRETORIA

(02@

CHAPTER THREE QPSKBASED WCDMA RECEIVER STRUCTURES
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3 sin(-@) cos(-(/)\)
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FIGURE 3.5: Complex single path QPSK based receiver for WCDMA applications optimised
for possibly sparse data source

The receiver will achieve optimal results when the intersect (refer again to the dashed
graphs presented iRig. 3.4, with emphasis on (c)) of the conditional PD§6&"|s,) and
p (r|s1) are known. This may be determined by settin@|so) equal top (r|s;) and solving

forr = ry, as

p(rlso) =p(rls)

(=na) = (ratvVE)" /No _ na_ = (ra=VER)" /N
N ) VaNo©
(1;:a>€—(rd+m) /N0 _ ~(ra=vEr)’ /No
in (% = 1) = (a+ VE) [N = (ra— VER) /o
(7”d+\/Fb)2 - (Td— \/E))2 = Nyln (n% — )
(73 + 204V By + By) = (r3 = 20V By + B) = Noln (1L — 1)

Ary /By, = Nyln (n% _ 1)

to finally yield, depending on the SNR and the sparseness, the decision region as

7 )

rg=——In|——1 (3.19)
4 Eb Na

Various decision intervals are tabulated below for diffetgptV, and,,.

As soon as efficient source coding is introduced, it is foundihat- 0.5, which in turn

impliesr, — 0, resulting in a standard binary antipodal system, but as mentioned earlier,
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TABLE 3.1: Decision intervals for various SNR and sparseness values.

w\na | 01 0.2 0.3 0.4 |05

0 0.5493| 0.3466| 0.2118| 0.1014
3 0.2753|| 0.1737| 0.1062|| 0.0508
5 0.1737|| 0.1096| 0.0670|| 0.0321
7 0.1096|| 0.0692| 0.0423|| 0.0202

o O O o

this may not always be plausible or achievable.

A communication system may not necessarily (it may even not be possible to) transmit
the SNR and/or a quantised value for the sparseness of the data slot/frame being transmitted.
It is typically the responsibility of the receiver to estimate these values. Two strategies are
proposed to determine the optimal decision region for the received frame, which may then
be used by the decision logic of the circuit to provide an optimal hard output, or a soft
output with the additional sparseness level that may be used by probabilistic (or similar)
Forward Error Correcting(FEC) decoders in coded scenarios. Both strategies will benefit
by averaging the PDF of the received letter.

The first strategy is the simpler of the suggested methods, and requires that the minimum
value of the probability function must be found. It should be clear that the true minima where
the PDF reaches zero are found at the extreme energy level values efoo andr = c.

These values are obviously of no use and it is, therefore, required to perform the search for
the minimum value close to = 0 between the values ferwheres, ands; are transmitted.

Any search method may be used on the averaged values of the PDF to determine the local
minimum close ta" = 0.

The second strategy involves finding the derivative of the averaged PDF. This has been
performed analytically irEq. (3.36), but a numeric method will be more practical during
the implementation of the system. Given that the derivative of the PDF is considered from
r = —oo at the left towards the right, it is now required to find the value obrresponding
to the point where the derivative changes from negative to positive. Recall that the derivative
will be positive and small close to = —oo, after which it will increase rapidly and then
decrease and equal zero at the value-fatheres is transmitted, after which the derivative
will become negative. The next change in the sign of the derivative occurs at the desired

decision region. Both these strategies will fail when no minimum exists, as for the case
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illustrated inFig. 3.4 (a) and (c).

3.3.1.2 The novel optimal receiver for signals corrupted by frequency selective
channels with AWGN

Similar to the conventional receivers, the optimal receiver may be implemented by using
the tapped delay line approach of a typical Rake receiver, with the major difference being
that the proposed receiver will implement the improved complex QPSK receiver proposed
for frequency non-selective channels as present&estion3.3.1.1. Disregarding this one
major change, the receiver is similar to conventional Rake receivers and the receiver structure
of Section3.1.1.2 applies directly. The inclusion of the modified QPSK receiver, however,
allows for the utilisation of the sparseness measure, enabling adaptive behaviour should
the density of the transmitted bitstream change, in turn allowing for a modification in the
decision region and possibly improved BER performance. The proposed receiver, optimised

for data streams that has not been fully source encoded, is illustraftégl iB.6.

3.3.2 Analytic bit error probabilities for uncoded systems employing a

measure of sparseness
3.3.2.1 Communication over ANGN channels

The bounds and bit error probability as presentedSattion3.1.2 only hold true for
the assumption of equiprobable inputs. The aim of this section is to evaluate the effect
of sparseness on the BER performance in AWGN channel conditions. Assume that the
assumptions oSection3.2.4 still holds. The PDF of the received signal was givekan
(3.18) and plotted ifrig. 3.4. In order to determine the probability of error of a letter (bit),
one needs to integrate from eitheso or oo to the decision region identified as the intersect
of the two separate PDFs. This has traditionally been considened-a$ for equiprobable
inputs, but it should be clear frofig. 3.4 that, forn, # 0.5, r4 moves toward the sparse
symbol.

The probability of receiving the sparse lettgrin error can be found by integrating the

PDFp (r|s1) over the range-{co, ), Of
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FIGURE 3.6: Complex multipath QPSK based receiver for WCDMA applications optimised
for possibly sparse data source

r=rg
P.(r|s1) = [ p(r|sy)dr
o . (3.20)
d
= \/?Ta]\fo f €_<r_m) /Nodr

In order to proceed, a set of variable transformations is defined as

(—vB) w2
No 2
(3.21)
2 r—vE;)’
s o= AL - 2 (- VE)
— /2
der = NOdT (3.22)
=dr = %daz

which may be used to mdfqg. (3.20) with the appropriate variables to the standard form

required for the error function integral. This yields
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Vs (ra= V)
P.(r]s) = - / e /2. \/Toda: (3.23)
YT VN, '

—00

which may, by noting the symmetry of the function, be rewritten as

[e. 9]

P.(r|s1) = jg_ﬂ / e/ 2dy (3.24)

Vs (VE—ra)

This is in the standard form for the error function integral and can be written in the form

of a@-function. By substitutindeq. (3.19), the final result is given by

Pe(rs1) =naQ (\/7 (VE, - Td))
= 1aQ (\/%—\/Nzo"“d>
= 1aQ (\/%?” - \/NZ 1/ (_ " 1)) (3.25)

e, | N
2E 0
- naQ N()b SEb In (— — 1)

effect of sparseness

Similarly, the result forP (e|sy) can be derived by noting that

|50 —fp |30

1 w +\/E_)2/N (3.26)
— _< o) [em VIR /Ty

Td

Again, the variables are transformed according¢p (3.21) with (r — E}) replaced by

(r 4+ E3) in order to writeP (e|so) in the standard error function integral form as

o0

Po(rlsy) =0zl [ /2 [Hagy
2 (ra+VEy
( )WTO(ZO 2 ] (3.27)
1— o —X 2
:# J 2y
Vg (ra+vEy)

Rewriting this expression asfunction and, by substitutingqg. (3.19), it is found that
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P, (r]so) < >Q(f (VB + 1))

w)@ (/52 /)
=(1-1,0Q \/% \/8TEOI,IH<__1)

effect of sparseness

(3.28)

Finally, by addingP (e|so) and P (e|s1), the average probability of error for a received

letter,r, is found to be

2F, N, 25, No
P(r)=(1-1.)Q ‘/No \/8Eb <——1) +1aQ ‘/No \/8Ebln<——1)

J/ J/

effect of sparseness effect of sparseness

29)

which is recognisable as the standard probability of error for antipodal modulation
presented irEq. (3.7) with the additional effect of the sparse data source (measured in
terms of the sparseness measure) clearly indicated. Notic&thg8.29) reduces t&q.
(3.11) ifn, = 0.5, as all the terms affected by sparseness reduce to zero. This result for
the bit error probability also applies directly to QPSK systems, as such a system effectively
represents two binary phase-modulated signals in phase quadrature, therefore no crosstalk or
interference will occur between the signals on the two quadrature carriers [44]. It should be
noted that the symbol error probability of a QPSK system will differ from that of a BPSK
system.

Another important observation, which will be required later, is that the error function

may be written as a Taylor series, given by
o n 2n+1 2 z3 25 27 29
=—|lz-—"4+——-——+——--- 3.30
erf (z Z 2n+1 ﬁ(z 5 "0 12" 216 ) (3.30)

In order to apply this, we collect and redefine terms to simgidy (3.29), after which

we rewrite it in a format containing the error function, as

DEPARTMENT OFELECTRICAL, ELECTRONIC & COMPUTER ENGINEERING 56
UNIVERSITY OF PRETORIA



.
=

W UNIVERSITEIT VAN PRETORIA

Qe

UNIVERSITY OF PRETORIA
YUNIBESITHI YA PRETORIA

CHAPTER THREE QPSKBASED WCDMA RECEIVER STRUCTURES
P, () =(1—77a)Q(\/_2%+ wn (i -1)) 4@ (VI - e (£ - 1))

~ K- Q (VI + /& Kg)+K2 Q (vam - SWng)

B R )

[t fy IR Kok e {13
(3.31)

This enables the replacement of the error function, allowing for a much simpler

linear approximation to the exponential problem experienced when expressing the bit error
probability, according to

Po(w) =K - [ ~ 2yl ARCGRENELD

(2 1
= n!(2n+1)

2 NG nl(2n+1)

n 2n+1
I OUE N ERE I (vio—3y/559) ]
n=0

3
%Kl'%[l— (\/%+ \/_K3_%<\/7b+i %K?,) +)}
3
YKy 1_%(.@_%1/%;(3_%(.@_% 1K) +)}

] (3.32)
Notice that it is possible to control the order of the approximation by replasinig

the summation process with any finite integer. The exact theoretical BER performance
achievable is plotted ifig. 3.7 with different levels of sparseness included. Note that the
BER performance of a dense stream corresponds exactly to that of a streamy with.5,

and the dashed line is therefore not visible in the figure. Also given are various examples of
the approximate BER performance 6. (3.32) inFig. 3.8 throughFig. 3.10. It should

be noted, however, that the specific Taylor series used to approximate the error function
converges very slowly and its usefulness will be limited to low SNR values.

3.3.2.2 Communication over frequency non-selective channels

Similar to the discussion presentedSection3.1.2.2, this section will be dedicated to the
analysis of the BER performance of a BPSK system in slowly fading channels. Again it
will be assumed that the phase shift that is introduced by the channel can be accurately
estimated to allow for coherent detection. Also, it will again be assumed that the fading

level attenuation is a random process with a Rayleigh distribution;andll, therefore be
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Simulated Bit Error Probability
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FIGURE 3.7: Theoretical BER performance of a QPSK system with sparseness taken into
account

chi-squared-distributed with a PDF given By. (E.2). However, in line with the discussion
of Section3.3.2.1, it will be assumed that a sparse symbol exists.

It is again necessary to average the PDFpfwvhen oy, is random with a specific
probability distribution. However, it should be noted thais dependent on the sparseness
of the transmitted symbols, as seerkcin. (3.29). The averaging process should now include

the effect of sparseness and it is required to solve

By (elv) p () dv

(3.33)

/
Ob
= [ (g (w)dn
T =
[(-n)Q (VEm+ ot (&= 1)) e B/ Nodan,
+ 1@ (v — e (i - 1)) Eb}Noe_%/(Eb/No)d%

with f(~;) now the bit error probably over AWGN channels with the effect of sparseness
included, as given b¥qg. (3.29). A similar approach as presentedSection3.3.2.1 may

be followed to solve the integral by means of an integration by parts process. Unfortunately,
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FIGURE 3.8: Theoretical BER performance of a QPSK system with a sparsengss-08.5

(dense) given different orders of approximation of the error function
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FIGURE 3.9: Theoretical BER performance of a QPSK system with a sparsengss-0§.3

given different orders of approximation of the error function
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FIGURE 3.10: Theoretical BER performance of a QPSK system with a sparsenggs-of
0.1 (extremely sparse) given different orders of approximation of the error function

as the function to be integrated is very involved, a Taylor series is required to solve the
integral and, without sufficient terms, the accuracy is compromised. Therefore, a numeric
method has also been used to determine the bit error probability as presented at the end of
this section. The reader may skip to the closing paragraphs of the section if the exact method
by which the approximate closed form solution was derived is not of importance.

The Q-function used to describe the bit error probability of a non-sparse data stream over

AWGN channel conditions may be rewritten as

Pow) = (=)@ (VI + [ (5 —1)) +m@ (VI — [ n (£ 1))
-3 [1-er (e R e e {3y

(3.34)
whereK, K, and K3 are constants defined to simplify further analysis. The integration

by parts approach is adopted again and it is necessary to solve

b
b /

P=1f gl — [ £ Ong (u) v (3.35)
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with f(v,) given by Eq. (3.29), (1) given byEq. (E.6) and finallyg'(v;) is identified
from Eq. (3.33) as the equivalent expression giverbHay (E.8). The next step in the analysis

is to find the derivative of (v,), which is done as

f () = 52 By (el )
=2 (K4 P—wf%ﬁm—,/K§]+Kzgh—wf%f'Z e
= —Kis a—%(e"“f{ﬁﬂ wia}) = Kooy ofy (e {v - /3K
LKy 2 ER) ()
™ b b
2
_ _1 /1K
—Koogo e W “ﬁ )2 (V- 1yE )
K K2 -1 1
- e <”” ) (it ) - e O ()
_1 (K3
) (2%2_ 8% )‘K1'6 (%)
K2 _4
—%~e_<%+T%% )~(%7b2+—%?7b2)-33~ec%)

_ K5 1
:_L'(Kl‘e (73)+K2 6(73)) 717_% e (7b+ TR )

27
K3 1
(Kol P) Ky () ~(wrad)

K3 1 _ K3 -1

- KA.%‘% .{(7” 1% ) 1+ Kp .%‘E e (7” 16 % )
(3.36)
Proceeding with the analysis, the values of the product (@f,) and g(+,) at the

integration limits are analysed and with the aidceaf. (3.34), are given by

ﬁ&ﬂWQW):f&%U—WHWH+&%D—meH@*
=0

lim f () g () =K1 21 —erf{ool] + Ky-3[1—erf{—oc}]-e® (3.37)
=—Ki 5[0+ K- 3[2]
=Ky =1

This result may now be used to find the first term required by the integration by parts

process as
b . .
= lim + lim
L (w)g(wla = Tim f (%) g(w)+ lim ()9 (w) (3.38)
=0- (_77&) = Na
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This leaves the new integral as the final part to be solved. tBuisgy Eq. (3.36) for
f'(7) andEq. (E.6) for g(7;), gives

!

f (w)g () dve

1 — K_2—1 _ K_2—1
_f(KA ’Yb§'€ (7b+1g’7b )+KB_%—§.€ (%-I—lg’vb ) ' fyb/(Eb/N>dfyb

g%e

2 2
1 — +ﬁ *1+77b 0 _3 — +ﬁ *1+ b
_ f K- " ? e <’Yb 6 b (Eb/NO))d’Yb + f Kp v, 2. e (“/b 6 b (Eb/No))d,yb

B R B (720 K 20 Vi - [Kaay i) .,
0

1
2.e (KC'Yb+KD'Yb )d’Yb+fKB %

2. o~ (Ken+Kpy ')

dvp
(3.39)
Neither of these integrals have an analytic solution in a closed form. In order to proceed,
it is necessary to note that the exponential function may be rewritten as an equivalent Taylor

series expansion, with

e(—KC%) — Z C (n'7b> _ Z ( )n' M (340)
n=0 ’ n=0 ’

(-Kpy, ') _ N M 3.41

e nzzo . (3.41)

Considering the two integrals &q. (3.39) separately, it is found after substitution and

collection of terms that

o0 _l
[ K-y e EemtBon ) gy, _fKA o Z( L Z —- f‘mb Ay
0

el
—IKZ“M”’Z“ dryy
(3.42)

At this stage it is necessary to approximate the exponential function by selecting a finite

number of terms in the summation, thus reducing it to a polynomial function that can be
integrated. This is illustrated next k. (3.43) by choosing = [0, 3], although it should be
clear that this will not provide an accurate approximation, since Taylor series converges too

slowly, and increasing the number of terms increases the complexity significantly.
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n—1
2

Z ( 1 'Yb Z ( 1) D’yb Z ( 1)nKn'7b Z 1) KD'Yb

= (1 Koy + 'Yb) (% - KD% + T'Yb ~— % T
T K2 5 2 2 13 _3
— ( ) ( Ap + KCK ) T2y ( Kp— KC2KD _ KCI;(D) v, 2 (3.43)
3 13 _1 2 3 12 1
( S0 44 (e - e )
5

+ -

3 3 2
(5 1 ()

The approximate polynomial may now be integrated to yield

j‘ K- Y 3 . e—(Kc%—I—KDVb_l)d,Yb

_1 oo
(K3>’yb n (—IQ—%— KK )’yb <2KD+KCK2 >’yb >
3 13 2 3 12 3
= Ka | + (24 2KcKp Kb o 4 (—e — KeKo _ 1GIG)
K2 K3 K 5 K3 T
H(F %D)vm(——c)vs 0
(3.44)

A similar approach is used to find the second integr& @f(3.39)

_3
fKB Y e~ (FowtKpy! )d% = fKB o

3y e E D KB g
n' n! b

n=0

n—3
—fK Z(lnucvb Z(l Kg% ~d

(3.45)
which is again approximated as
(1 (1K" n-3 3(1 npen
E Kevy Z D“/b ~ Z Kéw Z D“/b
3 3 ni% _Z K3 _9
= (1 Kc%-ir B ’Vb C’Vb) (’Yb * - KD’Yb ’Vb -
_ ( ) 5 (K2 | KcKj ) 'Vb_% i (_KD _ KQD _ K%§%> 71:% (3.46)
3 173 _3 3 12 _1
+ (14 Kokp + 545 +K§fl’)%2+ KC—KKD—KclfD)%Q
3 3
(5 )L ()
to yield a polynomial to be integrated, resulting in
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[ Kg- 71,_% -e*(KC'Y”KD'Y;l)d%
0

3 7 2 3 _5 2 173 _3 0
(50 ) w2+ (12 = 55 ) gy 7 (22 + b 4 KR )
,1 1
= Re |+ (_2 — 2Kckp — @ - K%§%> W (_2KC - KCKD - %) ol
K2 KiK K3 5
P () () 0
(3.47)
The final approximate bit error probability is obtained by combinkry (3.38), Eq.
(3.44) andEq. (3.47), to yield
Pe = Na
— K3 K2D KcK% 2 2K K K2 CK3 _% o]
o 4 R Y -t \28p + Belip + Vo
3 173 1 2 3 2 3
— Ka +(2+2KCKD+K b K2 K)7;+(_2I<Tc_@_f<cl_§%>%z
2 3 3
(%) () 0
B 3 2 3 _5 2 2 13 _3 oo
()07 + (28 552) % (s g 22
_1 1
~Kp| + (—2 —2KoKp — KEKb —Kgl?%) w2+ (-2[(0 ~ K2Kp — —KgﬁK%) 2
K K 3 K3 5
(% 1)l () 0
(3.48)

The different techniques presented up to this point to determine the BER performance
are plotted inFig. 3.11. It should be noted that the data streams are assumed to be dense
for this graph. The closed form analytic solutionkd. (E.11), the original integral dEq.

(3.33) solved by means of a numeric method, the combined terrs).0{3.38) andEq.

(3.39) (solved by means of numeric integration) as used in the integration by parts process
and finally the approximation d&q. (3.48), are illustrated. It is clear, as mentioned earlier,
that the approximation does not hold for very low bit error probabilities, as the Taylor series
approximation was only calculated over= [0, 3]. Notice also that the integration by parts
approach yields results very close to the exact solution, with only a very small deviation
noticeable at a BER af0—2. This is expected, as the BER approaches the magnitude of the
finite integration intervals required by the implementation of the integrator.

As was found for the AWGN channel case, the sparseness will indeed change the bit error
probability achieved at various SNRs. Even though an approximate solution is presented, the
BER performance for different levels of sparseness is plottdéign 3.12 by means of an

integration by parts method. It is again clear that the bit error probability approaches the
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FIGURE 3.11: BER performance for the different techniques presented
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FIGURE 3.12: BER performance for various different sparseness levels
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measure of sparseness when the SNR becomes very small, vgaichraeans that there
exists a certain gain that could be exploited in terms of bit error probability should the

sparseness level be known or accurately approximated.
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SIMULATION RESULTS

This chapter commences with an overview of the simulatiotfgia and its capabilities.
Integration of the subsystems, as presentechapter2 andChapter3, are highlighted with

a functional block diagram. The overview of the platform is concluded by various tables that
tabulate the subsystem simulation parameters to indicate the capabilities of the system.

An analysis of a typical and a proposed PRNG, that allows for the adjustment of the
sparseness of the generated bitstream, is presented next. Problems of a typical PRNG, that
may be alleviated with the proposed model, are investigated and pointed out. This is followed
by a short investigation of the effect of some popular FEC encoders on the sparseness of a
source bitstream of adjustable sparseness.

Chapter4 continues with a detailed investigation of the UTRA/FDD complex baseband
QPSK transmitter. Simulation results, including a time domain analysis, a frequency domain
analysis and eye diagrams are used to scrutinise the functionality of the subsystem. OVSF
codes are also investigated in terms of the orthogonality of the codes by means of auto- and
cross-correlation of perfectly aligned as well as time shifted versions of the codes.

Next, Chapter4 presents the results of the channel models. An AWGN source is
implemented and the spectrum is considered, as well as the joint PDF of the received signal
for various levels of sparseness. Following the discussi@egtionD.4.5, the results of the
various methods to generate Doppler parameters are presented. This section is concluded
with the results of the analysis of the complex Rician process for frequency non-selective
and frequency selective channels.

Finally, the chapter is concluded with a large analysis of many BER performance curves

for various simulation parameters. These parameters are discussed next.
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4.1 OVERVIEW OF THESIMULATION SETUP

A common approach to investigate very large systems is to break it down into smaller parts,
or subsystems. This approach has been followed in this study. The critical subsystems to
this study included the UTRA/FDD WCDMA transmitter (refer@apter2), the channel
emulation of AWGN and fading effects (refer #ppendixD) and the receiver design,
including the effect of sparseness (refeCioapter3). It was also later found that the design

of the PRNG (refer td\ppendixB) plays a large role in obtaining accurate results while the
appropriate statistics converge quickly.

A functional block diagram that aims to clarify the integration of the subsystems as
presented in earlier chapters is shownHg. 4.1. Albeit a very generic diagram of a
communication system, many of the subsystems may be configured over a very large span
of parameters, each with a range of allowed values. Many of the subsystems may even be
configured to be completely removed from the simulation setup if their effect is not desired.

The variable parameters of each subsystem of interest are tabulated and discussed next.

Random Data > UTRA/FDD
Generator Transmitter L
CSI Multipath Fading
Estimator Channel Emulator
Faded %
—>
MUI ?
Measurement g Generator
Sparseness
: -
Estimator
\J i
UTRA/FDD
Receiver <

FIGURE 4.1: Block diagram of the general UTRA/FDD WCDMA simulation platform
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The UTRA/FDD WCDMA transmitter conforms to the frame struetand modulation
architecture required by the UMTS/WCDMA standard that was present&hapter 2.
Simulations were performed with a complex baseband notation, and the transmitter was
configured by setting various parameters that influence the final results. These parameters
are listed inTable4.1. The generic channel simulator can be configured over a wide range of
parameters. Various configuration setups of interest during this study are presefdbtein
4.2.

An additional study was required to optimise the PRNG in terms of the usage of the
sparseness measure as an input parameter after it became obvious that the standard deviation
of conventional PRNG bitstream generators are excessively large. An optimised PRNG
designed specifically for using sparseness as an input parameter is presefypge fialix

B. Table4.3 tabulates the specifications of interest when using the PRNG.

Table 4.1: Transmitter/receiver parameters and typical

ranges for simulation setups.

Parameter Unit Suggested rangg

14

Tested parameter set

General transmitter/receiver parameters:

System parameter [0...7] [7] (Time domain, Eye diagrams)
[5,7] (Frequency domain)
[7] (Narrowband)
[4,5,6,7] (OVSF codes)
[5,7] (AWGN, Single user)
[7] (Fading, Single user)
[4,5,6,7] (Fading, MUI)

Carrier frequency Hz [0] [0] (Baseband)
Interpolation factor [0...32772] [4]
Frame length S [0...100] [0.1] (All transmitter measurements

and BER experiments)
[10] (Fading channel measurements
Chip rate Chips/s [0...107] [3.84 x 109]
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Channelisation codef

U7

[1,1,1,-11k=17)
[1,1,1,-1,1,-1, 1, -1] = 6)
[1,1,1,-1,1,-1,1,-1,
1,-1,-1,-1,1,-1,1, 1] = 5)
[1,1, ..., 1, 1] (Narrowband)

Scrambling codes

Refer toSection2.4.2
[1,1,..,1, 1] (Narrowband)

Filter order [0...1024] [33] (Wideband)
[127] (Narrowband)
Filter gain [0...100] [3.981] (Wideband)
[15.842] (Narrowband)
Filter coefficients Refer to configuration files
Specific receiver parameters:
Sparseness measure [0...0.5] [0.1,0.2,0.3,0.4,0.5] (BER single user

[0.1,0.3,0.5] (BER MUI)

Table 4.2: Channel parameters required by the channel

emulator and typical ranges for channel simulation setups.

Parameter Unit

Suggested rangg

A1

Tested parameter set

AWGN parameters:

En/No dB

[—20...50]

[—15,—14,...,9,10] (AWGN)
[—15, —14, ..., 14, 15] (Fading)
[—15,—14,...,14, 15] (Multi-user)

Rician process parameters (frequency non-selective):

speed km/h [0...200] [50, 75, 130]
fdmaz Hz [0...500] [91, 141, 241]
od W/w 1 1

Cr dB [—100...10] [—100,0,6,9]
p W/W [0...100] [0,1.414, 2.822]
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Rician process parameters (frequency selective):

Number of paths [0...6] [0,1,3,6]
Power tap profilg| dB [—100...100] -100 (AWGN only)
0 (Flat fading)
[-0.139, -15.139, -30.1394] (Exponential decay
[-3,0, -2, -6, -8, -10] (COST207 TU)
Path delay 1S 0 (AWGN only)
0 (Flat fading)
[0,2.15 x 1079, 4.3 x 1079] us (Exponential decay
[0, 0.82, 2.46, 6.55, 9.83, 20.48]*T
(COST207 TU)
Table 4.3: Source parameters required by the PRNG and
typical ranges for PRNG simulation setups.
Parameter Unit Suggested range Tested parameter set

Optimised PRNG parameters:

Block length

Sparseness

[150 - 2¥] Refer toTable4.2 for k
[0.1,0.2,0.3,0.4,0.5] [0.1,0.2,0.3,0.4,0.5]
(Source Investigation, BER single usegr)

[0.1,0.3,0.5] (BER MUI)

Feedback percentage

[0...100] [15] (ne = 0.5,k = 0)
[2] (M = 0.5,k =7)
Complete results iection4.2.1
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4.2 ANALYSIS OF THEIMPLEMENTED SOURCEMODELS

The source model was applied as a binary PRNG with block lengths equivalent to the
specified frame lengths (as defined by [69]) for WCDMA (UMTS). All allowed block lengths
were investigated, and include= 150, [ = 300, [ = 600, [ = 1200, [ = 2400, [ = 4800,

[ = 9600 and/ = 19200, depending on the system parameterSimulations were executed

in such a way that the sparseness parameter was varied 0vex 7, < 0.5, while the

feedback parameter was varied over £/l < 1.

4.2.1 Analysis of the statistical deviation from the norm

Each of the graphs presentedHig. 4.2 throughFig. 4.9 shows a three dimensional contour
indicating the relationship between the standard deviation, sparseness and feedback length.
The contour is sometimes difficult to interpret, so it is also presented as a two dimensional
contour of the sparseness versus standard deviation, where the minimum and maximum cases
are very clear. The optimal feedback percentage graph for the various levels of sparseness
is also superimposed on the two dimensional contour. As an example, the optimal feedback
percentage in the case bf= 0 for n, = 0.5 is 15%, a value difficult to read from the three
dimensional contour, as it lies in the back of the optimal valley, but easily obtained from the
graph labeled b).

A number of important observations can be made from the results presertiigd 2
throughFig. 4.9.

1. The highest standard deviation contour in each of the figures (especially clear in b)
of all figures) represents the conventional models with no feedback and occurs for the
extreme casels/l = 0 andk/l = 1, as neither cases exploit the estimation mechanism
of Eq. (B.2) in the feedback system. Most of the generally used PRNGs generate
equiprobable binary bitstreams with no feedback, which coincides with the highest

(worst) standard deviation in all graphs.

2. Comparison of the highest and lowest contourg.at= 0.5 (equiprobable case)
yields an improved standard deviation(®of14 compared td).42 for [ = 150, 0.008
compared td).285 for [ = 300, 0.0061 compared td).0205 for I = 600, 3.5 x 1073
compared tol4.2 x 1073 for [ = 1200, 2.1 x 10~* compared tol0.2 x 1073 for
[ = 2400, 1.3 x 10~ compared td.2 x 1073 for [ = 4800, 0.6 x 10~3 compared to
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5.2 x 1073 for [ = 9600, and0.49 x 10~3 compared t3.53 x 1072 for [ = 19200,
or 33.3%, 28.1%, 29.8%, 24.7%, 20.6%, 18.1% 11.5%, and13.9% for the respective
block lengths.

3. Optimal feedback lengths (yielding the lowest standard deviation);foe= 0.5
requires thak /[ is set tol 5%, 10%, 10%, 5%, 5%, 3.5%, 2% and2% for the respective
block lengths. The overlay figures in all figures b) provide optimal results when
o 7 0.5. It is clear that the optimak/! parameter reduces @sncreases for all

N« This corresponds to the valleys of the contours moving leftiasreases.

4. The optimal standard deviation for afl, = 0.15 and all block lengths are
approximately constant. As bitstreams wifh < 0.15 are extremely sparse and
very rare in practical systems, we may generalise that optimal results yield a constant
standard deviation, while non-optimal sources yield a declining standard deviation

whenr,, declines.

4.3 ANALYSIS OF THE EFFECT OF FEC ENCODING ON

SPARSEDATA STREAMS

This subsection aims to introduce the effect that popular FEC encoding techniques have on
the density of a bitstream with adjustable sparseness. A more detailed description of the
encoders used is presentecAippendixC.

The simulation platform consisted of the random number generatégind.1 that was
implemented with the improved model illustratedfig. B.1 of AppendixB. The sparse
data source was used with adjustable levels of sparseness while using the optimal feedback
percentage. No source coding was performed to maximise the average code length and
entropy. A channel coder was used to encode the bitstream by employing a Hamming, LDPC
or convolutional encoder, as describedAppendixC. Various LDPC block codes were
analysed for different block sizes, as well as different code rates. Different convolutional
codes were implemented by varying the constraint lenfgth,

A number of important observations can be made from the presented simulation results.
As expected, the different LDPC encoding techniques did not cause variations in the results,

and only densely encoded results are presetffigd4.10 indicates that:
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FIGURE 4.10: Encoded sparseness comparison for various half-rate codes.

1. All encoders tend to an encoded sparsengss, of 0.5 as the source sparsenegs,
tends to 0.5, indicating that the assumption of equiprobability holds for i.i.d. sources.

2. All encoders have a monotone mapping freato 7, 4.

3. An increase im for block codes tends to transform the mapping;otto 7, .. to a
linear relationship, indicating that some theoretical linear upper limit exists.for

given a linear block encoder.

4. Increasingk to £ > 100 does not seem to justify the complexity in terms of the
advantages the sparseness measure could provide (although this observation does not

include improved BER performance).

5. The convolutional encoders transform a sparse data stream to a much denser encoded

stream than the investigated block encoder counterparts. It can be seen that the
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FIGURE 4.11: Encoded sparseness comparison for LDPC codes with various code rates.

simplest convolutional encoder outperforms the biest= 1/2 LDPC block code
at a source sparseness of as little as approximately 0.19. This renders various
practical advantages, including improved synchronization due to more frequent zero

crossings.

6. Anincrease ir for the convolutional encoders tend to improve the mapping, @b
Na.cd- 1he reason for this lies with the particular choice that was made for the function
generatorg,, since a single sparse letter could potentially generate Up sparse

symbols for a very sparse data source.
FurthermoreFig. 4.11 indicates that

7. previous observations 1, 2, 3 and 4, seem correct for linear LDPC codes with different

code rates,
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8. increasing the code rate results in an improved mapping td 7, .., and

9. the slope that was mentioned in observation 3 decreases with an incregdecnease
in R. = k/n).

4.4 BEVALUATION OF THE QPSK TRANSCEIVER IMPLE-

MENTATION

The following subsections describe results of the general QPSK transceiver structure
employed by the UMTS/WCDMA simulation platform for various configurations depending

on the system parametér, as discussed i€@hapter2. The RRC filters were configured

with o = 0.22 and an order of 33. Unless otherwise stated, the UMTS/WCDMA system
was simulated with 4 samples per chip, or an oversampling factor of 4. The system was
configured in such a way that no AWGN or multiplicative and phase (frequency selective
and non-selective fading) noise was introduced, and serves as a back to back setup ensuring

that the assumption of perfect synchronisation has been met.

4.4.1 Time based analysis of the measured signals

Several time based signals were measured and are preseritigd 12 (a) for both the
I-branch and the Q-branch of the QPSK transmitter. It should be clear that the system
successfully spreads the data signal with the appropriate spreading sequence, after which
the spreaded signal is scrambled with the cell specific scrambling code. Each information bit
is upsampled to represent an NRZ signal waveform for the purposes of illustration. However,
the filters are pulsed to maintain a close to unity amplitude, i.e. an NRZ chip period with
four samples per chip (1, 1, 1, 1) would be passed to the filters as a pulsed chip (0, 0, 0, 1).
The output signal of the squared RRC filter is also presented, although it should be noted
that the initial delay caused by filter startup has been compensated for.

Fig. 4.12 (b) presents results for both the I-branch and the Q-branch of the QPSK
receiver, and shows the output of the matched filter (squared RRC filter), which is sampled at
the appropriate time and then held constant by the S/H circuitry. The output of the S/H circuit
is multiplied with the scrambling code to yield a descrambled output, as presented, which

is again multiplied with the user specific spreading code to recover the despreaded signal
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FIGURE 4.12: Measured timing signals associated with the QPSK transmitter set to a block
length of 19200 bits per frame (= 7).
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waveform (data signal) similar to the one presented in theofdfig. 4.12 (a). This value

may be averaged with integration to provide a soft output for the channel coding subsystems.

4.4.2 Eye diagrams of the measured signals

Eye diagrams are often used to test whether a system has the ability to recover data from
signals that may be influenced by ISI due to pulse shaping, and to test whether the system
is properly synchronised. It indicates to the designer at which appropriate time instance
sampling of the pulse shaped/matched filtered signal should take place. It is clear from
inspection of the eye diagram of the transmitter presentddgn4.16 (a) that there is no
appropriate time instance where the signal converges to a single point, and the eye diagram
is closed. However, by inspectirtgg. 4.16 (b), it is clear that the received signals after
matched filtering do converge at points corresponding to sampled, ..., 21 (orz-n+1,

with n an integer index and = 4 the oversampling factor) and that it is possible to recover

the signal with no ISI at those instances where the eye diagrams are open.

4.4.3 Frequency based analysis of the measured signals

The measured single-sided PSD of the transmitted and filtered received signals as presented
in Fig. 4.14 correspond very well with the expected theoretical frequency response as given
in Fig. 2.5. The bandwidth of the I- and Q-branch data streams for the system parameter
of valuek = 7 corresponds to a symbol rate @0 ksps, which is spreaded by a spreading
factor of 4, to yield a bandwidth o8.840 MHz before filtering. It is worth nothing that

the approximate transmitted signal bandwidth after a single RRC filtering stage may be
calculated agl + «) - 1/(27.) ~ 2.34 MHz, which is also clear fronFig. 4.14. The
bandwidth of the I- and Q-branch data streams will reduce, should the system parameter be
reduced fromk = 7. However, the transmission bandwidth will stay fixed, as the spreading
factor will increase in reaction to a reduced valuetofThis concept is illustrated for the

case ofk = 5, where it is clear that the I/Q channel signal bandwidth reduces with a factor

of 8. Finally, it is clear that th&3"¢ order square root RRC filter is not quite sufficient to
ensure the requirement of 35 and 45 dB suppression below the in-band power maximum for
the first and the second adjacent channels. This requirement may easily be met by increasing
the filter order to achieve the additional 5 dB suppression, but due to the increased simulation

time, it was decided to implement a lower filter order.
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FIGURE 4.13: Measured eye diagrams of the RRC pulse shaping filter (0.22) for the
QPSK transceiver set to a block length of 19200 bits per frame 7).

DEPARTMENT OFELECTRICAL, ELECTRONIC & COMPUTER ENGINEERING 83
UNIVERSITY OF PRETORIA



UNIVERSITY OF PRETORIA
YUNIBESITHI YA PRETORIA

bt
W UNIVERSITEIT VAN PRETORIA
Qe

CHAPTER FOUR SIMULATION RESULTS

Welch Power Spectral Density Estimate Welch Power Spectral Density Estimate

-40 -40
N
. —60 L -60
N oo}
s =3
S -sor{l] T -80
o 2
g 3
Z —100 ks -100
2 :
-120 5 -120
(]
-140 -140
0 2 4 6 0 2 4 6
Frequency (MHz) Frequency (MHz)
-40 -40
N
L -60 - ~60
1] N
o, <
2 80 8 80
3 8
T -100 £ -100
g o
& -120 % -120
Pl
-140 -140
0 2 4 6 0 2 4 6
Frequency (MHz) Frequency (MHz)
(a) k = 5, spreading factor of 16, data rate of 480 kbps / user
Welch Power Spectral Density Estimate Welch Power Spectral Density Estimate
-40 T T T -40 T T T
N
. —60 L -60
N oo}
s =3
8 -80 T -80
o 2
g 3
Z —100 k5 -100
2 :
-120 5 -120
(]
-140 -140
0 2 4 6 0 2 4 6
Frequency (MHz) Frequency (MHz)
-40 -40
N
L -60 - ~60
1] N
S <
g -80 g -80
3 8
T -100 £ -100
g o
& -120 % -120
Pl
-140 -140
0 2 4 6 0 2 4 6
Frequency (MHz) Frequency (MHz)

(b) k£ =7, spreading factor of 4, data rate of 1.92 Mbps / user

FIGURE 4.14: Single-sided PSD for various signals of the QPSK transceiver employing a
RRC transmitter and receiver (matched) filter £ 0.22) configured for different system
parameters.
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4.4.4 Analysis of the platform when configured for narrowband

transmission

The UTRA WCDMA transceiver may easily be configured as a narrowband QPSK
transceiver by setting the channelisation code to an all ones W&gter [1, ..., 1] of length

512/2F (the spreading factor for the downlink), and the scrambling code to an all ones vector
Cieramp = [1, ..., 1] of length(10-2%-15) /2-512 /2% with (10-2*-15) /2 the number of bits per

frame per 1/Q branch angll2/2* the spreading factor for the downlinkig. 4.15 through

Fig. 4.17 illustrate the measured results that may be compared with the wideband results
presented ifrig. 4.12 througtFig. 4.14. Itis clear that the transmission bandwidth presented
here, approximately equal &85 kHz, is smaller than that of the wideband transceiver as
expected. Also notice that the eye diagrams at the receiver are open on @¥esgmple,

which differs from the results presented3actiord.4.2 with a factor of,, which is associated

with the spreading factor af12/27 = 4 for the simulation setup. This is important from a
practical perspective, as the receiver uses this information to sample and hold the received
data at the appropriate time instances. Should the sampling rate be similar to the wideband
scenario (i.e. too fast), an incorrect quantised (almost) sinusoidal signal would be obtained.
Finally, it should be noted that a higher filter orderl@ is required to ensure that the ISl is
reduced to an insignificant amount. A good approximation for the required impulse response
length of RRC filters is given asx 512" - T,;,/2T, + 1, where the corner frequency of the

filter is 512/2* times smaller thaa/T,,,, for the narrowband system, thus requiring a larger

impulse response length (filter order).

4.4.5 Analysis of the orthogonality of the OVSF codes

The ability of any CDMA system to reject MUI depends heavily on the selection of the
appropriate family of spreading codes and the orthogonality of the underlying codes within
the family. As discussed iSectior2.4, UMTS/WCDMA has standardised to OVSF codes to

be used as the channel codes to distinguish between different DPDCH, and not specifically
users only, as a single user may be assigned with several DPDCH if they are available. OVSF
codes are well known for their superior orthogonality properties when synchronised, which
is a plausible scenario in the downlink. These codes, however, are used in an asynchronous
fashion as well during uplink operation. This section briefly analyses the characteristics of

these codes within a multi-user environment by means of a truncated periodic autocorrelation

DEPARTMENT OFELECTRICAL, ELECTRONIC & COMPUTER ENGINEERING 85
UNIVERSITY OF PRETORIA



Fa

) UNIVERSITEIT VAN PRETORIA
< UNIVERSITY OF PRETORIA
Qo YUNIBESITHI YA PRETORIA

CHAPTER FOUR SIMULATION RESULTS

Time Signals of the I-Branch Time Signals of the Q-Branch Time Signals of the I-Branch

Time Signals of the Q-Branch

s ! 1 2 — — —Filtered 2 — — —Filtered
S SH
2] s 0 0 1 1
0 o /
e -1 -1 — -1
0 1 2 3 4 5 0 1 2 3 4 5 2 - >
~ Time [s] ©10° Time [s] x10°
g 1 1 0 1 2 4 5 0 1 2 3 4 5
H Time [s] ©10° Time [s] x10°
g _ o0 : 0 3 1 1
§= S
> -1 -1 o 05 0.5 B
0 0 1 2 3 4 5 0 1 2 3 4 5 B o o
- Time [s] x10°° Time [s] X107 ‘%‘
g 1 §s-0s -05
@ 3
2 a -1 -1
g o0 4 : 0 1 2 3 4 5 0 1 2 3 4 5
E > » o Time [s] x10° Time [s] x10°°
3 0 1 2 3 4 5 0 1 2 3 4 5 5 1 1
Time [s] x10° Time [s] x10° §°, 05 : : 05 :
- @ . .
3
2 1 1 < 0 0
n 0 0 g E
S ©
3 55 -05 -05
5 =, . ) 1 g ) X
2 - -
0 1 2 3 4 5 0 1 2 3 4 5 0 1 2 3 4 5 0 1 2 3 4 5
Delay Compensated Time [s] , 16 Delay Compensated Time [s] ,, 106 Time [s] ©10° Time [s] 10"
(a) Transmitter signals (b) Receiver signals

FIGURE 4.15. Timing signals associated with the QPSK transmitter configured

narrowband transmission set to a block length of 19200 bits per frameTy.
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FIGURE 4.16: Measured eye diagrams of the RRC pulse shaping filter (0.22) for the

narrowband QPSK transceiver set to a block length of 19200 bits per frame).

DEPARTMENT OF ELECTRICAL, ELECTRONIC & COMPUTER ENGINEERING
UNIVERSITY OF PRETORIA

86

for



UNIVERSITY OF PRETORIA
YUNIBESITHI YA PRETORIA

bt
W UNIVERSITEIT VAN PRETORIA
Qe

CHAPTER FOUR SIMULATION RESULTS
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FIGURE 4.17: Single-sided PSD for various signals of the QPSK transceiver configured for
narrowband transmission at 19200 bits per frame-(7)

and the cross-correlation of the codes.

Fig. 4.18 shows the autocorrelation of each of the codes within the different system
setups, primarily determined by the system parameéter, As expected, each of the
unique codes has a normalised peak at the same time instance, again indicating the strict
requirement of having a very good synchronisation method. It is interesting to note
that the autocorrelation characteristics of the codekset 7 repeat itself exactly as the
autocorrelation characteristics of the fifgt2 /2" = 4 codes in the code sét = 6, while
the last 4 codes display new autocorrelation characteristics. Likewise,iwith 6, the
autocorrelation characteristics of the2/2* = 8 codes repeat itself exactly as the first 8
autocorrelation characteristics of set= 5, with the last 8 autocorrelation characteristics
again previously unobserved. This process repeats kpta.

MUI is primarily determined by the cross-correlation that exists between different codes
within a code family.Fig. 4.19 shows the maximum cross-correlation that exists between
a single code and all the others for various system setups. Maximum values indicate that
the cross-correlation between the code and itself (i.e. an autocorrelation) was determined.
As expected for a perfectly synchronised system (1 sample/chip case), the OVSF exhibits
perfect autocorrelation with zero cross-correlation. However, these codes do not exhibit
perfect cross-correlation properties when they have more than 1 sample/chip, as one code
has the potential of being slightly shifted in time with reference to the other code, a scenario

perfectly plausible for a practical uplinkig. 4.19 exhibits the worst case measurement, or
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FIGURE 4.18: Measured periodic autocorrelation for various sets of OVSF codes with 4
samples/chip.

the maximum possible cross-correlation. A system configured avith 7 will exhibit an
amount of cross-correlation between codég, andC,, 4, while a system configured with

kE = 6 will exhibit the same amount of cross-correlation between cédgs andC,, 7, as

well as some additional cross-correlation between other codes. The large cross-correlation
may be attributed to the fact that the two codes would have been identical, were it not for
a shift of one bit position. This process repeats itself @ecreases. A final observation is

that there exists good code combinations that have zero cross-correlation regardless of the
relative time shift between them. Notice frdfig. 4.19 d) that every second cross-correlation
performed returned a zero result. Again, this result repeats itself decreases. It is,
therefore, imperative for asynchronous systems employing OVSF codes to closely manage
the process of code selection from the available family of codes.
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(a) Cross-correlation with = 7 and (b) Cross-correlation witk = 7 and

1 samples/chip 4 samples/chip

(c) Cross-correlation witk = 6 and (d) Cross-correlation with = 6 and
1 samples/chip 4 samples/chip

(e) Cross-correlation witk = 5 and () Cross-correlation witht = 5 and

1 samples/chip 4 samples/chip

\
=~

(h) Cross-correlation withk = 4

(g) Cross-correlation withk =
and 1 samples/chip and 4 samples/chip

FIGURE 4.19: Measured maximum periodic cross-correlation for various sets of OVSF codes
for synchronous and asynchronous setups.
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4.5 ANALYSIS OF THEIMPLEMENTED CHANNEL MODELS

The following subsections describe the experimental setup and the results obtained to
illustrate the various adjustable channel parameters as listédbie 4.2 of the simulator
platform and their effect on the wireless transmission channel. The main emphasis of the
experiments was to ensure that the models are properly calibrated according to the theoretical
models as described iAppendixD and that the first and second order statistics of the
simulated deterministic processes closely correspond to that of the associated stochastic

processes.

4.5.1 Analysis of the AWGN process

Fig. 4.20 illustrates the PSD of the transmitted signal (as illustrate@ign 4.14)

with a controlled amount of AWGN added. The experiment was performed with the
UMTS/WCDMA transceiver configured with a system parametes: 7, while the SNR

was adjusted in 5 dB increments over a large rang&,¢fV, = [0, 50] dB, although only

some of these results are illustrated. It is clear from the figures that the noise is indeed scaled
appropriately according to the inpit /N, parameter, and that the matched filter bandlimits

the out-of-band noise spectral power entering the system. It was observed that the second
spectral component of the matched filtered signal approached -115 dB/Hz as the SNR was
increased tdv, /Ny ~ 30 dB.

Fig. 4.21 illustrates various different scenarios for an antipodal modulation scheme such
as BPSK or each branch of the QPSK transmitter when the sparseness of the data source
and the amount of noise power are adjusted independently. It is well known that the PDF of
the noise (normal distribution) will be superimposed on the PDF of the data source (discrete
binomial distribution), with the decision region of the detector determined by the intersect
of the two symbols’ independent Gaussian PDFs, normally assumeg as0. This is
especially clear from the equiprobable cases illustrateHign 4.21 e) and f), while a)
through d) show that non-optimal results will be achieved if the equiprobable assumption

is made.
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FIGURE 4.20: PSD of the received and matched filtered wideband QPSK-branch signals
with various levels of SNR using an AWGN source.
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FIGURE 4.21: PDF of an uncoded, narrowband BPSK/QPSK-branch signal with various
levels of sparseness and SNR using an AWGN source.

DEPARTMENT OFELECTRICAL, ELECTRONIC & COMPUTER ENGINEERING 92
UNIVERSITY OF PRETORIA



W UNIVERSITEIT VAN PRETORIA
Qe

UNIVERSITY OF PRETORIA
YUNIBESITHI YA PRETORIA

CHAPTER FOUR SIMULATION RESULTS

FromFig. 4.21, a number of novel observations can be made.

e The decision intervals;,, for non-equiprobable inputs are larger than zero when
is sparse compared to ;, and tend to increase whep is decreased. It is clear that
the decision region lies between zero and the sparse symbol, and not necessarily at

TdZO.

e The decision intervalsy, for non-equiprobable inputs are larger than zero whes
sparse compared to 1, and tend to increase whéefy /N, is decreased.

e Foraspecific symbol (either ; or s;), the area under that symbol’'s PDF has to remain
constant (and equal to the maximum probability of 1, therefore the magnitude (scaled
with 1/,/2702) will increase ast, /N, increases (ot /N, = 1/202 increases), since
o, (that essentially governs the width of the PDF) decreases when the signal power is

kept constant. The magnitude approacheas E,/N, becomes large.

4.5.2 Analysis of the methods to generate the Doppler parameters

The various methods as discussedppendixD.4.5, that are used to determine the Doppler
parameters required by the Rician process when using the sum-of-sinusoids method, were
implemented.Fig. 4.22 throughFig. 4.25 show the calculated PSD aAdtocorrelation
Function(ACF) of the different methods. The PSD is measured as a line spectrum, with the
f-.n ™ component density given bcygf[é(f + f...)] according toEq. (D.37). The Rician
process was configured throughout the experiments With 16 oscillators.
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FIGURE 4.22: a) PSDSTi,q(f) and b) ACF,7r; ,(7) for the MED (V; = 16, fama: = 241
Hz, 02 =1).
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FIGURE 4.23: @) PSDSr ,(f) and b) ACFir; ,(7) for the MSEM (N; = 16 , fimar = 241
Hz,02 =1).
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FIGURE 4.24: a) PSDSTm(f) and b) ACFr; ,(7) for the MEDS (V; = 16, fyma: = 241
Hz, 03 =1).

A number of observations can be made from the results.

e lItis clear that the MEDS and the MSEM use equal and constant spacing between the
frequency components and that the resulting PSD closely resembles the theoretical

Jakes’ PSD as presentedHrig. D.1.

e At first glance, it does not seem as if the PSD of the MEDS and the JM share the
same shape as the proposed theoretical requireméiigg.oD.1. However, it should
be noted that there exists a higher density of spectral components closé} 1.
than to the center of the graph. If the density graph is to be integrated, the resulting

spectral power will still share the same shape as a theoretically integrated Jakes PSD.

e The obtained ACF closely follows the theoretical function in the ranger < 7,42,
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FIGURE 4.25: @) PSDS7; ,(f) and b) ACFj; (7) for the IM (V; = 16, f4mae = 241 Hz,

o8 =1).

With 700 = Ni/(2famaez) = 33.2 ms for N; = 16 and f, ;... = 241 Hz for all cases.

e The measured autocorrelationiat= 0 s is7r, = 1 for all methods and this value

corresponds to the mean power of the procesé,%gr: 1, an observation also clear
from Fig. 4.27 a).

4.5.3 Analysis of the complex Rician process for frequency
non-selective channels

The following subsection performs various first and second order statistical analyses of the
complex Rician process specifically for frequency non-selective channels and focusses on
the results obtained by varying the mobile speed/Doppler spread and/or the ratio of the LOS
component and the scattered componefts(or the related parameter wheno? = 1 is
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assumed). The typical values of the adjustable parametedsdiging the experiments are
summarised iMable4.2. It should be clear frorBectior4.5.2 that any of the methods may

be used for the generation of the complex Rician process, but it is worthwhile to note that the
JM was selected due to its popularity within the research community, which should simplify

a comparison with published results.

a) f dmax = =91 Hz (50 kmph), p=0 (C =-100 dB)

= 40
1 20 T
> 0 ;
L2 -20 i
8 —40 .
tlme [s]
b) fd,max =91 Hz (50 kmph), p = 2.822 (C = 6 dB)
8 38 T T T T T T T ‘ ‘
!
> O -
S -20f .
S -40t ‘ ‘ ‘ ‘ ‘ ‘ ‘ | | ]
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
time [s]
€) fy max = 241 Hz (130 kmph), p = 0 (C, = -100 dB)
= 40 : ‘ ‘ | |
L M
8 ool |
8 -40 | | | I | ! | | |
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
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= 40 | : ‘ | |
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> Of |
L2 -20r §
Q -40t ‘ ‘ ‘ ‘ ‘ ‘ ‘ | | ]
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
time [s]

FIGURE4.26: The measured envelope of the Rician process over 100 frames configured with
08 =1, ) famaer = 91 Hzandp = 0, b) fyme: = 91 Hz andp = 2.822, C) fymax = 241 Hz
andp = 0, and d)f e = 241 Hz andp = 2.822.

SectiorD.4.2 discusses the generation of a complex Rician process from two independent
coloured Gaussian processes accordirfggqD.30). The simulation model ¢fig. D.8 was
implemented and the output of the process was measured and used to determine the envelope
according toEq. (D.31). The resulting envelope versus time is illustratedriopn 4.26
for combinations of the minimum/maximum mobile speeds and minimum/maximum LOS
component power as investigated in this study. It is observed that heavier shadowing occurs

inthe event that no LOS component{ — —oo) exists compared to a large LOS component
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(Cr = 6 dB), resulting in deeper fades. The converse also holds true, with lighter shadowing
in the cases of'r = 6 dB. It is also shown that the amount of fades increases, while the
fading duration decreases, when the mobile speed, and therefore the Doppler frequency, is
increased. These results are further investigated in the following experiments.

The influence of various parameters on the magnitude/phase PDFs (a first order statistic)
of the Rician processes were investigated. In all cases it was assumed that the LOS
component does not change within a frame period, gné 0 andf, = 0 was assumed,
resulting inm(t) = p = /202 -10C=/10), This assumption results in a strict-sense
stationary process, as the process becomes independent of time.

0.9

0.9

N _ _ _0,=0.707 —— p =0 (Rayleigh)

0,=1 | 0.8} - - -p=1414
0, = 1414 p=2822

0.7r

0.6

0.5r

P9
p(¥)

0.4}
0.3} /
02t [ |7

0.1tf, = 4

FIGURE 4.27: The PDF of the respective envelopes of a) a Rayleigh processjvith1
and b) a Rician process with variopsevels ¢2 = 1).

Fig. 4.27 a) shows the measured PDF of the magnitude of a Rician process with
i.e. a Rayleigh process, witff = 1. The simulation was performed witfy ..., = 91 Hz
and repeated witlf, .., = 241 Hz. Itis clear that the measured results closely follow the
theoretical result presented 8ectionD.3.1, and that the magnitudes of the envelopes are
almost identical and independent of the Doppler spread (as expecte@&frofD.15)). The
influence of the LOS componertty, was investigated next and the results are illustrated in
Fig. 4.27 b) witho? = 1 and fy ... = 91 Hz (although the selected value ff, ... clearly

has no effect). Again the results closely correspond to the theoretical results and it can be
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seen thape () — pc (z) for p = 0, andp, (z) tends to a Gaussian distribution @as< 2.8
(Cr = 6dB).

T T T T T T T
p = 0 (Rayleigh)
- - -p=1414 M

p=2.822

py(©®)

FIGURE4.28: The PDF of the phage (#) of Rayleigh and Rician processesg (= 1, f, = 0
andd, = 0).

Similar to the case for the magnitudes above, the PDFs of the phase of the complex Rician
processes were analysed. The results are presentéd.id.28 as the LOS component is
varied fromp = 0 to p = 2.822. Again the results follow the theoretical values very closely
and it is clear that the uniform distribution pf= 0 changes to a Gaussian distribution that
tends to an impulse &t= 0 asp — oc.

Even though the analysis thus far is sufficient for BER performance measures, some
second order statistical properties were investigated as well. RecallFigpn#.26 that it
was observed that the amount of deep fades increased as the Doppler spread increased. The
formal measure for this phenomena is tiewel Crossing Raté CR), as discussed iBection
D.3.2.

The LCR was determined according Ey. (D.21) for the measured results of the
magnitude PDF of the Rician proce$sg. 4.29 a) illustrates the dependence of the LCR on
the mobile speed and Doppler spread. All the results were normalised with the maximum

Doppler spread of ;... = 241 Hz, although this is not strictly necessary. It is clear from
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FIGURE 4.29: The measured level crossing rate for a Rician process fs,g) is varied
and normalised witlf; ..., = 241 Hz (f, = 0 andf, = 0) and b)p is varied and normalised
With f4 ae = 91 HZ (famee = 91 Hz, f, = 0 andf, = 0).

these graphs that the highest LCR is observed fqr,. = 241 Hz, but that the dependence

for all different f, ..., is a straightforward linear one. Recall that the LCR is dependent on
pe (z), a parameter independent ff,,..., as observed earlier. This means that the LCRis a
fixed value scaled witR/3/2, which is linearly dependent ofy,,,.... (refer toEg. (D.20)).

This may be better explained with an example: the maximum normalised LCR is observed
from Fig. 4.29 a) atRg = 1 for f ... = 241 Hz asNg(1)/241 ~ 1.07. The corresponding
Ne(1)/241 at fy,m0, = 91 Hz may be calculated aS¢(1)/241 x 91/241 ~ 0.4. In other
words, this channel will experience level crossing&at= 1 at a rate of 96.4 crossings per
second for arfy ... of 91 Hz, and 257.9 crossings per second,if,... increases t@41 Hz.

The dependence of the LCR pn(x) is very clear when examinirigg. 4.29 b), a result
measured while the dependence of the Doppler spread is removed. It is clear that the results
follow those of the magnitude PDF &ig. 4.27 b) very closely, with the only difference
being one of scaling, as discussed.

A final experiment was performed to measureArerage Duration of Fade\DF) at a
specific level for various LOS scenarios. The relevant measure was presekgdin23).

The measured results were again plotted on the theoretical curves, and follow the expected

DEPARTMENT OFELECTRICAL, ELECTRONIC & COMPUTER ENGINEERING 99
UNIVERSITY OF PRETORIA



-

.
=
UNIVERSITEIT VAN PRETORIA

E’i UNIVERSITY OF PRETORIA
A 4

YUNIBESITHI YA PRETORIA

CHAPTER FOUR SIMULATION RESULTS

Normalized ADF of a Rician process for various p (fp =0)

T

—— p =0 (Rayleigh)
- — —-p=1414
p=2.822

R

S

FIGURE 4.30: The measured ADF of a Rician process for various valueg fif ;... = 91
Hz ando? = 1).

values very closely. Note that the linear approximatioreqf (D.25) holds very well for

cases wherpRg /o << 1.

4.5.4 Analysis of the complex Rician process for frequency selective

channels

The following subsection discusses the various tests performed to quantify the behaviour
of the frequency selective channel as describe8SantionD.4.3. Various different channel
models were implemented and the different parameters are summaricsuled.2.

It is of importance to quantify the behaviour of the frequency selective channel to a very
narrow pulse, as the channel impulse response gives a very good indication of the amount of
received signal power available from each of the multiple paths, as well as necessary timing
information required by diversity techniques. During the first test, various different channel
models were excited with a narrow pulse in an effort to measure the impulse response of the
channel. The results are presentedFign 4.31. It is clear that the exponential decay profile

does not spread the energy evenly between the various multiple paths and that most of the
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FIGURE 4.31: Measured received signal strength when various MPF channels are excited
with a narrow pulse.

energy is contained within the first path. It is expected that this profile will not yield very
different BER performance graphs compared to a slowly fading Rician channel, and that
diversity techniques will provide for very little gain. The propos&@peration europenne

dans le domaine de la recherche Scientifique et Techi@O&T) 207 (TU) model, however,

has no significant single path containing most of the energy, but rather significant energy
spread over 3 paths. This will severely limit the BER performance, unless receiver diversity
techniques are employed.
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4.6 ANALYSIS OF BER PERFORMANCE OF THE
UMTS/WCDMA PLATFORM

4.6.1 Analysis of BER performance of a conventional uncoded system

The BER performance graphs for various uncoded system setups are presented next. These
graphs aim to convince the reader that the system is well calibrated with reference to known
theoretical BER performance curves. Typically, the effect of only a single performance
dependent parameter was investigated at a time.

Typical simulation parameters for the platform were provide8ectiond.1 (specifically
Table 4.1 throughTable 4.3). Although it is possible to configure for narrowband
transceivers, the emphasis for the remainder of this study is placed on wideband
transmission. Calibration results are presented for AWGN, frequency non-selective and
frequency selective single user scenarios, after which these simulations are re-evaluated for

multi-user scenarios.

4.6.1.1 BER performance results for ANGN channel conditions

The first test performed was the calibration process required where the noise variance is
scaled appropriately to achieve a desired BER performance at a specific signal power. System
calibration for the proposed platform posed some difficulty, seeing as a single system with
the capability of varying the period of a single bit (dependent on the system paraimeter,

or by selecting a narrowband configuration) varies the bit powdf,as A%T. In order to
achieve a fair comparison between various different bit power values, the system measures
an average bit power using an adjustable number of bits during the averaging operation.
This also presents fair results whether unfiltered or filtered transmission is done, since a
small amount of bit power will be lost to the filtering process in the vicinity of the transition
from the passband to the stopband of the filter, as is the case with the required roll-off of
a = 0.22. Once the average bit energy is known, the required noise variance is calculated
from the desiredy,/N, usingEq. (D.51) and is then generated. The user is referred to
AppendixD.5 for a detailed discussion on variance scalifgy. 4.32 shows the simulated

BER preformance of an uncoded complex UMTS/WCDMA QPSK-based transceiver system
(refer to Section2.3) in AWGN (refer toSectionD.1), which compares exactly witq.

(3.11) after a relatively small amount of averaging. The results remain consistent, even when
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the bit power is changed as the system parameter changegfremto £ = 5, as well as

for the case where narrowband transmission is selected.

Simulated Bit Error Probability
[
o

=
o
S

107 .

F[ —%— Uncoded - Theory

[| —&— Uncoded - Narrowband &

[| —%— Uncoded - Wideband (k = 5) 1

—<%— Uncoded - Wideband (k = 7)
T T T

10°° L L I I I I
-10 -8 -6 -4 -2 0 2 4 6 8 10
Average Eb/N0 [dB]

FIGURE 4.32: The measured bit error probability rate of various configurations of the
narrowband and wideband UMTS/WCDMA transceiver in AWGN channel conditions
(single user case).

4.6.1.2 BER performance results for frequency non-selective channel conditions

The BER performance of various scenarios of slowly fading channels with either Rayleigh
or Rician statistics are presented nexfable 4.2 lists the various allowed configuration
parameters. All simulations are configured to correspond to an uncoded system with only
a single user transmittingrig. 4.33 illustrates the effect that the LOS component has on
the BER performance, varying from an almost Rayleigh distribut{gs € —100 ~ —oc0

dB) to a fairly strong LOS component 6fy = 9 dB. The platform is further configured

to emulate a system with a relative velocity difference of 50 km/h between the mobile and
base station units, corresponding to a maximum Doppler frequengy,Qf = 91 Hz. Also
indicated on the figure are the two theoretical benchmarks for AWGN BER performance
as well as slow Rayleigh flat fading conditions, as givenBay (3.11) andEqg. (E.11)
respectively. These represent the lower and upper bounds of the uncoded system'’s possible

BER performance. Similarlyig. 4.34 illustrates equivalent results for the case of a relative
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velocity difference of 130 km/h between the mobile and baastost units, corresponding to
a maximum Doppler frequency ¢f;.... = 241 Hz. Considering that no major difference
can be observed from these results, it will be assumedihat, = 241 Hz for the remainder

of this study, unless otherwise indicated.

0

10

Simulated Bit Error Probability
=
o\

=
ol

— * — Theory - AWGN %
L| —#— Theory - Rayleigh \
5 Simulated - Rayleigh (CR =- o0 dB) \

o Simulated - Rician (CR =0dB) .
[ < Simulated - Rician (CR =6dB) *

r - Simulated - Rician (C_ = 9 dB) \

10° I T | \

-10 -5 0 5 10 15
Average Eb/N N [dB]

FIGURE 4.33: The measured bit error probability rate of various configurations of the
narrowband and wideband UMTS/WCDMA transceiver in a slowly fading channel at a
velocity of 50 km/h (single user case).

4.6.1.3 BER performance results for frequency selective channel conditions

The BER performance of various multipath fading channels are presentedTad®.4.2

again lists the various allowed configuration parameters. All simulations are configured to
correspond to an uncoded system with only a single user employing a Rake receiver structure.
Fig. 4.35 illustrates the BER performance of the simulation platform when configured for a
three path fading channel with an exponential delay profile varying from a delay spread of
T,, = 0.2 ustoT,, = 200 us. Also indicated is the BER performance of a single tap Rake
receiver in a more practical reduced six path COST207 for non-hilly terrestrial urban model
with delay spread of;,, = 5.6 us, as well as a 3-tap Rake receiver exploiting most of the
available multipath diversity. This, again, indicates the flexibility of the simulation platform

in terms of the channel configuration capabilities.
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FIGURE 4.34: The measured bit error probability rate of various configurations of the
narrowband and wideband UMTS/WCDMA transceiver in a slowly fading channel at a
velocity of 130 km/h (single user case).
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FIGURE 4.35: The measured bit error probability rate of various configurations of the
wideband UMTS/WCDMA transceiver in a multipath fading channel at a velocity of 130

km/h (single user case).
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4.6.1.4 BER performance results for multi-user conditions

This section presents BER performance results in the presence of multiple user transmission.
The simulation setup for this section is very similar to thatSafction4.6.1.3 where a
complete multipath fading scenario is considered, with the major difference being the
addition of controlled MUL.Fig. 4.36 throughFig. 4.39 illustrates different simulation
conditions where the platform was configured with the system parameter equakta,
k = 5 andk = 4 respectively. Single user transmission was considered in all scenarios as a
lower bound benchmark, after which additional interfering users were added up to the limit
as allowed by the available amount of OVSF codes for each scenakio of

It is interesting to note that these simulations were performed with an interpolation factor
of 4, corresponding to 4 samples per chip (similar to the results as preseriigd #Hh18).
Also, it was never assumed that the users will transmit with their various frames perfectly
aligned as would be the case for a downlink scenario. A random time offset was deliberately
assigned for each transmitter ensuring misaligned transmission, specifically to investigate
the effect that this has on the BER performance due to the cross-correlation (réfgr to

4.19) that exist between codes in an OVSF family under these conditions.
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FIGURE4.36: The measured bit error probability rate of a single user in multi-user conditions
with the wideband UMTS/WCDMA transceiver configured for the uplink with= 7 in a
multipath fading channel at a velocity of 130 km/h.
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with the wideband UMTS/WCDMA transceiver configured for the uplink with= 5 in a
multipath fading channel at a velocity of 130 km/h.
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FIGURE4.38: The measured bit error probability rate of a single user in multi-user conditions
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with the wideband UMTS/WCDMA transceiver configured for the uplink wite= 4 in a
multipath fading channel at a velocity of 130 km/h.
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FIGURE4.39: The measured bit error probability rate of a single user in multi-user conditions
with the wideband UMTS/WCDMA transceiver configured for the uplink with= 5 in a
COST207 multipath fading channel at a velocity of 130 km/h.

4.6.1.5 Discussion of results for conventional receiver structures

A number of important observations can be made based on the results presesgetion
4.6.1.1 througiSection4.6.1.4 for the narrowband and wideband uncoded communication

systems under the various channel conditions.
1. Observations based on the simulation results for AWGN channel conditions:

e The simulation results as illustrated kig. 4.32 closely follow the theoretical
result ofEq. (3.11). It is clear that the deviation is insignificant. This may be
attributed to the fact that each transmitted frame is used to exactly measure the
bit power, from which the noise variance may be derived. This allows for perfect
E,/N, calibration, even in scenarios where narrowband and wideband streams
are filtered and when various spreading factors may be transmitted over the same
link, as for the proposed UMTS/WCDMA platform.

2. Observations based on the simulation results for frequency non-selective channel

conditions:
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e The simulation results as illustrated kig. 4.33 closely follow the theoretical
result ofEq. (E.11), which also holds true for the results presentddgn4.34. It
is, therefore, clear that even at a relative velocity of 130 km/h between the mobile
unit and the base station no significant deviation exists between the simulated and
theoretical results. This is explained by noting that even at the largest simulated
Doppler spread of,; ... = 241 Hz, the assumption that the fading amplitude is
essentially flat over an entire chip period holds. This is true considering that the
coherence time is approximatély,, = 9/(16w x 241) = 742.9 us for a classic
Doppler spread where the arrival azimuthal angle of the propagation paths have
a normal distribution. The value is larger than the burst timg6f..s associated
with the UTRA/WCDMA platform.

e Only a very small difference is observed betwé&emn 4.33 andrig. 4.34 for the
cases corresponding to a Doppler spreaflldfiz and241 Hz. This is attributed
to the fact that in both cases the coherence time is significantly larger than the
burst time 0f625 us associated with the UTRA/WCDMA platform.

3. Observations based on the simulation results for frequency selective channel
conditions as presented kig. 4.35:

e lItis clear that the single tap Rake receiver and the three-tap Rake receiver provide
very similar results when the exponential delay profile is considered. This is
explained by considering the power profile of the delayed taps as presented in
Table4.2. Notice that the second and third components correspond to a very
small contribution of the transmitted power. If 1 W is transmitted, the received
energy corresponding to the first path would be 0.9684 W, while the second
and third paths would contribute 0.0306 W and 0.00096841 W respectively,
indicating that these paths do not greatly influence the results. A tentative gain of
only 10 log,,(1/0.9684) = 0.139 dB may be expected by employing a diversity
technique.

e Itis clear that the BER performance of specifically the exponential delay profile
is not strongly dependent on the various delay spreads that were simulated. This
is again contributed to the specific power distribution of the profile, as the second
and third paths cause very little intersymbol interference when their power is

compared to that of the first path.
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e A single tap Rake receiver achieves very poor BER performance for
COST207-TU channel conditions. This is due to the fact that only the -3 dB
path is resolved, while many additional paths exist that carry significant portions

of the transmitted power.

e The three-tap Rake receiver outperforms the receiver structure that does not
employ diversity techniques as expected, especially for the case where the
COST207-TU multipath fading channel model is employed.

e lItis clear that the BER performance is worse in the more realistic COST207-TU

channel than with the exponential decay profile.

4. Observations based on the simulation results for multipath fading channel conditions
in the presence of MUI:

¢ In the case of the highest allowed system paramétet, 7, only four unique
spreading codes are definedsig. 4.36 illustrates single user transmission
as a reference, as well as the sequential incrementation of interfering users
transmitting in the same band. It is clear that the BER performance decreases
with each additional user.

e A reduction of the system parametgr,increases the number of available codes
to choose from and, along with that, the number of users that may access the
system.Fig. 4.37 illustrates the BER performance for the casgé ef 5, where
sixteen unique codes are available. It is again clear that the BER performance
dramatically decreases by the addition of the first few users. It is interesting to
note that the BER performance saturates quickly at the worst case scenario, and
any amount of interferes in the range of four to ten has very little influence on

further BER performance degredation.

e Similar observations can be made for the results presentdéigin 4.38.
Decreasing the system parametekte: 4 again doubles the amount of allowed
users. Shown in the results is a case where 31 of the possible 32 codes were used.
It is interesting to note that the BER performance actually increased. This may
be attributed to the fact that such a large amount of additive interferes tend to a
normal distribution according to the central limit theorem, or that perhaps the all

ones codeword has a DC contribution to the mean value.
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e BER performance of the system is worse when the COST207-TU channel model
is employed when compared to the simpler exponential decay profile. This is
to be expected, as the channel has more multiple paths that are not all resolved

within the Rake receiver structure.

4.6.2 Analysis of BER performance of a novel uncoded system utilising

the sparseness measure

Sectiord.6.1 presented various BER performance measures for traditional receiver systems
without the capability of utilising the potential gains provided by knowledge of the

sparseness of a datastream. This section aims to present a novel, comparative study
detailing the effect of sparseness on the scenarios presented earlier, again for both single

and multi-user transmission in various channel conditions.

4.6.2.1 BER performance results for ANGN channel conditions

The proposed receiver was tested in the same calibrated AWGN channel conditions that were
used for the traditional receiver structure, as discuss&gatiord.6.1.1. The sparseness of

the datastream was calibrated in the range- [0.1, 0.5] in increments of).1. Only a single

user uncoded scenario with a system parametér-ef7 was consideredrig. 4.40 shows

the simulated BER performance of an uncoded complex UMTS/WCDMA QPSK-based
transceiver system in AWGN (refer ®ection3.3.2.1), which compares exactly with the

theoretical results as derived and giventay. (3.29) and plotted irfrig. 3.7.

4.6.2.2 BER performance results for frequency non-selective channel conditions

The experimental setup as discusse®attion4.6.1.2 was again used to obtain the results
presented in this section. The main difference, as to be expected, was that the sparseness level
of the bitstream was varied over the range= [0.1, 0.5] in increments of).1. Simulation

results are presented fing. 4.41 througlFig. 4.43 for various values af'z. Also indicated

on the figures are the two theoretical benchmarks for AWGN BER performance as well as
slow Rayleigh flat fading conditions. However, it is suggested Bp(3.29) withn, = 0.1
represents the lower bound, whitg). (E.11) is still used to represent the upper bound of the

uncoded system’s possible BER performance.
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FIGURE 4.40: The measured bit error probability rate of the wideband UMTS/WCDMA
transceiver in AWGN channel conditions (single user case) for various sparseness
configurations.
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FIGURE 4.41: The measured bit error probability rate of various sparseness levels of the
narrowband and wideband UMTS/WCDMA transceiver in a slowly Rayleigh fading channel
at a velocity of 130 km/h witl'z = —oo dB (single user case).
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4.6.2.3 BER performance results for frequency selective cinael conditions

The simulation setup presented $ection4.6.1.3 was repeated here while the sparseness
level was varied ovey,, = {0.1,0.3,0.5}. The simulated results of an exponential decaying
profile were found, but these are very similar to the results presentéd.i.43 and will
therefore not be repeated here. The similarity is due to the fact that very little additional
energy is transmitted in the second and third paths, leaving very little multipath diversity for
the Rake receiver to resolve.

System performance was further investigated by means of a more practical COST207-TU
channel configuration that offers a much clearer indication of the receiver’s capabilities.
Simulation results are presentedrig. 4.44 for a receiver when configured with no diversity,
while Fig. 4.45 presents simulation results with a three-tap Rake receiver. Note that the
results are valid even though the system parameter is not consistent, as this does not influence

the results for single user transmission with the implemented calibration scheme.
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FIGURE 4.44: The measured bit error probability rate of the wideband UMTS/WCDMA
transceiver with no diversity in a COST207-TU multipath fading channel at a velocity of
130 km/h (single user case) for various levels of sparseness.
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FIGURE 4.45: The measured bit error probability rate of the wideband 3-tap Rake
UMTS/WCDMA transceiver in a COST207-TU multipath fading channel at a velocity of
130 km/h (single user case) for various levels of sparseness.

4.6.2.4 BER performance results for multi-user conditions

This section presents BER performance results achieved by a single user in the presence
of multiple user transmissions. The system suffers from complete multipath fading, with
different fading profiles investigated separately. The setup is similar to th&ection
4.6.1.4, with the major exception again that the sparseness level is adjusted between
{0.1,0.3,0.5}. Fig. 4.46 throughFig. 4.49 illustrate different simulation results where the
platform was configured with the system parameter equal+o7 andk = 5 for different
sparseness levels. Single user transmission was considered in all scenarios as a lower bound
benchmark, after which additional interfering users were added up to the limit as allowed by
the available amount of OVSF codes for each scenarfa &ach user experienced unique
multipath fading with the channel emulator configured with an exponential decay profile.

Fig. 4.50 andFig. 4.51 once again show the BER performance simulation results of a
multi-user communication system similar to the one described above, with the simulation
platform configured for COST207-TU channel conditions. Only the three-tap Rake receiver

structure was considered due to its obvious improved BER performance.
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FIGURE 4.46: The measured bit error probability rate of a single user transmitting at

0.1 in multi-user conditions with the wideband UMTS/WCDMA transceiver configured for
the uplink withk = 7 in a multipath fading channel (exponential profile) at a velocity of 130
km/h andCr = 9 dB.

4.6.2.5 Discussion of results for the proposed receiver structure

The final section of this chapter is dedicated to a number of interesting observations that can
be made based on the novel results present&ebation4.6.2.1 througtSectior4.6.2.4 for
the narrowband and wideband uncoded communication systems under the various channel

conditions.

1. Observations based on the simulation results for AWGN channel conditions as
illustrated inFig. 4.40:

e The dense datastream, for the case whgre= 0.5, compares exactly with
results presented earlier Fig. 4.32. This shows that the proposed receiver
provides equivalent results to a traditional receiver when a datastream is truly
equiprobable. It is clear that the proposed receiver will not perform poorer than

the benchmark performance as set by traditional receiver structures.

e The proposed receiver adapts to knowledge of the sparseness of datastreams and
increases BER performance in all scenarios when compared to results obtained

from traditional receiver structures.
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FIGURE 4.47: The measured bit error probability rate of a single user transmitting at

0.1 in multi-user conditions with the wideband UMTS/WCDMA transceiver configured for
the uplink withk = 5 in a multipath fading channel (exponential profile) at a velocity of 130
km/h andCr = 9 dB.
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FIGURE 4.48: The measured bit error probability rate of a single user transmitting at
0.3 in multi-user conditions with the wideband UMTS/WCDMA transceiver configured for
the uplink withk = 7 in a multipath fading channel (exponential profile) at a velocity of 130

km/handCr =9d
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FIGURE 4.49: The measured bit error probability rate of a single user transmitting at

0.3 in multi-user conditions with the wideband UMTS/WCDMA transceiver configured for
the uplink withk = 5 in a multipath fading channel (exponential profile) at a velocity of 130
km/h andCr = 9 dB.
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FIGURE 4.50: The measured bit error probability rate of a single user transmitting at

0.1 in multi-user conditions with the wideband UMTS/WCDMA transceiver configured for

the uplink withk = 5 in a multipath fading channel (COST207) at a velocity of 130 km/h
andCr = 9 dB.
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FIGURE 4.51: The measured bit error probability rate of a single user transmitting at

0.3 in multi-user conditions with the wideband UMTS/WCDMA transceiver configured for
the uplink witht = 5 in a multipath fading channel (COST207) at a velocity of 130 km/h
andCr = 9 dB.

e The level of improvement depends both on the sparseness levél,AnNg. This
is clear from the illustrated results, but the attentive reader may have noticed
this from the highlighted terms i&q. (3.29). Notice that the improvement in
BER performance is drastic for very lof, / IV, values, especially for cases that
coincide with low sparseness levels as well, but is much less noticeable for high

E, /N, values.

e The BER curve indicates that the probability of erroneous transmission tends
towards the value of the sparseness of the bitstream (rather than 0.5), that is
P. — n, when E, /N, becomes small (or strongly negative when measured in
dB). This suggests that a new lower bound exists that can be achieved by systems
employing the measure of sparseness in conditions where the sparseness level of

a datastream deviates frogp = 0.5.

2. Observations based on the simulation results for frequency non-selective channel

conditions:

e Earlier observations presented3ectior4.6.1.5 still holds for all the considered
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scenarios withy,, = 0.5.

e The simulation results as illustratedkig. 4.41 follow the theoretical result of
Eqg. (3.48) at lowerE, /N, values. The fairly large deviation at high&y/N,
values may be attributed to the fact that the analytical expression is a crude, low
order approximation of the integral presentecEi. (3.33). A more accurate
numeric solution ofEq. (3.33) indicates that the simulation results follow the

theoretical results dfig. 3.12 quite closely.

e It is again observed that the BER improvement depends both on the sparseness
level andE;,/N,. The improvement in BER performance is drastic for very low
Ey/Ny values, especially for cases that coincide with low sparseness levels as
well, but is much less noticeable for high /N, values.

e It is again observed thab. — 7, when E;,/N, becomes small (or strongly
negative when measured in dB), suggesting that a new lower bound exists that
may be exploited by systems employing the measure of sparseness in conditions
where the sparseness level of a datastream deviates;fren?.5.

3. Observations based on the simulation results for frequency selective channel
conditions as presented ig. 4.35:

e Earlier observations presentedSectiord.6.1.5 still holds for all the considered

scenarios withy,, = 0.5.

e Similar to previous observations it is again apparent that the BER improvement
depends both on the sparseness level BpdV,. The improvement in BER
performance is drastic for very lov,/N, values, especially for cases that
coincide with low sparseness levels as well, but is much less noticable for high
Ey /Ny values.

e Similar to previous observations it is again apparent fhat> n, when E;, /Ny
becomes small (or strongly negative when measured in dB), suggesting that a
new lower bound exists that may be exploited by systems employing the measure
of sparseness in conditions where the sparseness level of a datastream deviates
fromn, = 0.5.

e It is clear that BER performance is better for an exponential decaying power

profile simulation setup than for a more practical COST207-TU channel test
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platform when all other parameters are equivalent. Thispeeted, as the power

content is distributed over six paths of which only three paths are resolved.

4. Observations based on the simulation results for multipath fading channel conditions

in the presence of MUI:

e Earlier observations presentedSectiord4.6.1.5 still holds for all the considered

scenarios if the datastream is configured wjith= 0.5.

e It is again observed thab. — 7, when E,/N, becomes small (or strongly
negative when measured in dB), suggesting that a new lower bound exists that
may be exploited by systems employing the measure of sparseness in conditions

where the sparseness level of a datastream deviates;fren?.5.

e It is again observed that the BER improvement depends both on the sparseness
level andFE,/Ny. The improvement in BER performance is drastic for very low
E, /N, values, especially for cases that coincide with low sparseness levels as

well, but is much less noticeable for hidh / NV, values.
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CONCLUSIONS ANDFUTURE RESEARCH

This chapter provides a summary of the major conclusionsiagtbe drawn from the body

of work completed during this study. Even though the emphasis will be on conclusions
from the novel parts of the work, some conclusions are made that may already be known
to the relevant research communities. Following the conclusions, some topics that were not

addressed during this study are suggested for future research.

5.1 CONCLUSION

The most important and summarising conclusion to be drawn from this study regards
the superiority of the proposed improved receiver structures when dealing with possibly
sparse datastreams. It is clear from the BER performance graphs of the various scenarios
investigated that all the communication system setups considered, when transmitting
possibly sparse data, will benefit from utilising one of the proposed improved receiver
structures. The gains achieved will be dependent on both the sparseness and the current
SNR.

The following subsections aim to provide conclusions to investigations regarding the
major subsystems as presented in earlier chapters, as well as some of the appendices to

follow.

5.1.1 Implemented source models

The following conclusions are based on the simulation results and discussion as presented in

Sectiord.2 for the source model as discussedppendixB.
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1. Over the years many engineers simulating telecommuaitaystems have been
content to use simple PRNG limited to a GF(2) to generate random binary
data streams, with the mindset that results will converge to some average value
with sufficient iteration, especially with the increased processing power available.
However, simulation results have shown that these traditional sources have a very large
standard deviation, meaning that the expected results may take longer to converge
to the expected value. This provides a feasible opportunity to explore different data

source models to improve the standard deviation.

2. Optimal feedback lengths exist and have been calculated by simulation where the
minimum standard deviation may be achieved with the proposed and implemented
method. The current proposed model is not optimal and suggestions are made later in

this chapter to improve this model even further.

3. It is important to note that the complexity of the proposed improved data source is
larger than that of traditional sources. This model is, however, an improvement over

traditional models when

(a) itisimperative to simulate data with accurately controlled amounts of sparseness,

and

(b) in complex equiprobable simulations where the total simulation time is
significantly larger than the time to generate data with either the traditional or
improved data source models. Here the improvement lies in the fact that the
number of iterations required for the results to converge will reduce, rather than
optimising each iteration to decrease simulation time of many iterations (even

though this is still suggested).

5.1.2 Effect of FEC encoding on sparse data streams

The following conclusions are based on the simulation results and discussion as presented in
Sectiord.3 for the simple FEC encoders discussedppendixC.

1. It has been shown via simulation that the sparseness of an encoded data stream does in
fact differ from the sparseness of the source and that the sparseness of the encoded

stream tends to be less sparse (conversely more dense) than the sparseness of the
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original data source. This holds true for the small numberraoeers considered

in this study.

2. It has been found that the convolutional encoder makes the sparse stream significantly
denser than a similarly complex block encoder, especially when the constraint length

is increased. This is mostly due to the choice of generator polynomials used.

3. ltis also clear that the encoded sparseness tends to become linearly mapped for block
codes of increased, and that the slope of such a linear mapping decreases with a

decrease in code rate.

5.1.3 UMTS/WCDMA transmitter and receiver structures

The UMTS/WCDMA platform utilised QPSK-based wideband transmitter and receiver
structures. These structures were discussed in det&hapter2 andChapter3. The
following conclusions can be drawn from the simulation results and discussi@ectbn

4.4.

1. The timing diagrams indicate that the transmitter successfully performs a S/P
conversion, employs both channelisation and scrambling spreading and filters the data
stream with the required RRC filter, while the receiver is capable of extracting the

original transmitted data perfectly when tested without the presence of noise.

2. The eye diagrams indicate that the system does indeed exhibit timing instances where
the ISI is minimised. It may therefore be concluded that the system may (as it
does) extract the original data during these time instances once clock recovery has
been performed and the system is synchronised to both the carrier and the spreading

sequences.

3. The spectrum indicates that the RRC filter does indeed filter the spreading sequences
and bandlimits the signal to the required value as specified$by0.22. Itis also clear
that the system parameter functions according to specifications and that the transmitted

data rate before spreading is indeed controlled according to the requirements.

4. The ACF as well as the CCF of the OVSF (channelisation) codes indicate that the best
performance is achieved when the system is perfectly synchronised, but that these

codes do in fact have a cross-correlation when they are upsampled while not perfectly
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aligned. BER performance curves, however, suggest that iéveisaligned, these

codes still perform well in a multi-user environment.

5.1.4 Channel model verification

The implemented channel model is a direct implementation of the mathematical model that

was presented i8ectionD.6. The following conclusions may be drawn.

1. The channel simulator was designed to be very flexible and generic in the way that
it may be configured to perform fading channel simulations. Each path exhibits
frequency non-selective behaviour with a selectable Rician factor and Doppler spread.
It is important to note that the simulator performs these functions in baseband,

eliminating the need for high frequency carrier waves during simulations.

2. Each of the paths may be configured with a unique power gain as well as a time delay
value, enabling the ability to configure the simulator for most practical gain delay

profiles as required by the various models existing in literature.

3. A number of conclusions can be drawn specifically from the simulated channel

measurements, as presentedeactiord.5:

(@) The AWGN channel simulator generates PDF results consistent with the
theoretical derivations presentedHq. (D.1) for the equiprobable case, as well
as those presented Bqg. (3.18) for the case where sparse data streams are
transmitted.

(b) It is clear that the decision interval for non-equiprobable data streams may
deviate from the typical assumeg = 0 value and also that it tends towards the
sparse symbol, with an increase in the amount of deviation when the sparseness
measure decreases. This closely corresponds to the dependenaenof, as
theoretically derived ifEq. (3.19).

(c) It is clear that the decision interval for non-equiprobable data streams may
deviate from the typically assumed = 0 value and that it tends towards
the sparse symbol, with an increase in the amount of deviation when the SNR
decreases. This closely corresponds to the dependeneg @i E,/N, as
theoretically derived ifEq. (3.19).
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(d) Various different ways of computing the values to gereeeaspecific Doppler
spread was presented 8ectionD.4.5, with the results of the PSD and ACF
of the respective methods indicating that it corresponds well to the theoretical

values.

(e) A statistical analysis of the various processes was presengettionD.3 and
the simulated results correspond very well with the expected theoretical models.
This applies to both the first order statistics, including the PDF of the respective
envelopes and phases of the Rayleigh and Rician processes, as well as the second

order statistics, including the LCR under various conditions as well as the ADF.

(f) It is clear that the simulator generates a complex baseband equivalent channel
model of any multipath fading channel configuration, including the popular
COST models.

5.1.5 BER performance of the UMTS/WCDMA platform

A theoretical analysis of the BER performance of an uncoded BPSK/QPSK-based
modulation system was presentedSection3.1.2 andSection3.3.2 for both the traditional
equiprobable case as well as the case where sparseness is considered. The uncoded BER
performance results were presented and discussgedtiord.6. The following conclusions

may be drawn from the results.

1. The simulation platform functions as expected and compares well with the theoretical
analysis of an uncoded system presented in literature for the equiprobable case as well
as with the derived performance measures for a non-equiprobable case. This holds true

for AWGN, frequency non-selective as well as frequency selective fading conditions.

2. It is clear that the self-calibrating feature of the AWGN channel scales correctly with
various values of the system parametenvhere essentially the value 6} is changed
with a change irk. This calls for a recalibration a¥, to achieve the desire#l, /N,
value. This is also useful when simulating an adaptive or general system that either
employs filtered or unfiltered data streams, and/or filtered or unfiltered spreading

sequences, since some bit energy is lost to the filtering process.

3. The BER performance curves are dependent on the selected channel configuration.

As expected, BER performance decreases when the channel is varied from exhibiting
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AWGN channel conditions only to a frequency non-selectivanctel. BER
performance again decreases when the channel is changed to a frequency selective
channel configuration, especially when switching from an exponential decay multipath
profile to a COST207-TU channel setup.

4. The BER performance curves are dependent on the number of transmitting users
selected. As expected, BER performance decreases when the number of users
transmitting in the same frequency band is increased. It is clear that the BER
performance quickly tends to the worst case scenario curve for many users when OVSF

codes are used.

5. In general, it was found that the novel receiver structures outperformed or at least
matched (whenever the assumption of equiprobability holds) the conventional receiver
structures in any channel environment. The small amount of additional complexity of
these receiver structures is easily warranted when considering the improvement in

BER performance for highly sparse scenarios.

6. Itis clear that use of the novel receiver structures improves the BER performance for
sparse data streams, especially at low valuds,giV,. It is still recommended to use
FEC and/or interleaving techniques to improve the BER performance atiigh,

values.

7. Sparse data streams could potentially be utilised in joint source/channel decoder
systems to improve BER performance, similar to FEC decoders. In such cases, the

proposed receiver structures would easily outperform the conventional structures.

5.2 HRJUTURERESEARCH

The following subsections present some of the questions raised by this study that were not
answered in sufficient detail or have not been addressed at all. Many of these topics may be

selected for investigation in future research.

5.2.1 Source model improvements

The following questions and topics arose from the simulation results and conclusions based

on the proposed improved source model presentégpendixB.
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1. Investigation of the effect of multiple feedback pathsfe proposed improved source

model is still required.

2. Alternative architectures for source generators may be investigated and designed to

improve the standard deviation, while also improving the computational complexity.

3. An in depth study of the first and second (and possibly higher) order statistical
properties of the implemented source, as well as the newly suggested source with

multiple feedback paths and/or an improved architecture, may be performed.

5.2.2 Effect of sparseness on modulation systems

The following questions and topics arose from the simulation results and conclusions
that were based on the implemented UMTS/WCDMA platform, specifically regarding the

modulation scheme.

1. The effect of sparseness on complete M-PSK narrowband and wideband systems has

yet to be gauged.
2. The effect of sparseness on QAM systems is still unknown and may be studied.

3. A study may be done regarding the effect of sparseness on continuous wave
modulation schemes, which may include FM, chirp like signals and MSK (including

variants like GMSK) systems.

4. The effect of sparseness on adaptive/hybrid systems employing multiple modulation

schemes, e.g. CDMA EV-DO, may be determined.

5. Further, a complete study may be performed on the effect of sparseness on OFDM

modulated systems.

6. The effect, if any, that interleaving may have on communication systems employing
receivers capable of using the sparseness measure to optimise detection may be

determined and studied.
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5.2.3 Effect of sparseness on coded systems

The following questions and topics arose from the simulation results and conclusions that
were based on the implemented UMTS/WCDMA platform, specifically regarding the effect

of coding.

1. Study the effect that sparseness has on simple and/or advanced FEC systems

employing block codes. The investigation could include topics such as:

(a) the effect that sparse data has on the encoded stream to be transmitted,

(b) potential strengths and weaknesses of the codes and how well they are suited for
encoding sparse data streams,

(c) how good codes may be designed and optimised to improve BER performance
results specifically for sparse data streams,

(d) improving decoding methods by providing more accurate a-priori information
based on the estimated sparseness measure, and

(e) an analysis and simulation study on the effect of sparseness on BER performance

for coded systems.

2. Complete a study of the effect that sparseness has on simple and/or advanced FEC
systems using convolutional codes. The study may be conducted with a similar

approach as (a) through (e) above.

3. Study complex FEC systems employing concatenated block/convolutional codes and
the effect that sparseness has on such systems. The study may be conducted with a

similar approach as (a) through (e) above, and may additionally include

() a comparison of serial and parallel concatenated codes and their respective

response to sparse data streams, and

(g) an optimisation of the decoder structures for concatenated coding schemes by

providing more accurate a-priori information

4. Performance evaluation of joint source/channel coded systems when the sparseness
measure is employed. This study may be conducted with a similar approach as (a)

through (e) above, and may additionally include
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(f) a comparison of different source and channel coding seisetm be used in the

joint coding scheme.

5. A study of the effect of code puncturing on the sparseness of the coded streams, as well
as an investigation of whether puncturing profiles exist to optimise BER performance

of systems transmitting possibly sparse streams.

6. A study of the controllability of the sparseness of data streams when different source

coding techniques are employed.
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APPENDIXA

SUMMARY OF THE UTRA/FDD
PLATFORM PROTOCOL

The IMT-2000 family of 3G systems includes support for thrgees of core network
technology:

e GSM based, using mobile application part protocols on top of SS7 protocols for

signalling
e ANSI-41 based (1S-634 protocols for signalling)

¢ Internet Protocol based (in future, to be specified)

As for any protocol, the protocol supporting the IMT-2000 WCDMA standard may be broken
into various layers of the ISO’s OSI model. The channels in the three lower layers are

designated differently based on the functions they perform [8]:

e Physical channels (L1 PHY) are defined in the physical layer. A physical channel is
characterised by theode frequencyand in the reverse link theelative phase (1/Q)
when operating in the FDD mode, while, for the TDD mode, it is also characterised by
atimeslot The physical channel specifications are discussed in more degkiion
2.1

e Transport channels (L1 PHY/L2 MAC) are characterised by how the information is
transferred over the radio interface. The transport channels may be categorised into
two groups, theledicated channel®nly one type called the dedicated channel (DCH)
for uplink and downlink control information), where the UEs are identified by the

physical channel, i.e. code and frequency; andcttramon channelsvhere there is
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APPENDIX A SUMMARY OF THE UTRA/FDD PLATFORM PROTOCOL

a need for inband identification of UEs when they are addreisspdrticular. There

exists six different common channels:
— Broadcast channel (BCH) (D/L), used to broadcast system- and cell-specific
information.

— Forward access channel (FACH) (D/L), used to carry control information to a UE
when the system knows the location cell of the UE. FACH may also carry short

user packets.

— Paging channel (PCH) (D/L), used to carry control information to an UE when
the system does not know the location cell of the UE (transmitted over the entire

cell).

— Random access channel (RACH) (U/L), used to carry control information from

the UE. It may also carry short user packets.

— Common packet channel (CPCH) (U/L), used for bursty data traffic. It is
associated with a dedicated channel in the downlink which provides power
control for the uplink CPCH.

— Downlink shared channel (DSCH) (D/L), shared by several UEs.

e Logical channels (L2 MAC) are characterised by the type of information that is

transferred and offers different logical channels to (L2 LAC).

The radio interface protocol is illustrated Fig. A.1, while the protocol architecture is
illustrated inFig. A.2.

The physical layer provides the following services to the upper layers [8]:

e FEC encoding and decoding of transport channels
e Error detection
e Macrodiversity distribution/combining and soft handover execution

e Multiplexing/demultiplexing of transport channels and of coded composite transport

channels

e Mapping of coded composite transport channels on physical channels
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FIGURE A.1: IMT-2000 radio interface protocol (from [8] )
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FIGURE A.2: IMT-2000 protocol architecture (L1 and L2) (from [8] )

e Modulation/demodulation and spreading/despreading of physical channels
e Frequency and time (chip, bit, slot, frame) synchronisation

e Closed-loop power control
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APPENDIX A SUMMARY OF THE UTRA/FDD PLATFORM PROTOCOL

e Power weighting and combining of physical channels
e RF processing
e Rate matching (data multiplexed on DCH)

e Radio characteristics measurements including FER, SIR, Interference Power, etc.

More specific details of the signalling, scheduling and protocols can be found in UTRA

technical specifications [69].
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APPENDIXB

NOVEL APPROACHES TOGENERATING
SPARSEDATA SOURCES

B.1 THE PROPOSEDIMPROVEDDATA SOURCE

Modern binary source modelling is not a topic receiving a flourish of attention from the
research community, since most researchers find the simple uniformly distributed source
models adequate for generating statistically i.i.d. variables. Recently, some techniques have
been proposed [14-16, 21, 99] for the generation of pseudorandom data that may be used for
such sources. None of these sources, however, focuses specifically on controlling the amount
of sparseness. This lead to the development of a more optimal pseudorandom data source
model able to emulate specific sparseness levels as required by various experimental setups.
The most widely used pseudorandom number generators are based on linear recurrences

of the form

x; = (a1xi1 + ...+ agrip) modn (B.1)

with the modulus: and the orderk positive integers of the recurrence with maximal
period lengthp = n* — 1 [100]. Pseudorandom binary bits are easily generated by letting
n = 2, and since the output is uniformly distributed, the resultant output is equiprobable.
In order to overcome this; may be increased and the resultant number may be compared
to a certain subrangef), m — 1), [m,n) within the range [0,n). Each outputg;, will
only fall within one of the subranges, and a specific subrange may be mapped to a binary

0 or 1 value. A clever choice of the ratim/n will ensure a weighted binary cumulative
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S (0...k-1)

b

FIGURE B.1: Block diagram of an improved sparse data source

distribution function. This has been the approach for [90, 91]. However, it has been found
that the standard deviation of the sparseness parameter in a large sample spéce of)
is very large, resulting in many frames having>> n, andn, << 7,.

Fig. B.1 shows the block diagram of one possible source model that may be used
to generate data streams or blocks for block lengthwith a measured sparseness,
very close to the original specified sparsenegswith a significantly reduced standard
deviation. The output data block,0- - -[), is a multiplexed stream of(0---k — 1) and
S(k---1) which is ideally suited to model sparse data sources in applications that requires
such, as regularly required by simulation setup€imapter4, without the drawbacks of the
unmodified range/bin approach above.

Rather than generating(0 - - - /), a shorter data blocl§(0 - - - £ — 1), is generated. This
allows us to measure the sparsenesS(of- - -k — 1), as discussed iBection3.2.1. When
N.(0---k — 1) deviates from the expected sparsenesswe may modify the sparseness
control of S(k - - - 1) to change), (k- - - 1) in a weighted fashion by modifying the subranges

to [0, Mpew — 1), [Mpew, n), With m,,.,, determined as

Mpew =N X [N X L — a0k =1) x k)] /(I — k) (B.2)

with all parameters defined earlier. It should be clear that, whén- - -k — 1) > n,,
Mnew decreases in order to decregsék - - - 1), which results i, (0-- - 1) < 7,(0---k—1).
The proposed model, therefore, aims to decrease the sparseséss ofl) in an attempt to
reduce the total sparsenegg(0 - - - [). Likewise,n,(0---k—1) < n, results ing,(0---1) >
Na(0--k—1).
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APPENDIXC

FEC ENCODERDESCRIPTIONS

Although somewhat outside the scope of the main body of wdrkyas considered
interesting to begin an investigation into the effect that FEC encoders have on the sparseness
of a bitstream. This was by no means investigated fully, but does provide motivation for this
study as well as a number of interesting future research topics (resactomons.2.3). Some
popular, yet randomly selected FEC encoding methods are discussed next, with the results

presented irSectior4.3.

C.1 BLOCK ENCODING

A linear block code is best described by an X) binary generator matrixGT. It is
convenient to define thew(— &, n) parity check matrixH, such thalHGT = 0. Encoding a

k-bit input vectors, using eitheiGT or H, yields ann-bit vector given byx = GT - s. All
arithmetic operations are restricted to GF(2). System performance is increased by allowing
N — oo [101][102].

C.1.1 Hamming encoding

A binary Hamming encoder with propertiés, k) = (2™ —1,2™ — (1+m)) is implemented
with m = 3, yielding a(7, 3) block code [102]. No two columns of the parity check matrix,

H, are identical, which implies linear independance.
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APPENDIX C FEC ENCODERDESCRIPTIONS

C.1.2 LDPC encoding

The creation of an LDPC generator and parity check matrix pair has been described in detail
by Gallager [103] and optimised by MacKay [101]. Nealal.[104] proceeded to optimise

the encoding process by partitionikbinto [A |B] with dimensions\/ x M andM x N. The

parity check bits can then be found by determining A ~'Bs, which can be approached

in three different ways. Dense encoding predetermihe$B, which is multiplied bys to

find c. Mixed encoding exploits the sparsenessBoby computingz = Bs, after which

c = A1z is determined. Finally, sparse encoding determinesBs, then solvesy in

Ly = z by forward substitution wittL the lower triangle and finally solvesin Uc = y by

backward substitution, whef@ is the upper triangle.

C.2 CONVOLUTIONAL ENCODING

A very simple convolutional encoder was implemented witR' a= 3 length shift register
(constraint length), by shifting = 1 bit at a time into the encoder, and using= 2 bits as

output obtained with function generatagrs= [101] andg, = [111]. The code is, therefore,
classified as 43, 1,2) convolutional code with code ratB. = 1/2. As alternatives, a

(5,1,2) code was generated with function generatgrs- [10001] andg, = [11111] and a

(7,1,2) code was generated with function generatgrs= [1000001] andg, = [1111111].

Notice thatg, feeds back the same bit repeatedly, and is selected as the all ones vector on
purpose in an attempt to increase the density of a sparse stream when a sparse one is used a

number of times to generate multiple ones at the output.
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"Nature is seldom kind. One of the most appealing uses foradeiephone systems —
communication with people on the move — must overcome radio transition problems so difficult

they challenge the imagination.”
W.C. RhKES [41]

The mobile radio channel is the transmission path between the transmitter and the
receiver and can vary from the simplest LOS scenario to another that is severely obstructed
by buildings, mountains, foliage and/or other large structures. The radio link is required to
be effective in a variety of environments which include urban, suburban, rural and indoor
areas. The velocity of the mobile unit may vary from stationary to fast, which also has
an effect on performance. Several effects including reflection, diffraction, scattering and
attenuation, combine to make reliable and accurate detection of digital data under these
conditions very difficult. This has motivated the development of equalisation and diversity
techniques, including the Rake receiver architecture, as well as power control, strong FEC
codes and interleaving techniques capable of partially compensating for the signal distortion
produced by the mobile channel. The aforementioned effects will be studied for a variety
of different channel types in this appendix. Longer term amplitude fading, also referred
to as shadow fading, is a type of fading that is slow when compared with the fading due
to scattering and is not considered further, except to note that it will alter the SNR at the
receiver. This type of fading is generally modelled by a Log-Normal statistical amplitude

distribution. Interested readers are referred to [43].
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This appendix presents an overview of various types of cHafiieets, including additive
noise and fading effects. In order to obtain a deeper understanding of fading channels, both
Rayleigh and Rician processes are investigated and useful fading channel parameters, as well
as properties of these processes, are considered. The stochastic processes presented are used
to create a deterministic channel model, which is then shown to be useful in both a frequency
non-selective and a frequency selective emulation model. A detailed survey on the various
methods to determine the Doppler parameters is also presented. The appendix is concluded

with practical complex baseband simulation models.

D.1 ADDITIVE WHITE GAUSSIAN NOISE

A common benchmark for assessing the performance of digital communication systems is
the addition of Gaussian noise to the signal prior to the receiver filter and detection. This
may sound like a trivial exercise, but there are a number of important considerations to take
into account to ensure that accurate observations can be made.

Noise is any unwanted signal present in the communication system that inhibits error
free transmission. There are many different sources of noise, some of which include other
electrical systems, natural sources such as the cosmos, lighting and the random motion of
charged particles in wires. The latter may be justified by evaluating the physics of electron
motion in conductors and semi-conductors that are used to realise the hardware. This random
motion of charged particles gives rise to thermal noise and is present in all electrical systems.

The generated noise is additive in nature, and is normally distributed with the PDF given by

1 2
Pn(t) (r) = ———=exp [_ (‘75 - mn(t)) /202 } , reR (D.1)
27?0721(@ n(t)

wherem,, ) € R denotes the mean or expected value giverby(t)] ando—fl(t) € (0, 00)
the variance given by Van(t)} = E[n(t)?] — mi(t) of the Gaussian distributed random
process. This function is essentially flat at room temperature for frequencies varying from
DC to f = 10'2 Hz. This noise has a constant PSD over all frequencies of interest for
practical communication systems. Usuatlli) can easily be generated with, ;) = 0 and
az(t) = 1. This is the standard normal distribution and can be denotedtas~ N(0,1). In
AppendixD.5 a technique is discussed that shows how such a noise source may be modified

to properly scale the variance using important benchmarking parameters as input.
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D.2 ELEMENTARY PROPERTIES OF THERAYLEIGH AND

RICIAN PROCESSES

It is possible to distinguish between different types of fading based on grossly quantified
multipath channel parameters measured in 1) the time domain (symbol time, maximum
excess delay time, mean excess delay time and rms delay spread) which is typically useful for
frequency selective channels, that results from multipath propagation and, 2) the frequency
domain (average Doppler shift and Doppler spread) which is typically useful for frequency
non-selective channels caused by a relative difference in velocity between the transmitter and

receiver. The definitions of these parameters are presented next.

D.2.1 Useful fading channel parameters
D.2.1.1 Time domain parameters

The following parameters are calculated by using a multipath intensity profile of the channel.
A multipath signal intensity profile may be plotted over time by measuring the received
signal power after the channel has been excited by either an impulse or a wideband signal.
Typical wireless channels will propagate the signal via various different paths (with each
path having a different length), resulting in the reception of various different time delayed

signals with decaying (due to large scale fading effects) signal power.

e Thesymboltime, 7}, is said to be the time duration of a symbol. It should, however, be
noted that this symbol duration is not to be confused with the symbol rate of the source,
but is rather chosen as the time duration of a single chip in the event of spreading, or
the bit duration of a single bit if a modulation scheme with a dimensionality of higher
than one is selected (i.e. the symbol will be passed through a S/P converter). The
symbol time is, therefore, the shortest signal duration before the signal is modulated

onto a carrier.

e Asignal power level may be arbitrarily selected below the maximum power level; then
the maximum excess delay timgT,,, is said to be the time difference between the
first received signal power and the time when the received signal power drops below
the selected signal power level [43, 45]. A typical value for this signal drop is -30 dB

relative to the strongest signal component, resultiig,in=tp, , —tp, withtp,

—30dB !
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the time when the first signal component was receivedignd, . the time when the
received power level dropped below the -30 dB threshold. It is worthwhile to note
that typically P, o is not equal taP, ..., and similarlytp, , # tp, ..., @s the maximum
signal component may be preceded by a number of nhon-minimum phase precursor
multipath components.

e The mean excess delay timés the first moment of the power delay profile and is
given by [43]

Sim-n) S P@)(n-m)
512 5P (n)

=1 =1
with r; the ['" received signal amplitude; the [** excess delay timeg, the time

at which the first received signal is detected df(d;) the (" received signal power

component.

e Therms delay spreadis the square root of the second central moment of the power
delay profile and is given by [43]

or =\/T? (1) (D.3)
with
Yori(n—m)" Y2 P(n)(n—m)
,1——,2 _ =1 - _ =1 - (D4)
>oTf > P (m)

=1 =1
This parameter is usually more relevant to designers than the maximum excess delay
spread, as the multipath intensity profile of channels with the same valiig ofay
differ significantly.

It is possible to distinguish between two distinct scenarios in the time domain when
comparing the symbol time with the maximum excess delay. The first case arises whenever
the duration of the received multipath components extends beyond the original symbol time,

or T,, > T,. The channel is said to experience frequency selective fading and the received
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signal will suffer from ISI distortion, pulse mutilation arah irreducible BER. However,

many of the multipath components are resolvable and distortion can be mitigated by means

of various diversity techniques. The second case arises whenever all the received multipath

components arrive within a single symbol duration,79r> T,,. This channel is said to

experience frequency non-selective or flat fading and can experience a significant loss in

SNR whenever the unresolvable phasor components add up destructively. The most effective

way of combating flat fading is to employ an FEC coding scheme or to introduce some form

of signal diversity in order to improve the SNR.

D.2.1.2 Frequency domain parameters

The following parameters are calculated by using the spaced-frequency correlation function

(Fourier transform of the multipath intensity profile) of the channel.

e The coherence bandwidth B, is the range of frequencies over which the channel

will pass the spectral components with approximately equal gain and linear phase, i.e.
the channel may be considered to behave like a lowpass filter with the passband being
the coherence bandwidth. The coherence bandwidth is proportional to the reciprocal
of the excess delay time and the rms delay spread, although the relationship is a
function of the exact multipath structure. The coherence bandwidth, in Hz, for a

channel is regularly approximated by

Bo= (D.5)

€0,

with e = 50 when a high correlation of 90% amd= 5 when a moderate correlation
of larger than 50% is required over the channel bandwidth [43, 45].

The following parameters are calculated by using the Doppler PSD of the channel.

e Theaverage Doppler shift/spread B(le), z = i, q, gives the average frequency shift
or spread that a carrier signal experiences during transmission. It is calculated as the

first moment of the Doppler PSD and is given, in Hz, by [105]

B(l) _ ffooo fSTz (f) df
=SS (f)df

(D.6)
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for z = i, ¢, with Sz (f) the appropriate Doppler PSD, which can be either a Jakes or
Gausian PSD as definedHy. (D.10) andEq. (D.12).

e TheDoppler spread Bg), z =1,q, Is defined as the square root of the second central
moment of the Doppler PSD and is given by [105]

o (4 p0)?
e | (£-BY) se(f)dr o
T I2. St (f)df

with all the parameters as defined earlier.

An important special case exists when the Doppler B3CandS,, are identical and
symmetrical. It can be shown that the average Doppler shift and the Doppler spread

may be expressed under these assumptions as [105]

B = ) — p() —
T; Ty T

fd,maac D
B® — B@ — B@ — 75, Jakes PSD (D.8)
; B ' f[;}%, Gaussian PSD

Analogous to the delay spread parameters in the time domain, the coherence bandwidth
is used to characterise the channel in the frequency domain. If the bandwidth of a transmitted
signalis smaller than the coherence bandwidth Be < B, the channel exhibits frequency
non-selective or flat fading where all frequencies of interest fade with approximately the
same amount. If the bandwidth of the transmitted signal is large compared to the coherence
bandwidth, i.e.Bs > B¢, the channel will exhibit frequency selective or wideband fading
and significant ISI will be introduced. This is due to channel gain and phase variations across

the spectrum of the transmitted signal as time progresses.

D.2.2 Frequency non-selective fading

Freguency non-selective or flat fading occurs whenéver- T,, and Bs < B¢, and is
observed whenever the receiver and/or base station experience a motion relative to each other.
A random process model of the received power of random interfering waves is required to
simulate the effect of flat fading between a fixed and mobile transceiver pair. An incident
wave is characterised by its amplitude, phase shift and direction. Each incident wave at the

receiver antenna undergoes a Doppler shift due to the motion of the receiver. This results in
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an increase in frequency if the receiver is advancing intaattfroaching wavefront and a
decrease in frequency if the receiver is moving away from the wavefront. The Doppler shift
experienced by thé” multipath component is given by

v(t) v(t) fe

fai(t) = ~ cos(04(t)) = . cos(04(t)) (D.9)

with 6,4 ;(¢) the angle of arrival of thé" received signakly(¢) the velocity of the mobile

unit in m/s, f. the carrier frequency in Hz and the speed of light in free space. A
simple conclusion is that fofq ma. (t) = fai(t) lo,.)=0, @ Maximum Doppler shift will
be experienced.

Each arriving wave at the receiver may be considered as complex valued with an
in-phase component/;, and a quadrature phase componéft, that are independent
stationary Gaussian processes. Assuming that the angles of arrival at an omnidirectional
receiver are uniformly distributed throughojit 27) radians and that the antenna power
gain is constant (i.e. a vertical monopole antenna), Clarke [40] determined that the PSD,
S(f) = Su,(f) + Sr,(f), of the in-phase and quadrature components at the receiver is
defined as

2 = |f = ol < famar
St.(f) = St,(f) = “fmw(%) (D.10)
0 \f = fel > famax
with o2 the average transmitted signal power. The normalised Jakes PSD is illustrated
in Fig. D.1. A full derivation of the Jakes PSD is presented in Appendix A of [105]. In the
event that both vertical and horizontal components are received, the resulting Jakes PSD is
similar to (D.10), without the poles gt = % f;,.... A similar model may be derived for
communication between two mobile units (satellite communication serves as an example),
but this scenario falls outside the scope of this study.
The inverse Fourier transform 6f. ( f) results in the ACF for the Jakes PSD, given by
r(1) = r, (1) + 71, (1), With

re, (1) = 1, (1) = 05 Jo(27 famaaT) (D.11)

where.J; is the zeroth-order Bessel function of the first kind [41, 105]. The normalised

Jakes ACF is illustrated ifig. D.1. It is clear that the inverse Fourier transform of the
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FIGURE D.1: The normalised Jakes functions with= 1: a) the PSD for different ratios of
fa.maz @nd f. and b) the ACF normalised tf) ;0. = 1

Doppler PSD, therefore, results in a spaced-time correlation function of the original Doppler

power spectrum.

D.2.3 Frequency selective fading

Frequency selective or channel ISI fading occurs whenéyer- T, and B < Bg, and
is observed whenever the same attenuated and phase shifted signal is received via various
different paths by the receiver.

It regularly occurs for frequency selective channels that the shape of the Doppler PSD
deviates from that of the Jakes PSD for far field echoes. The reason for this is that, unlike the
original assumption that the angles of arrival at an omnidirectional receiver are uniformly
distributed throughoul, 27) radians, the far field echoes mostly dominate from a certain
direction. This causes the Doppler PSD to have an approximately Gaussian shape and is
generally shifted from the origin of the frequency plane. The complex components that add
up to give the Gaussian PSD are given by [105]

2 1 _ 2
St, (f) =Sz, (f) = %\/%Qexp [— In 2 <];‘_3£> ] (D.12)

with f_3,;5 the -3 dB cut-off frequency. The normalised Gaussian PSD is illustrated in
Fig. D.2.

A similar result to the one presentedSectionD.2.2 forEqg. (D.11) is obtained when the
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FIGURE D.2: The normalised Gaussian functions with = 1: a) the PSD for different
ratios of f_s,5 and f. and b) the ACF normalised tH 3,5 = 1

inverse Fourier transform of the Gaussian PSD is taken, resulting in the complex components
of the Gaussian ACF given by [105]

rr, (T) = T, (1) = O'g exp [—ﬂ'

J-sa 2} (D.13)

-
vIn2

The normalised Gaussian ACF is illustratedHg. D.2. Again we find that the inverse
Fourier transform of the Doppler PSD results in a spaced-time correlation function of the
original Doppler power spectrum.

However, a dual process to the relationship between the spaced-time correlation functions
of the Doppler power spectra exists. The Fourier transform of the multipath intensity profile
may be calculated as well, resulting in a spaced-frequency correlation function. This is a
useful parameter, as it indicates the frequency response of the channel, and is typically used
in conjunction with the calculated coherence bandwidtB@f(D.5).

D.3 STATISTICAL PROPERTIES OF THERAYLEIGH AND

RICIAN PROCESSES

Now that most of the useful elementary properties of the fading channels and their
corresponding effects on signals have been clarified, we may proceed to the statistical domain

where these channels can be characterised by various useful statistical means.
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D.3.1 PDF of the amplitude and phase

The received signal may consist of multiple reflective rays and a significant LOS component.
The significance of this component is measured with the Rician fagipthat describes the
ratio of the power of the LOS component|t) = pe?(>/»t+%) to the sum of the power of

all the scattered components and is given (in dB) by

2
p

wherep denotes the amplitude of the LOS component ahthe power of the scattered
components, which is equivalent to the power of the real valued Gaussian random process.
In general, the amplitude envelope of a Rician procegs, yields a PDFp,(z), given
by [43,105]

o= | b ()ew|[-5F]. 220
p£ ) = 0 0 0
0, <0

(D.15)

with I,(-) the 0™ order modified Bessel function of the first kind. It should be clear that
pe(z) depends op ando?, but is independent of the exact shape of the Doppler PSD.
In the event that the LOS component diminishes, orger 0 = cg — 0, the Rician

procesg (¢) reduces to a simpler Rayleigh process), with the PDF given by

xT JEQ
Zow|-5]. w20

0, z <0

pe (z) = (D.16)

The PDFs of¢(z) andp,(z) for various scenarios are illustratedrig. D.3.
It is also possible to derive the PDpy(0,t), of the phase)(t), as for the case of the
amplitude envelope of the received signal. It is given by the following relation [58]

0,t) = 7‘3@(_%) 1+ i\/fcos (0 —27f,t —0,)ex P2 cos” (027 f5t—0,)
Py (U, 1) = o ooV 2 P p) €XP 502 (D.17)

) |:1 + €Tf (pcos(«9227:;pt9p)):| ’ —mT <40 <
V 490

whereer f(-) denotes the error functiorf, the Doppler frequency of the LOS component
andd, a fixed phase reference of the LOS component. It is worthwhile to note that the time
dependence of (¢,¢) is due tof,. Therefore,py (6,t) only becomes truly strict-sense

stationary, i.epy (6), whenf, = 0, while p # 0.
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FIGURE D.3: The PDF of the respective envelopes of a) a Rayleigh process with vagious
levels and b) a Rician process with variguevels ¢2 = 1)

As p — 0, it follows thaté(t) — ¢(¢) and a uniform distribution is obtained, as given by

1
po(0) =5, —m<bO<m (D.18)

Finally, it should be noted that, as— oo, py (¢) — 6(60 — 27 f,t — 6,). The PDF of the
phasepy (0) is illustrated inFig. D.4 for various values of.

D.3.2 Level crossing rate and average duration of fades

Additional statistics of the Rician envelope that are of interest include the IGRRs),
and the ADFT;_(R,), as they are used to relate the time rate of change of the received
signal to the signal level and velocity of the mobile, which is useful when designing diversity
techniques. It is assumed that the two underlying Gaussian processes are independent and
uncorrelated (zero cross-correlation), and that their ACFs are identical.

TheLCR, defined as the expected rate at which the Rayleigh fading envelope, normalised
to the local rms signal level, crosses a specified leRglin a positive-going direction (with
unit crossings/s), is given by [58]
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FIGURE D.4: The PDF of the phage (¢) of Rayleigh and Rician processesg (= 1, f, = 0
andd, = 0)

/2

Ne (Ry) = 5528 o (=758 ) [ cosh (4 cose) (D.19)

{exp [~ (capsin0)%] + v/Tcapsin (0) - erf (capsind)} df, R >0

with ¢, = 27 f,/v28 and 3 = §; = B, = —i1.(0), z = i,q. It can be shown that for
the Jakes and Gaussian P$I;an be determined as [105]
2 maz00)> Jakes PSD
8=3 (mfamas0) e (D.20)
(7 f-3a500) /no. Gaussian PSD

As c, is a function of f,, the Doppler frequency of the LOS component influences
N¢(Rg). However, if f, = 0 = ¢, = 0, the LCR reduces to

Ne (Rs) =/ % pe(Rs), Ry>0 (D.21)
with p¢ (R;) the PDF of the amplitude envelope givertq. (D.15).

Finally, asp — 0, it follows that&(¢) — ((¢), resulting in the LCR of the Rayleigh

process described by
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/B

Ne(Ro) =1/ 5 pc(Rs), Ry 20 (D.22)
T

The influence of the parametefs,,,. andp on the LCR normalised witlfi; ,,,,, is shown
in Fig. D.5.

0.9 ‘ 1.4 ‘ ‘ : :
S T max = 91 HZ p =0 (Rayleigh
0.8} _ oy e = 141 HZ Lol - - - pil.414
f,  =241Hz p=2.822
d,max
0.7} N :
// A
§ooer \\ g
- .
3 ! \
i 051 /

d,max

N(R,

FIGURED.5: The effect on the LCR for a Rician process a;a).. is varied and normalised
With fymee = 241 HZ (f, = 0andd, = 0) and b)p is varied and normalised witfy ;.. = 91
Hz (fd,maa: = 91 Hz, fp =0 andﬁp = 0)

The ADF is defined as the average period of time for which the channel amplitude is

below a specified leveR,, and is expressed as

Te- (Ry) = —

R2
xPo2) M (D.23)
_zewlan) (_) (l)
S Vo RSI(J(}z%p) bfx P\ 720 lo P dr, R, 20
F—(RS) ﬁ od RE
T (B) =35y =V |20 (52) 7Y Be20 (0.24)

for the Rician and Rayleigh processes respectively, With R;) = P(£(t) < R,) and
F:_(Rs) = P(¢(t) < R;) the CDFs of the respective processes.
Finally, for low fading levels, i.e. fo?, < 1, a linear approximation for the ADF for

both processes can be given as [105]
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FIGURE D.6: The ADF of a Rician process for various valuespd(f, ... = 91 Hz and
2
o5 =1)

The ADF for a Rician process as givenku. (D.23) is illustrated irFig. D.6 for various
levels ofp. Notice that the normalised version (i.e. a version multiplied vith,.) of the
linear approximation oEq. (D.25) is also indicated; it is clear that the approximation holds

true as long as, is sufficiently small.

D.4 DETERMINISTICCHANNEL MODELLING

D.4.1 Generating a coloured Gaussian process

Two fundamental methods are regularly used for the modelling of a coloured Gaussian
random process: the filter method and the sum-of-sinusoids method. This study will focus
on the latter, and filter methods are briefly introduced for completeness. It should be noted
that hidden Markov models exist with good results [106], but that this type of model has not
been widely adopted.
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n,1

(:03(27rfn e en 1) 3

:l:‘z(t) cos(2nf t+0
WGN Generator = (2n n2 n<2) E—
v () ~N(0,1) > Hz —— > .
cos(2nf  t+0 )
a) b)

FIGURE D.7: Reference models for generating a deterministic coloured Gaussian process
using a) the filter method and b) the sum-of-sinusoids method

D.4.1.1 Filter methods

When using the filter method, it is frequently assumed that an ideal filter is used and that
the transfer functionH;(f) can be fitted to any given frequency response with arbitrary
precision. A zero mean AWGN input;(t) «~ N(0,1) will result in a zero mean output
where the absolute value matches the square of the absolute value of the transfer function,
resulting inS; (f) = |H; (f)|>. This is illustrated irFig. D.7.

In a simulation environment, the transfer functions for such filters are usually represented

in the z-domain as

Ni/2 . .
H (Z — pi7n6]§0i,n) (Z _ pi7n6]@i,n)
H;(2) = Aig; /”;1 (D.26)
IT (2 — pOO,nej%o’"> (2 — pOO,nej%O’n)
n=1

with NV, the filter order and4, a scaling constant to ensure that the mean output power
of the filter is equal ta3.

It should, however, be immediately clear that the assumption of an ideal filter is
unpractical, as it would requir®, — oo. This problem may be overcome by reducing the
complexity of the implemented FIR/IIR filter and matching the magnitude function of the
filter as closely as possible to the square root of the required Doppler PSD. This, however,
yields a new problem of optimising the filter coefficients. This challenge has been addressed
by various authors [56, 85, 107].

It is worth noting that a decrease iy, leads to a lower filter quality facto€), resulting
in less attenuation in the frequency ranfe... < f < oo. However, as the magnitude of

the theoretical model in this frequency range is 0 dB, we can safely assume that a decrease in
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Np would result in additional frequency spreading that yields results more pessimistic than
the theoretical models [85]. These pessimistic results, however, do not have to be interpreted
as unrealistic, as they correspond more closely to a worst case scenario that is regularly

encountered when determining a signal power budget.

D.4.1.2 Sume-of-sinusoids methods

The sum-of-sinusoids or Rician method [41, 105] is based on the principle of the
superposition of an infinite number of weighted sinusoids with frequencies spaced at equal
distances and random phases. A stochastic Gaussian pflo¢8ssan then be generated as

illustrated inFig. D.7 and described mathematically as

N

T.(t) = lim Z Com oS (2T font +0..0) (D.27)

N,—o0
B n=1

with
e = 2/BF57 (o) ©.28)
fon=n-Af,

where the phases ,, are random variables uniformly distributed oy@r27) andA f; is
chosen in such a way thét ,, covers the entire frequency range up19,...

It is not possible to generate the ideal stochastic process on a computer platform. It is,
however, plausible to reduce the number of harmonics to a finite value, resulting in a new
stochastic process. However, as the random phases of this stochastic process are generated
with a PRNG taken as the realisation (i.e. the outcomes) of this process, it becomes obvious
that the now limited stochastic processEaf. (D.27) becomes a deterministic procésst)

described by

N

T.(t) = Z Com€OS (2mfynt +0,,) (D.29)

n=1

Note that an appropriate choice of the (Doppler) parametes f., and d,, as
discussed irBectionD.4.5, will approximate the statistical propertiesioft¢) very closely
for T, (t), even for a discrete-time simulation model wheris replaced witht = kT,
wherek; represents an integer valued time index didhe sampling interval. In order to
achieve this approximation, a trade off is made between the realisation complexity (in this
case the choice aV.), which should be kept as low as possible, while achieving the correct

statistical properties that is achieved by keepivgsufficiently large. A good choice in
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general iV, > 7 [105], however this is still dependent on the choice of the implementation
method.

D.4.2 Generating a Rayleigh/Rician process for frequency

non-selective channels

Two independent coloured Gaussian processes form the fundamental building blocks
required in order to create either a Rayleigh or Rician process. As the Rayleigh process
is a special casep(= 0) of the Rician process, both processes will be referred to as
Rician, unless specifically stated otherwise. In order to ensure that the required statistical
properties of the Rician process are achieved, it is necessary to ensure that the coloured
Gaussian processes have identical ACFs, (1) = r7,(7), and zero cross-correlation,
rriq(T) = 0. UsingEq. (D.29), a complex deterministic Rician process can be created by
summing two independent coloured Gaussian processes as

T(t) =T () + 5T, (1 (D.30)

The absolute value d&q. (D.30), given by

¢(t)
£ (t)

T(t)‘:
Tp(t)’:

T (6) + 5T, (1)

N 5 (D.31)
Ti (1) + T, (1) + m(1)|

results in either a Rayleigh or Rician process respectively, with) = m,(t) + jma(t)
the LOS component. A deterministic simulation model for a Rician process is illustrated in
Fig. D.8.

D.4.3 Generating a Wideband Rayleigh/Rician process for frequency

selective channels

The complex Rician process 6fg. D.8 may be used as a building block for a wideband
Rician fading process. Such a process is used to simulate multipath fading wireless channels,
which are typically characterised by a power delay profile describing the relative power level
and delay between thiedifferent paths by which the transmitted sigrtalz) (of thek" user)

has been received. Each of theeomplex Rician processe§' (2 F;)) can be characterised by

a unique Doppler frequency and LOS component. Every branch is scaled with the average
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e,

cos(2nf t+0, ) ——— m,(t) = p cos(2nft +6 )

| 2 |

cos(2nf, t+6,) T() - # c®=TO+m(®

| . . > 3 >

cos(2nf t+0 )

> - § &
C Lol I
: a! —
cos(2nfq’]t + eq‘l) 5
cos(2nf t+0 X T
cos@mf t+0,,) TO T cO=TO+m©

cos(21tfqu£t + GqM)

FIGURE D.8: Simulation model for a deterministic Rician process

amplitude and delayed with the time constant associated with that branch as characterised in

the power delay profile. All the branches are then linearly combined to form the final output.

s (t)

t
SCRP | s > D) Pursal)
» CRP, w_. D(x,)
. P .

\—> CRP | >0 »D(1)

P

L

—_

FIGURE D.9: Block diagram of a deterministic wideband Rician process

It should be noted that the linear combination/ofersions of the input may increase

DEPARTMENT OFELECTRICAL, ELECTRONIC & COMPUTER ENGINEERING 165
UNIVERSITY OF PRETORIA




o

gﬁ UNIVERSITEIT VAN PRETORIA
’ UNIVERSITY OF PRETORIA
Qe VYUNIBESITHI YA PRETORIA

APPENDIX D THEORETICAL JUSTIFICATION OF THE CHANNEL MODELS

the power of the output relative to the power of the input, Wh&cnot feasible for practical

channels. Itis, therefore, necessary to scale the power provided by the process such that

Y p=1 (D.32)

D.4.4 Statistical properties of the deterministic Rician process based on

the sum-of-sinusoids method

Many of the elementary and statistical properties described earlier can be related to the
Doppler coefficients directly [105]. In the following definitions, it is always assumed that
fon #0forn=1,2,..., N;andz =i, q.

e Themean valueof a deterministic Rician process is given by

mr, =0 (D.33)

e Themean powerof a deterministic Rician process is given by

N,
2§ G D.34
=) (D-34)
n=1

e The ACF of a deterministic Rician process is given by

2

~ Nz Czn

T (T) = ; 7 cos (27 f, 7) (D.35)
It is instructive to note that the ACF at= 0 is equivalent to the mean power of the
process, i.ery, 7, (0) = 7. .

e TheCross-Correlation FunctiofflCCF) of two deterministic processes is given by

N
T, (T) = Z % cos (27 fi T — 0i £ 6,0m) (D.36)

n=1
fi,n:iqu,’m

with N the largest value aV; and N,. If the two functions are uncorrelated, it follows
that7p,, (1) = 0if fi, # £f,m holds foralln = 1,2,..., N; andm = 1,2, ..., N,
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a result that implies that the absolute values of the dis@efgpler frequencies are

different from each other.

e ThePSDof a deterministic Rician process is a symmetrical line spectrum given by

N 2

St ()= D ZEF(F = fon) +6(F + fo)] (037)

n=1

e Thecross-PSDof two deterministic processes is given by

. N . »
S, (f)= Y Gmlam(s(f— f) - eI OinFlam)
i Eham (D.38)

FO(f + fin) -7 OunT00m)]

with N the largest value ofV; and Ny, n = 1,2,....N; andm = 1,2,...N,.
Stir, (f) = Oif fin # £fqm.

e Theperiodicity of a deterministic process can be determined if the greatest common
divisor, given by

Fz :ng{fz,lafz,Qa---fz,Nz} 7& 0 (D39)

exists. The process is then periodic with period= 1/F;, implying thatT. (¢t + T}) =

Tz(t) andfTZ(T + Crz) = fTZ(T).

D.4.5 Methods to determine the Doppler parameters

A number of different approaches exist to determine the approximate Doppler parameters
(the Doppler coefficients, ,,, the discrete Doppler frequencig¢s,, and the Doppler phases

6.,) used in the simulation models. This section serves to aid with the design of such
simulation models. Each subsection will provide references to additional reading on the
derivation of these parameters to the interested reader. The following subsections will
mainly focus on the optimal design of the Doppler coefficientsand the discrete Doppler
frequenciesf, ,,, as these methods are independent of Doppler pltasesA number of

different approaches have been adopted to initialise the phase condition. These phases can be

settod,, =0o0r6,, =2mn/N, with (n =1,2,..., N,), but both cases result in undesirable
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initial transient behavior for the Rician process. An al&give approach is to sét ,, equal
to the outcome of a random uniformly distributed process pvet ) as in [47,108]. This

method has been adopted for the remainder of this study.

D.4.5.1 Method of equal distances

The Method of Equal Distance@ED) is similar to that originally proposed by Rice as
the Doppler frequencieg, ,, are spaced with equal distances between each neighbouring
harmonic. The main difference is in the way that the Doppler coefficientsre matched

to the desired Jakes PSD. The desired Doppler parameters may be determined as [59, 60]

fz,n = f(;]'r\r;:z (QTL - 1)

(D.40)
Com = 2% . \/arcsin (Ni> — arcsin ("]\71>

withn =1,2,..., N, andz = i, q.

The main disadvantage of this method is the relatively short period of the underlying
deterministic proces?i”z(t). This is due to the fact that the Doppler frequencfes are
spaced at equal distances from their neighbours, resulting in a small periodicity given by
F, = gcd{fm}nN;1 = famaz/(2N;). This unwanted behaviour is easily observed in the
periodical behaviour of the ACF.

A complex deterministic process may be generate@(@s = 7;(t) + j7,(t). In order
to ensure thaf;(t) andT,(t) are uncorrelated, it is necessary to chogse # f,.. with
n=12,..,Nandm =1,2,...,N,. This is easily achieved by choosing = N; + 1.

D.4.5.2 Mean square error method

Similar to the MED, theMean Square Error Metho@MSEM) only differs from the Rice
method in the way that the Doppler coefficients, are matched to the desired Jakes PSD,

as it, too, is based on the summation of equidistance harmonics. In this casg, ttadues

are derived from the mean squared error between the theoretical and model parameter ACFs.

The desired Doppler parameters may be determined as [59]

fz,n - féjr\r/fzz (QTL - 1)
Com = 200 - \/ﬁ fOTm‘”” Jo (27 famaxT) cOs (27 f, ,7) dT
With 7,0 = N./(2f4maes) @N appropriate time interval over which the approximation of

the ACF is of interest.
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As with the MED, the MSEM also suffers from periodical beharim the ACF. This is
due to the fact that the Doppler frequencies are determined in the same way for both methods.

The MSEM, however, does yield a lower relative model error.

D.4.5.3 Method of exact Doppler spread

The Method of Exact Doppler Sprea(MEDS) is a quasi-optimal procedure designed
specifically to obtain a Jakes shaped PSD. The desired Doppler parameters may be

determined as [50]

fz,n = fd,max sin [ﬁ (’I’L - %):|

_ /2
Czn = 00 N,

foralln=1,2,..., N, andz =i, q.

(D.42)

The MEDS has the advantage tifat= ged{ ., }"=, ~ 0, resulting in an almost infinite
period (recall that’, = 1/F)).

D.4.5.4 Jakes method

TheJakes Metho@M) was specifically designed to obtain a Jakes shaped PSD and is a very
popular method. The desired Doppler parameters may be derived from the original design

equations and are given as [49]

n - .
fd.maz COS (21\/;—1)7 n=12,....,N,—1, z=1,q
n

fz,n - .
fd,mmm :Nza 2=1q
200 : nw _ _ _
N sin (Nfl), n=12,...,N,—1, z=i (D.43)
200 nmw _ _
Com = N,ACOS<Nz—1>’ n=12...,N,—1, z=q
z22
a0 S 3
=, n=N,, z=1,q
N.-1

with the Doppler phase,.,, = 0. In order to maintain the notation as used thus far, it
should be ensured that, for the JM;, = N,,.

The main disadvantage of the JM is the existence of a large correlation between the real
and imaginary parts of the complex Gaussian process due to the high correlation between
the sin(-) andcos(-) functions. This also results in a non-zero cross-correlation between

Ti(t) anqu(t), indicating that the condition of independent real and imaginary parts are not
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met. This has resulted in a vigorous investigation by varmuthors to either motivate or
discredit the method [47,49,51,52,109]. However, this model still remains very popular and
the error introduced can be mostly overcome by i) initialising the simulationéyitrequal

to the outcome of a random uniformly distributed process pvet =) and ii) increasing the

number of harmonics to more than eight [105].

D.5 PrACTICAL CONSIDERATIONS FOR AWGN CHAN-

NELS

A common benchmark for assessing the performance of digital communication systems is
the addition of Gaussian noise to the signal prior to the receiver filter and detection. This
may sound like a trivial exercise, but there are a number of important considerations to take
into account to ensure that accurate observations can be made.
Shanmugan describes in [110] that a resistor will generate a voltagethich has a
Gaussian distribution with zero mean and variance given by
2 (7r/€T)2

B[] ==k V (D.44)

with k& the Boltzman constant arid the temperature in Kelvin. The PSD has also been
shown to be equivalent to
2Rh|f]

This function is essentially flat at room temperature for frequencies varying from DC to

G,(f) = V2 /Hz (D.45)

| f |< 1012 Hz. This noise may therefore be modelled as having a constant PSD over all the
frequencies of interest for practical communication systems. The available power spectral
density at an optimally matched (i.e. maximum power transfer) load is given by

G, (f) = %T W /Hz (D.46)

which is constant for all frequencies at a specific temperature. The implication of this
is that zero mean stationary white Gaussian noise can be used as a model for the noise that
corrupts the signal at the receiver input. The ACF of a zero mean Gaussian white noise

process}/ (t), with varianceo? is given by

Ry, (1) = 020 (1) (D.47)
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The PSD can by obtained by applying the Wiener-Khintchinertim. This yields
G,(f) =S{R., (1)} = 03 W/Hz (D.48)

Computer based simulation models of real systems are done in the discrete time domain,
hence a certain sampling frequency is associated with the system. This results in a sequence
of random numbers with a Gaussian amplitude distribution, zero mean and variance given
by o2 = Nj to represent the AWGN. This sequence is easily generated by implementing a
pseudorandom algorithm like the Wichmann-Hill algorithm [16] for generating uniform data,
which can be mapped to a normal distribution with the Marsaglia-Bray mapping algorithm
[111]. A scaling factor of 2 is usually used to take the complex baseband notation into
account. This leads to complex AWGN with independent real and imaginary parts, both
with variance given by? = %

Since the entire simulated system is bandlimited to the sampling frequéncy, is
necessary to take this limitation into account for the sampled noise. The original wideband
noise now becomes bandlimited%d;ﬁ < fs < f; with spectral density given b%@ W/Hz.

The power of the noiseY (t), or equivalently the variance, is given by = NyB W, with
B the noise equivalent bandwidth in Hz. Therefore, if the sampling frequency of the system
is fs and the baud rate is 1, i.e. the system is oversampled or interpolated at a factor equal to

fs, the variance of the real and imaginary components of the Gaussian random noise source

N()fs

2 __
becomesr; = ~%=.

Assuming a signal power or the energy per symbd ahe SNR then becomes

E; S
— =7, =101 — B D.4
Ny s 0logio (NO) d (D-49)

The SNR is an important parameter when communication systems are concerned.
However, it is a relatively poor parameter for comparing various systems with different
coding and modulation techniques due to certain restrictions of this parameter. This led
to the introduction of the bit energy to noise ratio, /5 Ny = 7, Since it takes into account
the bandwidth at which the system is operating, but more importantly the coderate.

It should be clear by now that, for a simulated system, each noise sample should be scaled
properly with respect to the in-band noise power to produce the cafigct,. The SNR

can be rewritten as

2
o Eb : Rb
o, NO - B
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with E, the average energy per bit afy the rate at which bits are transferred. It should
be clear that, is bandwidth dependent. Thus, for ahy/ N, of rate R, sampled at frequency

fs, the channel noise power can be bandlimited by scaling it appropriately as [112]

2,
oy = Uif,gb (D.51)
2R, - 10™%

D.6 PRrRACTICAL SIMULATION MODELS FOR COMPLEX

FADING CHANNELS

Practical computer simulations are often done with a complex baseband system
representative model to remove the need for excessively high sample rates required
to digitally represent carrier frequencies that typically exceed the data bandwidth by
approximately two to three orders (and sometimes more). The transmitted signal will
experience multiplicative fading and AWGN, yielding a received signal expressed in a

complex notation as

60— > r (0
0 (0
—) % | ——— |
) 4 3
Sl 1, ()
A |
L/ > nq(t)
(xR’q(t)
tk-q(t) >®

Complex Rician Fading Channel (CRFC)

FIGURE D.10: Simulation model for complex Rician fading channel (frequency
non-selective channel)
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Tk(t) = tk(t)OéR(t) + nk(t)
[tri(t) + Jteq(O)][ari(t) + jare(t)] + [ni(t) + jng(t)] (D.52)
= [thiqri — thoQrg + 1i()] + Jltkir g + thgri + ng(t)]

with ag,;(t) andag ,(t) the output coefficients generated by the complex Rician process
as shown inFig. D.8. The output of the Rician process is a function of time and may,
therefore, be considered in different ways. It is often necessary to express the instantaneous

output of the complex Rician process, which may be done as

agr(t) =ap;+ jar,
= u(t)cos(delt)) + ault)sin(gelt)

with a.(t) the instantaneous fading amplitude afd) the instantaneous fading phase

(D.53)

of the Rician process. These instantaneous values are often of importance during receiver
design and operation, as will become apparent throughout this thesis.

Careful inspection oEqg. (D.52) shows that the channel components may be divided
into the respective complex and real parts, corresponding to the in-phase and quadrature
components. A complex Rician channel model is illustrateign D.10 and was developed
directly fromEq. (D.52).

It is of importance to note that without proper scaling of the power levels, the output

power of this simulator would be equal to+ p?) P2, + P2,,.- Therefore, to ensure unity
1

Vo

Perfect or near perfect channel state information is of importance during coherent

power, both at the input and the output, it is necessary t®sgt =

demodulation and the various levels of synchronisation. It is also often used during FEC
techniques (especially in serial, parallel and hybrid concatenation schemes) employing
decoder metric calculations. The instantaneous fading amplitude may be determined from

the complex Rician channel simulator as

. 2 t 2
aut) = ¢/ L0mi+ )+ arg(t) (D.54)
2+ p?
while the instantaneous fading phase is determined as
_ apR
ct = —tan L (et iCl D.55
6ult) () (©55)
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This model may be further expanded to simulate multiple fadihannel paths at the
receiver, yielding a complex baseband frequency selective fading channel setup. A model

performing the functions illustrated Fig. D.9 is given inFig. D.11 and was implemented.

40 > CRFC, e )

v
tk’q(t) e

> CcrrC, 00> D) oy

CRFC o> D — »{E—» 1.
L G‘ ? ? ) ( TL) rk’q (t)
P

FIGURE D.11: Simulation model for complex wideband Rician fading channel (frequency
selective channel)

) 4

Yy

It should again be noted that the same restrictions apply to power scaling to ensure that
the complex baseband multi-path fading channel simulator does not add additional power to
the system.

The simulator design was approached in a generic way, and any power and delay profile
may be chosen by the user of the software, with the only requirement being that a power
vector (P, P, ..., P;) and a delay vectorr(, 7, ..., 71.), both of lengthL, are available at

initialisation. This generic approach makes the simulation of any COST model possible.
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APPENDIXE

BER PERFORMANCE OVERFREQUENCY
NON-SELECTIVE CHANNELS

This section continues the discussion commenceddation 3.1.2.2 regarding the
derivation of the BER performance of a BPSK-based communication system over a
frequency non-selective channel. It is assumed that the phase shift caused by the channel
can be estimated accurately, allowing for coherent detection, but it requires that the
channel fading level should be constant over one chip period in the case of a WCDMA
implementation. IrSection3.1.2.1 a channel with a constant SNR was considered, but this
may be generalised to a case where the presented result is a conditional error probability of

a random process with a random fading level attenuation, denotegd,assulting in

Oé?cIQEb

Py(elm) = Q N,

(E.1)

with ZafclEb/No the systems SNR per bit;, taking the random attenuation factor into
account as well. This result should be averaged over the PBE given agp(y;,) whenay,
is random with a specific probability distribution (see for example Proakis [44] or Rappaport
[43]).

In the case where; has a Rayleigh distributiora);ffl exhibits a chi-square probability
distribution with two degrees of freedom. Thereforgwill also be chi-square-distributed

with a PDF given by

1 _
() = 7—67%/7”7 Y5 >0 (E.2)
b
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with 7, the average SNR given by

_ B,
T =E [afq]ﬁo (E.3)

andE[a7] is the average value or expectationmgf.
The averaging process mentioned earlier may be done as

P. = [ Py(elw)p (v)dv
0

o —
= [Q(vV2m) Eb}Noe b/(Eb/No)d’Yb
0

The resulting integral may be solved by means of an integration by parts process, where

(E.4)

it is required to solve

b

b
/f(%)g' () dys = [f (%)g(%)]z—/f' ()9 (75) dve (E.5)

a

with the necessary functions defined as

fw) =Q[v2m)]
g (%) = ()

and their corresponding derivatives given by

(E.6)

NEN
o

f/ (V)

1

O

— N/~
—_
|

I
U
)
|&‘ N[

IS
=2
<

dLvlb (V) - (chain rule)

N~ N~ N

|

I
-
|

2

o

s s

N

3
]
o

and

g () =-e ("Ey/,)

- [ (]

Yo

(E.8)
— —¢ <7b/Eb/No) di [_’Vb/Eb/NO] , (chain rule)

Vb
_(7b
;6 < /Eb/No)
E,/N,
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Now, by inspection oEq. (E.4) throughEg. (E.8), we may conclude that

b
Po = [f(w)g (%) dy
3 (E.9)
= [Q(V2W) mixe (Eb/N)d%
0
which is equivalent to
booo
Po =[f(w)a(wla— S (w)gw)dn
——q(vmm)e EN) T BN,
{ 0 } (E.10)
T e 1+E N,
=0—(—3) - bff_be” b/No  dry,
=3 ﬁ‘of 7w

The solution to this definite integral may be found from published tables, and is given by

_ 1 [ 1 r(-3+1) 1y _
P, s l_ﬁ{(Kc)ﬁ} ) F(g)—ﬁ
_ 1|11 VT (E.11)
— 1 .
2
L v 1+Eb}NO
_ 1]y [ BN, ]
2 1+Eb/No
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