
Parametric Resonance in the Rayleigh–Duffing

Oscillator with Time-Delayed Feedback

M. Siewe Siewe1,2, C. Tchawoua1, S. Rajasekar 3
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Abstract

We investigate the principal parametric resonance of a Rayleigh–Duffing oscillator with time-delayed

feedback position and linear velocity terms. Using the asymptotic perturbation method, we obtain two

slow flow equations on the amplitude and phase of the oscillator. We study the effects of the frequency

detuning, the deterministic amplitude, and the time-delay on the dynamical behaviors, such as stability

and bifurcation associated with the principal parametric resonance. Moreover, the appropriate choice of

the feedback gain and the time-delay is discussed from the viewpoint of vibration control. It is found

that the appropriate choice of the time-delay can broaden the stable region of the non-trivial steady-state

solutions and enhance the control performance.

1 Introduction

Since the work of Verhulst (1804-1849) in population dynamics, delay differential equa-

tions (DDEs), are used to model dynamical systems in many scientific and engineering

domains, e.g., population dynamics, neural networks, chemistry, climatology, economy, and

so on [1]. In particular, many biological systems and controlled mechanic systems call for

a description by means of DDEs. In practice, unavoidable time-delays frequently appear in

the controlled mechanical or structural systems, especially in hydraulic actuators used in

active suspensions of ground vehicles and active tendons of tall buildings.

Great attention has been paid to the dynamics of DDEs. It has been found that the

time-delays not only make the systems retarded, but also are often sources of birth of limit

cycle, lose of stability, bifurcations and chaos [2]. So there is a growing need to deepen

our understanding on their complexity induced, particularly when multiple time-delays are

present. As the simplest case, the systems with single time-delay have been intensively

studied. Shayer and Campbell [3] and Liao and Chen [4] studied the Hopf bifurcation and

double-Hopf bifurcation in DDEs. Xu and Yu [5] investigated the delay-induced bifurcation

in a non-autonomous system with time-delayed velocity feedback. In Ref. [6], the authors
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studied the effect of time-delay on the collective dynamics of coupled limit cycle oscillators

at Hopf bifurcation. Since Mackay and Glass [7] firstly found chaos in time-delayed systems,

there has been increasing interest in studying the chaotic behaviour of DDEs.

Parametric excitation occurs in a wide variety of engineering applications. Here are a

few recent applications: Aubin et al [8] and Zalalutdinov et al [9] found that MEMS/NEMS

devices are parametrically excited when illuminated within an interference field of a contin-

uous wave laser; Stepan et al [10] and Kalmar-Nagy [11] investigated parametric excitation

in high-speed milling applications; Ramani et al [12] utilized parametric excitation to model

a towed mass underwater for application to submarine dynamics; Wirkus et al [13] observed

parametric excitation in the pumping of a swing; Yu [22] realized parametric excitation in

a nanowire system using an oscillating electric field; Zhang et al [15] noticed parametric

excitation in mass-loaded string systems such as elevators, cranes and cable-stayed bridges.

Over the last years considerable interest has been paid to the study of combined effect

of parametric excitation and time-delayed control on dynamical systems. Xin-Ye et al [16]

demonstrated that in the dynamical behaviour of a parametrically excited Duffing–van der

Pol oscillator under linear-plus-nonlinear state feedback control with a time-delay, nontriv-

ial steady state responses may lose their stability by a saddle-node or Hopf bifurcation as

parameters vary. Attilio [17] analyzed the effect of time-delay and feedback gain from the

viewpoint of vibration control and used energy considerations to study the existence and

characteristics of limit cycles of the slow-flow equations of a parametrically excited van der

Pol oscillator. Simohamed and Mohamed [18] investigated the interaction effect of fast ver-

tical parametric excitation and time-delay on self-oscillation in the van der Pol oscillator. It

was shown that vertical parametric excitation, in the presence of time-delay, can suppress

self-excited vibrations.

The main objective of this paper is to study the dynamics of a parametrically excited

Rayleigh–Duffing oscillator with time-delayed feedback position and linear velocity terms.

This system is well known for its relevance to many applications, for example, vehicle dy-

namics, flutter of plates and shells, oil-film journal bearings, and so on. A lowest-order

approximate solution of the model oscillator is constructed using the asymptotic perturba-

tion (AP) [19]. The AP method is based on the method of averaging. The amplitude peak of

the parametric resonance can be reduced by means of a correct choice of the time-delay and

the feedback gain. We discuss how the existence region of steady-state solutions is modified

by the feedback control and show the existence regions of the nontrivial solution in the plane

of the parametric excitation amplitude and the detuning parameter for an uncontrolled sys-

tem, a controlled system without time-delay, and those with time-delays corresponding to the

minimum and maximum values of an appropriate equivalent damping. A bifurcation analysis

and parametric excitation-response and frequency-response curves are presented. Then we

perform a stability analysis of the bifurcation of the model and derive sufficient conditions

for stable nontrivial solutions in order to exclude the presence of modulated motion.
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2 Controlling parametric resonance in a system with position and

velocity time-delay

The mathematical model of the dissipative parametric Rayleigh–Duffing oscillator with two

kinds of time-delayed coupling considered in this paper is as follows:

ẍ− εµ
(

1− ẋ2
)

ẋ+ (δ + εα cos t)x+ ελx3 − εβx(t− τ)− εγẋ(t− τ) = 0 , (1)

where ε is a positive parameter, µ, δ, α, λ, β, and γ are constants and τ is the time-delay

parameter. It has been shown that [20, 21] (and references therein) in the absence of time-

delay and parametric force, Eq. (1) can approximate the dynamics of the real quarter-car

vehicle. Parametric excitation appears by periodic variations of one or more parameters in

the vibration system, such as the stiffness or the damping. Among these parameters, the

stiffness of the system is closely related to the natural frequency of the system and therefore

has a great effect on the self-excited vibration [22]. When concerned with the reduction

of amplitude vibration in mechanical systems, it is well known that all controllers exhibit

a certain time-delay during operation. Most controlled mechanical systems are found to

exhibit time-delay [23]. In the system (1) we consider time-delay in both linear position and

velocity terms. We detune-off of 2 : 1 resonance by setting δ = 1/4 + εδ1. According to the

method of averaging [19], in the absence of the parameter ε, Eq. (1) reduces to ẍ+ x/4 = 0,

with the solution:

x = ρ cos

(

1

2
t + ϕ

)

, ẋ = −
ρ

2
sin

(

1

2
t + ϕ

)

. (2)

For ε 6= 0 (small enough) let ρ and ϕ be unknown functions of time t in (1). Differentiating

Eqs. (2) with respect to time and substituting them in (1) we get a system of equations which

we solve for ρ̇(t) and ρϕ̇(t) to obtain

ρ̇ = −ε sin

(

1

2
t + ϕ

)

G , (3a)

ρϕ̇ = −ε cos

(

1

2
t+ ϕ

)

G, , (3b)

where

G = µ
(

1− ẋ2
)

ẋ− (δ1 + α cos t)x− λx3 + βx(t− τ) + γẋ(t− τ) . (4)

For small ε, ρ̇ and ϕ̇ are small. Using the method of averaging, replacing the right-hand

sides of Eqs. (3) by their averages over one period of the system with ε = 0 we obtain

ρ̇ = −
ε

2π

∫

2π

0

sin

(

1

2
t+ ϕ

)

Gdt , (5a)

ρϕ̇ = −
ε

2π

∫

2π

0

cos

(

1

2
t + ϕ

)

Gdt (5b)
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in which

G = −
1

2
µρ

[

1−
ρ2

4
sin2

(

1

2
t+ ϕ

)]

sin

(

1

2
t+ ϕ

)

− (δ1 + α cos t) ρ cos

(

1

2
t+ ϕ

)

−λρ3 cos3
(

1

2
t+ ϕ

)

+ βρ̃ cos

(

1

2
(t− τ) + ϕ̃

)

−
1

2
γρ̃ sin

(

1

2
(t− τ) + ϕ̃

)

, (6)

where ρ̃ = ρ(t − τ) and ϕ̃ = ϕ(t − τ). Evaluating the integrals

∫

2π

0

sin

(

1

2
t + ϕ

)

Gdt and
∫

2π

0

cos

(

1

2
t+ ϕ

)

Gdt, the corresponding equations are in the following form:

ρ̇ =
ε

4

[

µρ

(

1−
3ρ2

16

)

+ αρ sin 2ϕ− 2βρ̃ sin(ϕ− ϕ̃+ τ/2)

+γρ̃ cos(ϕ− ϕ̃+ τ/2)

]

, (7a)

ρϕ̇ =
ε

4

[

2δ1ρ+
3λρ3

2
+ αρ cos 2ϕ− 2βρ̃ cos(ϕ− ϕ̃+ τ/2)

+γρ̃ sin(ϕ− ϕ̃+ τ/2)

]

. (7b)

Equations (7) show that ρ̇ and ϕ̇ are O(ε). We now Taylor expand ρ̃ and ϕ̃:

ρ̃ = ρ(t− τ) = ρ(t)− τ ρ̇(t) + τ 2ρ̈(t) + ... , (8a)

ϕ̃ = ϕ(t− τ) = ϕ(t)− τϕ̇(t) + τ 2ϕ̈(t) + ... . (8b)

Equations (8) indicate that we can replace ρ̃ and ϕ̃ by ρ and ϕ in Eq. (7) since ρ̇, ϕ̇ and ρ̈, ϕ̈

are O(ε) and O(ε2) respectively. This reduces an infinite-dimensional problem in functional

analysis to a finite-dimensional problem by assuming the product ετ is small. If we let

t = t̃/ε be the new time scale, we have the following averaged equations:

ρ̇ =
ρ

4

[

µ

(

1−
3ρ2

16

)

+ α sin 2ϕ− 2β sin(τ/2) + γ cos(τ/2)

]

, (9a)

ρϕ̇ =
ρ

4

[

2δ1 +
3λρ2

2
+ α cos 2ϕ− 2β cos(τ/2) + γ sin(τ/2)

]

. (9b)

The equilibrium points of system Eq. (9), obtained from a set of nonlinear algebraic equations

by letting the right-hand sides of Eq. (9) be zero, corresponding to the steady state responses

of the system Eq. (1). A trivial solution is ρ = 0. When ρ 6= 0, we obtain

ρ4
0
− 2Pρ2

0
+Q = 0 (10)
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and

ρ0 =

√

P ±
√

P 2 −Q , (11)

where

P =
2

3

(

λ2 +
µ2

64

)

[(

2βλ+
µγ

8

)

cos(τ/2)

−

(

γλ+
βµ

4

)

sin(τ/2) +
µ2

8
− 2λδ1

]

, (12a)

Q =
4

9

(

λ2 +
µ2

64

)

[

K − 4βγ sin τ + 4(γδ1 − βµ) sin(τ/2)

+2(γµ− 4βδ1) cos(τ/2)
]

, (12b)

K = µ2 + 4δ2
1
+ 4β2 + γ2 − α2. (12c)

Equation (11) requires Q > 0, P > 0, P 2 > Q or Q < 0. In the boundary of parameter

space where the control of the amplitude is efficient, the amplitude of the controlled system

ρ0c (i.e. when β 6= 0 and γ 6= 0 ) is equal to that of the uncontrolled system ρ0u (i.e.

when β = 0 and γ = 0 ). Using these conditions, from Eq. (11), the boundary separating

the domain where the control is efficient (reduction in the amplitude of oscillation) to the

domain where it is inefficient is given by

α2

c
=

1

(Pc + Pu)
2









(

µ2 + 4δ2
1

)

(Pc + Pu)
2 +Q1

(

P 2

4
+ PuPc

)

+
Q2

1

9

(

λ2 +
µ2

64

)









, (13)

where Pu and Pc are respectively the function corresponding the uncontrolled and controlled

system. Q1 is given by

Q1 =
4

9

(

λ2 +
µ2

64

)

[

4β2 + γ2 − 4βγ sin τ

+4(γδ1 − βµ) sin(τ/2) + 2(γµ− 4βδ1) cos(τ/2)
]

. (14)

From Fig. 1 it is clear that the critical value of the parametric amplitude excitation α is

lower in the case where the control gain parameters verify the following inequality γ > β. The

domain located below the curve is where the control is efficient in reducing the amplitude of

the oscillations. This consideration could be applied to reduce the amplitude vibration in the

quater-car model. We have plotted in Fig. 2 the frequency- and force-response curves and the

results obtained in Fig. 1 are clearly verified. In fact, when the amplitude of the parametric

excitation α is below the boundary domain obtained in Fig. 1, we see that the steady-state

response of the system is lower. Also, the surface amplitude is plotted in Fig. 3 for two
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different values of control gain parameter β. Fig. 3(a) corresponds to β = 0.1 and γ = 0.25

while Fig. 3(b) is for β = 0.3 and γ = 0.25. From Fig. 3(a), it is seen that the maximum

peak amplitude of the steady–state solutions are lower compared to the one in Fig. 3(b).

This Figure also confirms our technical control in reducing the amplitude vibration. From

the map given by Fig. 3, one can see that there are a range of time delay τ and detuning

parameters δ1 where the steady-state solution is zero. This can be the consequence of noise

effect.

In the next section, we study separately the effects of gain parameters, parametric excita-

tion, and combined gain parameters and parametric excitation in the response of our model

amplitude.

3 Effects of gain parameters and parametric excitation in nonlin-

ear resonance

3.1 Effects of parametric excitation alone

We have plotted in Fig. 4, the frequency- and force-responses of the nontrivial solution when

the time-delay τ is set equal to zero but the control gain parameters β and γ are different from

zero. In Fig. 4(a), the effect of variation of amplitude of the parametric excitation is assessed.

Blue color curve (lower curve) corresponds to nontrivial stable solution while the red color

curve (upper curve) is the nontrivial unstable steady-state solution. For fixed parametric

amplitude, two symmetric branches appear around the origin. The reduction effect due to

parametric amplitude is quite important and is found to be visible only in a small region of

the detuning parameter surrounding the origin. The effect of increasing of the parametric

amplitude also changes and increases the instability region. The result of force-response

is given in Fig. 4(b) for two values of the detuning parameters. Hopf bifurcation with

multi-solution occurs as the detuning parameter δ1 increases. The saddle-node bifurcation

disappears for the lower values of the detuning parameter.

3.2 Effects of control gain parameters in the absence of parametric excitation

Figures 5 represent the frequency-response curves of the system for three different situations

for fixed parameters. Figure 5(a) is the frequency-response of the system when α = 0 and

γ = 0. Figure 5(b) is the frequency-responses for β = 0 and α = 0. In Figs. 5(a) and (b),

we find that the two control gain parameters increases the region of the detuning parameter

surrounding the origin which is more visible when the time-delayed position is considered

alone than the case where the time-delayed velocity is considered alone. As the detuning

parameter increases to a large value, the peak of amplitude is greater in the case of time-

delayed position and the domain of instability in red color also increase.
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3.3 Effects of combined control gain parameters and parametric excitation

Figure 6 shows the plot of ρ0 as a function of δ1 and α for the system with both parametric

excitation, control gain parameters β and γ, and time-delay τ. Similar comments obtained

in Fig. 4 can be developed in this case. One can notice in Figs. 4, 5 and 6 studied above

that an appropriate choice of the control gain parameter can reduce the response amplitude.

4 Stability of the nontrivial steady-state solution

The stability properties of the steady state solutions Eq. (11) obtained by plotting Figures

4, 5, and 6 are examined by applying the well-known method of linearization. We superpose

small perturbations in the steady-state solution and the resulting equations are then lin-

earized. Subsequently, we consider the eigenvalues of the corresponding system of first-order

differential equations with constant coefficients (the Jacobian matrix). A positive real root

indicates an unstable solution, whereas if the real parts of the eigenvalues are all negative

then the steady-state solution is stable. When the real part of an eigenvalue is zero, a bifur-

cation occurs. A change from complex roots with negative real parts to complex roots with

positive real parts would indicate the presence of a supercritical or subcritical Hopf bifurca-

tion. The question of which possibility actually occurs depends on the nonlinear terms. The

eigenvalues of the Jacobian matrix satisfy the equation

ξ2 + pξ + q = 0, (15)

where

p =
1

4

[

3µρ2
0

8
− 2µ+ 4β sin(τ/2)− 2γ cos(τ/2)

]

, (16a)

q = ρ4
0
+ A1ρ

2

0
+ A0, (16b)

A1 =
16

3

(

µ2

64
− 3λ2

)

[

λδ1 +
µ2

32
+

1

4

(

3λ+
µ

4

)

K1 −
λ

8
K2

]

, (16c)

A0 =
16

9

(

µ2

64
− 3λ2

)

[

1

4

(

α2 − µ2
)

− δ2
1
+

K1

2
(µ− δ1)−

K2δ1
2

−
1

4

(

γ2 + 4β2 − 4γβ sin τ
)

]

, (16d)

K1 = γ cos(τ/2)− 2β sin(τ/2), K2 = γ sin(τ/2)− 2β cos(τ/2). (16e)

From the Routh–Hurwitz criterion [19], the steady-state response is asymptotically stable

if and only if p > 0 and q > 0 which keep the real parts of the eigenvalues negative. The

stability domain of the non-trivial solutions ρ0 given by Eq. (11), when parametric excitation

and time-delayed position (resp. time-delayed velocity) are combined, in the plane (δ1, α)

is shown in Fig. 7. We used the values of the parameters as µ = 0.1, ρ0 = 0.1, and τ = π,
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since for these values, the stability is clearly analyzed. Fig. 7(a) (resp. Fig. 7(b)) correspond

to the case β < γ (resp. β > γ). Two main conclusions are obtained: the plane is divided

in three regions where two of them are stable and one is unstable, also, the stable domain

increases when the time-delay control gain position is greater than the time-delay control

gain velocity (see Figs. 7(a) and (b) ).

5 Conclusion

In this paper, we studied the parametric resonance in Eq. (1) that involves the interaction

of parametric excitation with time-delayed position and velocity. Our analytical results

are based on slow flow system Eqs. (9) that were obtained using first-order averaging. We

studied the condition of reducing amplitude vibration as well as the nonlinear response and

the stability of the steady-state solutions and the bifurcations that accompanied response

and stability changes: saddle-nodes, Hopf bifurcations. By the stability analysis of the

parametric Rayleigh–Duffing system, we shown that considering either time-delayed velocity

alone or time-delay position and velocity could be better to enhance the stability domain.
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Figures captions

Figure 1 : Boundary criterion for the effectiveness of the control of the oscillation ampli-

tude; red colour (upper curve) β = 0.3, blue colour (lower curve) 0.1, the other parameters

are µ = 0.002 λ = −1, δ1 = 0.01, γ = 0.25.

Figure 2 : The effect of reducing the steady-state response corresponding to Eq. (11)

with control parameter α obtained in Fig. 1. (a) Frequency-response and (b) force-response.

Figure 3 : Time-delayed position gain β effect on response-surface curves given by Eq. (11):

(a) β = 0.1 and (b) β = 0.3.

Figure 4 : (a) The effect of the parametric amplitude in the frequency-response of the

system in the absence of the time-delay. (b) Force-response for two detuning parameter

values. Here β = 0.1, µ = 0.002, λ = −1, and γ = 0.25.

Figure 5 : (a) The effect of the position time-delay alone in the frequency-response of
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the system without parametric excitation and (b) the effect of the time-delayeded velocity

alone in the frequency-response of the system without parametric excitation for τ = 0.008

and µ = 0.8.

Figure 6 : Effect of parametric perturbation added to the time-delayed term in the re-

sponse of the system. (a) Frequency-response amplitude and (b) Force-response. The values

of the parameters are τ = 0.008, µ = 0.8, β = 0.1, λ = −1, and γ = 0.25.

Figure 7: Stability of the non-trivial solution defined by Eq. (15) in the plane (δ1, α)

for µ = 0.1, γ = 0.5, and τ = π. (a) β = 0.1 and (b) β = 0.5.
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