
International Journal of the Physical Sciences Vol. 5(7), pp. 935-939, July 2010 
Available online at http://www.academicjournals.org/IJPS 
ISSN 1992 - 1950 ©2010 Academic Journals 
 
 
 
Full Length Research Paper 
 

A new derivative-free method for solving nonlinear 
equations 

 
P. A. Phiri1* and O. D. Makinde2 

 
1Department of Mathematics and Applied Mathematics, University of Pretoria, Pretoria 0002, South Africa. 

2Faculty of Engineering, Cape Peninsula University of Technology, P. O. Box 1906, Bellville 7535, South Africa. 
 

Accepted 19 May, 2010 
 

This paper presents a new method for solving nonlinear equations. The method is free of derivatives 
and easy to implement. Although its convergence is linear, numerical experiments conducted indicate 
that its performance compares well not only with Newton-based methods of higher order but with other 
derivative-free methods as well. 
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INTRODUCTION 
 
Newton's method is one of the most popular techniques 
for solving the nonlinear equation (Abbasbandy et al., 
2007). 
  

( ) 0 .xφ =                                                  (1)                                                          
 
As it is well known, the method is quadratic in 
convergence but its convergence is slow or it fails to 
converge at all when either '( )f x  is too small at any 
stage of the computation, or when the initial values are 
too far removed from the true solution. 

This paper presents a new method for solving nonlinear 
equations. The method is derivative-free and its con-
vergence is linear. However, as numerical experiments 
conducted indicate, although its convergence is of order 
one, for certain problems, the method converges faster 
than some Newton-based methods of higher order; in 
particular, when Newton-based methods fail to converge, 
the method can be used to find the solution of the 
problem. Numerical experiments conducted also show 
that the method compares well with other iterative 
methods that do not depend on derivatives. 
 
 
DEVELOPMENT OF THE METHOD 
 
Consider the solution of the equation 
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1 2 1,x ψ ψ+ =                                                           (2)                                                                                
 
where 1 2ψ ψ+ is an index, by using the iterative scheme 
of steps 1 - 6 as thus shown. 
 
Step 1 
 

( 0 )
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Step 2 
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Step 3 
 
Set 
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Step 4 
 
Set ( ) 1

1
( 1) ( ):i ix y ψ+ =                                                  (4)                                                                                      

 
Step 5: 
 
If ( 1 ) ( )i ix x ε+ − <  where ε  is a predetermined accuracy 

limit, go to Step 6, otherwise increase i  by 1 and go to 
Step 3; 
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Table 1. Tableau to the solution of the 
equation 1 2 1.xψ ψ+ =  
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Step 6 (End of iteration) 
 
This iterative scheme is essentially a rearrangement of 
(2) into two constituent equations that define the 
algorithm. These equations are:  
 

2
1y

xψ=  and 1
1

x y ψ= . 

 
 
CONVERGENCE OF ALGORITHM 
 
Table 1 shows the construction of the sequence of trial 
solutions for the solution of (2), where the sequence is 
generated by the terms:  
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Theorem 1 
 
Let 
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The algorithm (5) converges when: 
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Proof 
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The result follows since, if we let  
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Theorem 2 
 
The convergence of iterative process (5) is of order one. 
 
Proof 
 
Following the definition of Traub [1964], an iterative 
process φ  is of order p if and only if 
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From (5), 0 0( )x xφ =  since 
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using (2). Also the formal differentiation of (5), and using 
(2) again, gives 
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Thus 1p = , and hence algorithm (5) is of order one. 
 
 
Theorem 3 
 
Let    1 1 0i ie x x+ += −  and  0.i ie x x= −                                           



Phiri and Makinde        937 
 
 
 

Table 2. Comparison with methods of Abbasbandy, Tan and Liao [2007]. 
 

Eg NM NT ADM HPM HAM (-2.0) HAM (-3.0) HAM (-4.0) 
1 11 103 53 53 38 39 24 

 
 
 

Table 3. Comparison with the method of Kogan, Sapir and Sapir (KSS) 
[2007] and Newton's method. 
 

Eg 0x  Solution NM NT KSS 
2 3 2.236067978 12 Fails 5 

 
 
 
Then 
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Proof 
 
Since, from Theorem 2, 
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Now, formally making a Taylor expansion of ( )ixφ  

about 0x  gives  
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from which the required result follows. 
 
 
NUMERICAL EXPERIMENTS 
 
Example 1 
 
This is from Abbasbandy et al. (2007). 
 

2( ) 3 2xx x e xφ = − − +  
 
Equations (3) and (4) above are taken in the form 
 

( )( )( ) 2
( ) ;

m mm xy e x= −                                                  (9) 

 
( ) ( )1 ( )1

2 .
2

m mx y+ = −                                                (10) 

 
It is clear from Table  2  that,  for  this  example,  the  new  

method (NM) takes the least number of iterations to 
converge to the solution compared with Newton's method 
(NT), Adomian's decomposition method (ADM), the 
homotopy perturbation method (HPM) and the homotopy 
analysis method (HAM) with the auxiliary parameter 
equal to 2.0, -3.0 and -4.0. This supports the claim that 
although the convergence of the new method is linear, for 
certain problems, it converges faster than Newton-based  
method of higher order. 
 
 
Example 2 
 
This is from Kogan et al. (2007).   
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Here we let 
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where,  
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( 1) ( ) 3.m mx y+ = +         (12)          

 
Table 3 supports the assertion that the new method (NM) 
can be used to solve certain nonlinear equations when 
Newton's method (NT) fails to converge. Furthermore, 
although the non-stationary second-order method takes 
fewer iterations than the new method to converge to the 
solution, it has the general disadvantage that, if the 
solution is required to a higher accuracy, more 
complicated formulas need to be employed to obtain 
successive approximations. 

Examples 3, 4 and 5 are from Wu and Han (2000). 
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Table 4. Comparison of the new method (NM) with Newton's method (NT), the Trapezoidal 
rule (TR) and the Higher Order method (HO). 
 

Eg 0x  Solution NM NT TR HO 

3 -0.5 1.36523001341410 53 132 7 4 
4 3.5 3 225 13 9 6 
5 2 1 1 7 5 3 

 
 
 
Example 3. 
 

3 2( ) 4 10x x xφ = + −  
 
In this example we let 
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Example 4 
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Example 5 
 

( ) ln( )x xφ =   
 
For this example let  
 

( ) 1my = ;                                                                 (17)                                                                                          
 

( )( 1) 1mm yx e+ −=                                                             (18)                                                                                 
 
Table 4 supports the claim that, for certain problems, the 
new method converges faster than Newton's method. 

Examples 6, 7, 8 and 9 are from Wu and Wu (2006) 
and in Steffenson (1933). 
 
 
Example 6 
 

( ) arctan ( )x xφ =  
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( 1) ( )tan( 1).m mx y+ = −                                                 (20) 
 
 
Example 7 
 

( ) 0.1xx xeφ = −  
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Example 8 
 

( ) ln( )x xφ =  
 

( ) 1;my =                                                             (23) 

 
( )( 1) 1.
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Example 9 
 

sin( ) 1 xx x eφ = + −  
 

( )( ) s in 1;
mm xy e= −                                            (25) 

 
( 1) ( ).m mx y+ =                                                           (26)  

 
Table 5 supports the claim that the new method fares 
well in comparison with other derivative-free methods. 
 
 
CONCLUSION 
 
In this paper a new derivative-free iterative method has 
been presented for solving nonlinear equations. The 
convergence of the method is linear but numerical 
experiments conducted support the claim that the method 
can be used to solve nonlinear equations when Newton-
based   methods  of  higher  order  fail  to  converge.  The  



Phiri and Makinde        939 
 
 
 

Table 5. Comparison with the methods in Wu and Wu 2000] and in Steffenson [1933]. 
 

Eg 0x  Solution ( )f x  NM Wu Steffenson 

6 3 0 0 1 7 Diverges 

7 1 0.11183255915896296498 170.1166 10−×  20 6 Fails 

8 5 1 0 1 8 Diverges 
9 1 1.69681238680975152905 170.6967 10−×  37 9 Diverges 

 
 
 
method also compares well with other derivative-free 
methods. 
 
 
REFERENCES 
 
Abbasbandy S, Tan Y, Liao SJ (2007). Newton-homotopy analysis 

method for nonlinear equations, Appl. Math. Comput. 188: 1794-
1800. 

Kogan T, Sapir TL, Sapir LAA (2007). A nonstationary iterative second-
order method for solving nonlinear equations, Appl. Math. Comput., 
188: 75-82. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Steffenson IF (1933). Remarks on Iteration Skand Aktuarietidskr, 16: 
64-72. 

Traub JF (1964). Iterative methods for the Solution of equations, 
Prentice-Hall, Englewood Cliffs, NJ. 

Wu P, Han D (2006). A family of iterative methods with higher-order 
convergence, Appl. Math. Comput., 182: 474-477. 

Wu X, Wu H (2000). On a class of quadratic convergence iteration 
formulae without derivatives, Appl. Math. Comput., 107: 77-80. 

 
 


