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ABSTRACT
Providing effective feedback in large settings presents significant chal-
lenges due to time and resource constraints. Given the importance of 
feedback in competency-based higher education, innovative solutions are 
essential. This study explores the integration of artificial intelligence (AI) 
to enhance feedback delivery. The research focuses on the development 
of a custom prompt for GPT-4 within a no-code web application, designed 
to deliver AI-generated feedback to second-year accounting students on 
discussion or essay-style questions in a large competency-based interme-
diate accounting course in South Africa. The prompt aligns with the prin-
ciples of effective feedback and was tested in a pilot evaluation. Results 
indicated that the AI-generated feedback generally adhered to these 
principles, though some variability was observed across the different 
feedback dimensions. While challenges remain in consistently guiding AI 
to apply pedagogical best practices, the findings suggest that large lan-
guage models can complement traditional feedback. Rigorous oversight 
of AI-generated feedback remains critical.

Introduction

Feedback is one of the most powerful means to support learning (Hattie 2008). However, deliv-
ering feedback effectively, especially in large educational settings, is challenging due to time and 
resource constraints (Boud and Molloy 2013; Cavalcanti et  al. 2019; Dai et  al. 2023; Demszky et  al. 
2023; Pardo et  al. 2019). The critical role of effective feedback in enhancing learning, particularly 
in competency-based education, underscores the urgent need for innovative solutions (Hattie 
and Timperley 2007; Henderson et  al. 2019; Nicol and Macfarlane-Dick 2006; Parikh, McReelis, and 
Hodges 2001; Tekian et  al. 2017). Artificial intelligence’s (AI) integration into feedback mecha-
nisms, notably through advancements in natural language processing (NLP), presents a transfor-
mative opportunity to address these challenges (Bauer et  al. 2023; Deeva et  al. 2021; Grassini 
2023; Hooda et  al. 2022).

Owing to its focus on linguistic quality and performance analysis, NLP contrasts with the 
data-oriented approaches of educational data mining and learning analytics (Gardner, O’Leary, 
and Yuan 2021; Zhang et  al. 2019). NLPs can process and generate feedback at scale, and can 
complement human instructors. The evolution of NLP, particularly through large language models 
(LLMs), such as the generative pre-trained transformer (GPT) models developed by OpenAI, marks 
a significant advancement in language processing capabilities. LLM’s ability to process and 

© 2024 the Author(s). Published by informa uK limited, trading as taylor & Francis group
CONTACT stephen A. coetzee  stephen.coetzee@up.ac.za  university of Pretoria, south Africa

this is an open Access article distributed under the terms of the creative commons Attribution-noncommercial-noderivatives license (http://
creativecommons.org/licenses/by-nc-nd/4.0/), which permits non-commercial re-use, distribution, and reproduction in any medium, provided 
the original work is properly cited, and is not altered, transformed, or built upon in any way. the terms on which this article has been pub-
lished allow the posting of the Accepted manuscript in a repository by the author(s) or with their consent.

KEYWORDS
Artificial intelligence; 
automated feedback; 
ChatGPT; feedback

https://doi.org/10.1080/02602938.2024.2415649

http://orcid.org/0000-0001-8666-231X
http://orcid.org/0000-0003-3092-0257
http://orcid.org/0000-0003-4946-3076
mailto:stephen.coetzee@up.ac.za
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://creativecommons.org/licenses/by-nc-nd/4.0/
http://crossmark.crossref.org/dialog/?doi=10.1080/02602938.2024.2415649&domain=pdf&date_stamp=2024-10-18
https://doi.org/10.1080/02602938.2024.2415649
http://www.tandfonline.com


2 J. VENTER ET AL.

generate feedback at scale can ensure that students receive feedback that is timely, personalised 
and at low cost to instructors (Kasneci et  al. 2023). These advantages potentially make LLMs a 
suitable tool for enhancing textual feedback processes (Kung et al. 2023), particularly in large-scale 
educational contexts, while freeing up time for instructors to create more innovative lesson plans, 
engage in professional development, promote research and support students (Alshater 2022; 
Grassini 2023; Terwiesch 2023), all of which are influential in enhancing students’ learning (Sok 
and Heng 2023).

Despite the potential of LLMs to provide feedback, there is some concern around their utility 
(Baidoo-Anu and Owusu Ansah 2023; Chomsky, Roberts, and Watumull 2023; Grassini 2023; 
Pegoraro et  al. 2023). LLMs create responses by predicting the likelihood of word sequences 
based on large amounts of data (Bender et  al. 2021; Marcus and Davis 2020). While this allows 
them to produce text that is intelligible, their outputs are based on statistical patterns rather 
than a true understanding of meaning or context. This limitation can lead to responses that, 
despite being linguistically sound, may lack depth, logical coherence or relevance. The integration 
of LLMs into educational feedback raises important ethical considerations, particularly the poten-
tial for bias (Baidoo-Anu and Owusu Ansah 2023; Grassini 2023). AI systems are trained on large 
datasets that may contain inherent biases, which could manifest in the feedback provided to 
students. However, one of the ways in which these risks can be mitigated, in conjunction with 
instructor oversight, is through prompt engineering – the practice of formulating clear and spe-
cific instructions that guide the LLM towards a desired output (Schramowski et  al. 2022; White 
et  al. 2023).

This paper outlines the development of a prompt aimed at delivering AI generated feedback 
that aligns with established principles of effective feedback to second year students in a large, 
competency-based accounting course at a South African university on their discussion or 
essay-style questions. The development of the prompt was guided by Nicol and Macfarlane-Dick’s 
(2006) seminal framework on effective feedback. The prompt was crafted within a self-developed 
web application, created using the no-code platform Bubble.io, that facilitates the submission of 
students’ discussion or essay-style questions and delivers corresponding feedback from GPT-4.

This paper contributes to the feedback and pedagogical technology literature by demonstrat-
ing the development of the prompt for use with GPT-4, within a self-developed web application, 
crafted with Bubble.io, to automate feedback generation. The choice of Bubble.io reflects its 
accessibility to instructors without coding expertise, potentially broadening the application’s use 
across various educational contexts. By exploring the use of AI-generated feedback within an 
undergraduate accounting course, this paper aims to underscore the potential of AI to contribute 
towards feedback effectiveness in large learning environments.

Theoretical background

Effective feedback

The foundation of this study is rooted in well-established educational and technological theories 
that support the integration of AI into feedback mechanisms. The study draws upon Nicol and 
Macfarlane-Dick’s (2006) framework of effective feedback, which outlines seven principles that are 
critical for fostering student learning through feedback. These principles guide AI-generated feed-
back, ensuring that the feedback provided by AI aligns with proven educational strategies.

Effective feedback plays a pivotal role in education, serving as a critical tool through which 
students assimilate various sources of information to enhance their learning and performance 
(Carless and Boud 2018; Henderson et  al. 2019). Effective feedback bridges the gap between 
current achievements and aspirational goals, acting as a catalyst for academic and personal 
growth (Hattie and Timperley 2007). While effective feedback has the potential to significantly 
boost learning outcomes (Nicol and Macfarlane-Dick 2006; Parikh, McReelis, and Hodges 2001), 
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insufficient or misaligned feedback can detrimentally impact student motivation and progress 
(Cavalcanti et  al. 2019).

Nicol and Macfarlane-Dick (2006) underscored the essence of effective feedback by delineat-
ing seven fundamental principles of effective feedback. These principles serve as a comprehen-
sive guide for instructors, aiming to refine feedback practices in a manner that elevates student 
learning. These principles have been extensively validated in various educational contexts, 
demonstrating their effectiveness in enhancing student learning and engagement. They have also 
been empirically supported by numerous studies, establishing their robustness as a foundation 
for developing feedback mechanisms, whether human or AI-generated.

Principles of effective feedback
Clarity of what good performance is (i.e. the goal).  Student engagement with learning tasks 
increases significantly when clear, specific criteria for success are explicitly communicated (Fisher 
and Frey 2009; Hattie and Timperley 2007; Nicol and Macfarlane-Dick 2006). Clarity in the goals 
of learning tasks ensures that feedback is more impactful, as it aligns with well-defined targets 
that students are aware they should meet. This alignment not only enhances the effectiveness of 
feedback by providing a clear benchmark for success but also increases motivation and minimizes 
student frustration by reducing ambiguity about what constitutes satisfactory performance 
(Balloo et  al. 2018). By understanding the goals and standards they are expected to meet, their 
ability to self-regulate their learning also improves. A proven strategy for clarifying these goals 
involves providing students with exemplars of expected performance (Orsmond, Merry, and 
Reiling 2002). Exemplars serve as concrete benchmarks, illustrating the required standards and 
quality of work. By engaging in comparative analysis between their work and the exemplars, 
students can gain a deeper understanding of their current standing relative to the goals of the 
learning task and identify specific areas for improvement.

Opportunities to facilitate self-assessment.  Facilitating self-assessment is pivotal in enabling 
students to critically evaluate their own learning and work. The importance of self-assessment in 
feedback processes has been underscored by Carless and Boud (2018), who demonstrated that 
encouraging students to evaluate their own work fosters deeper learning and reflective practices. 
By actively engaging in self-assessment, students can identify areas of strength and those 
requiring improvement, fostering a deeper understanding of their learning journey (Nicol and 
Macfarlane-Dick 2006). This reflective practice empowers students to internalize feedback and 
take ownership of their academic progress, enhancing their ability to apply feedback constructively 
to guide their future learning.

To support self-assessment, instructors can integrate various tasks and activities into the cur-
riculum that encourage students to reflect on their learning and solicit specific feedback. This 
might involve students specifying the type of feedback they require upon submission or 
self-evaluating their work against given exemplars before submission. Examples of such activities 
include reflective journals, which allow for ongoing self-assessment, and peer assessments, where 
students can compare their work with that of their classmates. The use of exemplars provides 
clear benchmarks for performance, enabling students to articulate their feedback needs more 
effectively and engage in targeted self-review (Boud, Keogh, and Walker 2013).

Within this framework of self-assessment, developing feedback literacy emerges as a key 
component. Feedback literacy equips students with the skills to actively seek, understand 
and apply feedback, and to contribute to the feedback process, thereby enhancing their 
academic development (Carless and Boud 2018; Nicol and Macfarlane-Dick 2006). The 
instructors’ role is critical in nurturing this literacy, guiding students through the process of 
engaging with feedback, recognizing the value of constructive criticism, and implementing 
feedback for improvement.
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Delivery of high-quality information to students about their learning.  The essence of effective 
feedback lies in its ability to provide detailed, goal-aligned insights that are both understandable 
and actionable for students (Boud and Molloy 2013; Cavalcanti et  al. 2020; Nicol and Macfarlane-
Dick 2006), that they can use to improve their performance. High-quality feedback transcends 
generic praise or criticism, offering clear guidance tailored to the objectives of the assignment 
and the individual needs of the student. This detailed feedback, ideally delivered by instructors, 
serves as a crucial benchmark, aiding students in calibrating their self-assessment and 
understanding the nuances of their performance (Higgins, Hartley, and Skelton 2001).

The timing of feedback delivery is equally pivotal, necessitating a balance that considers the 
instructional cycle’s dynamics (Boud and Molloy 2013; Hattie and Timperley 2007; Yang and 
Carless 2013). Immediate feedback on discrete concepts can prompt timely adjustments in learn-
ing strategies, while delayed feedback for broader projects can incentivize self-reflection and 
assessment, enriching the learning experience.

Encouragement of instructor and peer dialogue around learning.  The effectiveness of feedback 
can be increased by conceptualizing feedback as a dialogue rather than merely as information 
transmission (Laurillard 2013; Nicol and Macfarlane-Dick 2006). Viewing feedback as a dialogue 
means that students not only receive initial feedback information but can also discuss that 
feedback with their instructors. This perspective transforms feedback from simply being comments 
provided by instructors about students’ work, to a process that requires active and ongoing 
student engagement to promote learning (Boud and Molloy 2013; Henderson et  al. 2019). 
Engaging in discussions with their instructors helps students develop their understanding of 
expectations and standards, clarify any misunderstandings, and receive immediate responses to 
any difficulties they may encounter, which is crucial for effective and deep learning (Winstone 
et  al. 2017).

A helpful way to encourage dialogue is to ask students for examples of feedback that helped 
them improve and explain how it did so. To maintain the relational dimension of feedback, it is 
important that instructors are supportive, approachable and sensitive when providing feedback 
(Carless and Winstone 2023).

Encouragement of positive motivational beliefs and self-esteem. The emotional impact of feedback 
should not be overlooked, as emotions play a significant role in learning and assessment (Carless 
and Boud 2018; Nicol and Macfarlane-Dick 2006). While generic praise or criticism may be less 
useful to students (Henderson et  al. 2019), it is essential to recognize that students’ emotional 
reactions to feedback can influence their sense-making and motivation. Consequently, instructors 
should prioritize supportiveness, approachability and sensitivity when providing feedback (Carless 
and Winstone 2023).

Motivation and self-esteem are more likely to be enhanced when a course includes numerous 
low-stakes assessment tasks, with feedback aimed at providing information about progress and 
effort, focusing on how students can improve rather than merely on outcomes (Hattie and 
Timperley 2007). This approach is also supported by the work of Dweck (2000), who differentiates 
between a fixed and growth mindset. A fixed mindset is one in which students believe there is 
a limit to what they can achieve, while a growth mindset involves students believing that their 
ability is malleable and depends on the effort they put into a task. With a fixed mindset, students 
interpret failure as a reflection of their low ability and are likely to give up. In contrast, with a 
growth mindset, students view failure as a challenge or an obstacle to be overcome and increase 
their effort. Feedback focusing on progress and improvement encourages a growth mindset in 
students. By prioritising these factors when providing feedback, instructors can foster a condu-
cive learning environment that encourages students to engage with feedback, learn from it, and 
strive for continuous improvement.
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Opportunities to close the gap between current and desired performance.  The idea that feedback 
should guide students on how to close the gap between their current and desired performance 
is central to effective learning, changes in student behaviour and improved performance (Yorke 
2003). To ensure this outcome, actionable feedback, coupled with opportunities for students to 
apply it, leads to significant improvements in learning outcomes (Boud 2000; Evans 2013; 
Sadler 1989). Effective feedback design involves aligning multiple assessment tasks with linked 
competencies and interspersing them with opportunities for students to seek and receive 
information that can influence their subsequent tasks (Boud and Molloy 2013). This approach 
allows each feedback cycle to build on the previous one, creating a continuous feedback loop. 
Regular and varied feedback loops increase the likelihood of students understanding and 
acting upon crucial information, ultimately fostering a more effective learning environment. 
Feedback should be specific to provide students with actionable steps for improvement 
(Henderson et  al. 2019).

Provision of information to instructors that can be used to help shape teaching.  Effective 
feedback not only provides useful information that helps students improve their learning but 
also offers valuable insights to instructors to inform their instructional practices (Nicol and 
Macfarlane-Dick 2006). Feedback provided to students can serve as a diagnostic tool for 
instructors, helping them tailor their teaching strategies to better meet the needs of their 
students (Boud and Molloy 2013; van de Pol, Volman, and Beishuizen 2010; Yorke 2003). This 
reciprocal process ultimately enhances the learning experience for both students and instructors.

Effective feedback is a vital component of the learning process, as it helps students recog-
nize and close the gap between their current performance and desired goals (Butler and Winne 
1995). By adhering to the principles outlined, instructors can provide feedback that is clear, 
actionable and timely, ultimately fostering an environment that promotes continuous 
improvement.

Given the strong empirical support for these principles in human-generated feedback, the 
development of AI-generated feedback in this study was guided by the same principles to 
ensure its validity and effectiveness. This research aims to demonstrate that AI can effectively 
complement traditional feedback methods, particularly in large-scale educational contexts.

Integration of AI into feedback mechanisms

In large educational settings, providing high-quality feedback that is both timely and consis-
tent remains a significant challenge, especially when balancing the need for personalized 
insights with the practical constraints of teaching at scale. AI, particularly NLP systems, offers 
a promising solution to this problem by automating the feedback process. Automated writing 
evaluation (AWE) systems, for instance, have been used to assess and provide feedback on 
essay-style or discussion-based questions. While effective in delivering quick feedback, these 
systems are limited by their task-specific design and high cost and development time for new 
applications (Nunes et  al. 2022; Ramesh and Sanampudi 2022; Rupp et  al. 2019).

Emerging advances in LLMs like GPT-4 present an alternative to traditional AWEs by offering 
more flexibility in handling diverse tasks without requiring extensive retraining. LLMs have 
demonstrated their ability to generate human-like feedback on a wide range of topics, includ-
ing more open-ended, qualitative tasks (Pinto et  al. 2023). This adaptability allows educators to 
provide tailored feedback on complex assignments, such as essays or project-based assess-
ments, in real-time and at scale. Instructors can further refine the feedback process by using 
specific prompts to guide the AI’s output, ensuring that feedback aligns with the pedagogical 
goals of the course (Kirk et  al. 2022).
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Prompt engineering

The task of formulating an optimal instruction or prompt for a LLM, often referred to as ‘prompt 
engineering’ (Bommarito et  al. 2023), is integral to the successful application of LLMs. This task 
entails an iterative process of drafting, testing and refining to elicit desired responses. Given that 
LLMs are finely attuned to the nuances of input prompts (Kirk et al. 2022), prompt engineering must 
be approached with an understanding of the models’ sensitivities. Additionally, it is imperative to 
acknowledge the inherent limitations and biases within LLMs, which can influence their response 
patterns (Borji 2023; Ray 2023). Examples of limitations and biases inherent in GPT-4’s design include:

•	 Outdated Knowledge. The training data for the model used in the web application, developed 
in 2023, extended only up to April 2023, omitting any advancements that occurred thereafter. 
This limitation could potentially diminish the feedback’s pertinence to current practices.

•	 Ambiguity in Prompts. Ambiguous responses from students can present difficulties for 
GPT-4, potentially leading to feedback that is less precise or helpful.

•	 Over-Optimization. The feedback, while coherent, may not specifically address the 
nuances of the student’s submission, reflecting the model’s training rather than the stu-
dent’s needs.

•	 Inherent Biases. Biases from the internet-based training corpus, such as those related to 
gender or race, can manifest in the feedback, at times leading to insensitivity.

•	 Domain Expertise. GPT-4’s generalist training means it may lack the nuance that a 
domain expert would provide.

•	 Repetition and Verbosity. The model may produce feedback that is repetitive or overly 
verbose, which can dilute the clarity of the message.

•	 Accuracy Issues. On occasion, the feedback may be inaccurate or nonsensical, revealing 
limitations in the model’s contextual understanding.

To mitigate these limitations and biases, it is essential to carefully design the prompt and 
iteratively refine it based on instructor evaluation and comparison.

Given the potential of LLMs, especially when effectively prompted, to produce feedback for 
discussion or essay style questions at scale, this paper extends the current body of research by 
applying the established framework of Nicol and Macfarlane-Dick’s (2006) seven fundamental 
principles of effective feedback to the specific context of AI-generated feedback.

The study is guided by the following research question: to what extent does GPT-4, when 
prompted to deliver feedback aligned with established educational feedback principles, provide 
effective feedback to second year students in a large, competency-based accounting course on 
their discussion or essay-style questions?

Method

Developing an effective prompt for educational feedback

To inform the discussion on the development of the prompt, the authors, as ‘complete participants’ 
(Gold 1958) in the development process, relied upon their development notes, personal experiences, 
conversations and reflections during the period prior to and since the launch of the web application.

The journey from ChatGPT to customized application
In December 2022, following the launch of the ChatGPT prototype by OpenAI, the authors dis-
cussed the idea of using ChatGPT to provide feedback to students in a large accounting class. 
Some potential challenges were identified, including:
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•	 Feedback generated by ChatGPT may not be contextually appropriate or fully aligned 
with the specific curriculum, learning objectives or assessment criteria set by instructors, 
potentially leading to confusion or misinterpretation by the students.

•	 Students would be learning outside the instructors’ sphere of influence as instructors do 
not have any inputs in the feedback generated by ChatGPT.

•	 Instructors would not have access to or be able to review the feedback provided to stu-
dents by ChatGPT.

•	 Students would be required to prompt ChatGPT themselves to obtain feedback on their 
work and they may not design the prompt optimally.

•	 Students might become distracted in their use of ChatGPT with other discussions with 
the LLM.

•	 Students may have unequal levels of access to ChatGPT’s models. At the time of writing, 
ChatGPT offered a free version based on the GPT-3 model, while the more advanced 
GPT-4 model was available for paid subscribers.

The authors discussed developing their own dedicated web application to overcome these 
challenges. This application would be designed to provide effective feedback for second year 
accounting students on their discussion or essay-style questions. The web application would 
incorporate a prompt built around pre-set parameters, such as stating the discipline (accounting) 
and integrating the principles of good feedback (Nicol and Macfarlane-Dick 2006). The web appli-
cation would guide students in inputting their questions, answers and suggested solution. It 
would also standardize the AI model used (GPT-4), mitigating issues related to prompt optimiza-
tion and access inequality. The web application would prioritize interactivity, user-friendliness and 
the goal of enhancing the feedback experience. It would enable the instructors to see the feed-
back generated to their students.

Crafting the web application: a no-code approach
With minimal or no coding expertise, the authors chose Bubble.io as the tool to develop the 
envisaged web application. Bubble.io is a visual web development platform that allows users 
to build web applications without writing code. It provides a user-friendly drag-and-drop 
interface (Image 1), enabling non-technical users to create web applications by visually 
designing their user interface and configuring workflows to define how the application 
should behave.

The web application is structured to support several key functions in the feedback loop. It 
allows students to submit discussion or essay-style questions, input requests for targeted feed-
back on specific areas of their work needing guidance and input an optional self-reflection 
regarding the strengths and weaknesses of their answer, and where they struggled (Image 2). 
The system is also designed to facilitate an ongoing dialogue between the students and the LLM, 
enabling them to engage further with the feedback provided (Image 3).

The development of the web application involved an iterative process, with the authors rigor-
ously testing each feature (such as the upload of students’ answers) as it was developed to 
ensure functionality met expectations. The authors engaged in continuous refinement, aligning 
the design with pedagogical goals and user experience standards. This hands-on approach 
allowed for real-time adjustments and improvements, ensuring that each aspect of the applica-
tion functioned effectively.

Integrating the prompt with GPT-4
In developing the web application, integrating it with OpenAI’s GPT-4 via the OpenAI application 
programming interface (API) is a key feature. The API facilitates communication between the Bubble.
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io-built web application and OpenAI, allowing for the submission of students’ answers along with a 
carefully designed prompt. GPT-4 processes this information to generate and return tailored feedback, 
highlighting the critical role of prompt design in obtaining effective feedback from the LLM (Figure 1).

To ensure the privacy and security of data exchanges with OpenAI’s API, all communications 
are encrypted. OpenAI enforces strict access controls, such as API key and OAuth2 authentication, 
and adheres to transparent data usage policies. Information sent to OpenAI is neither used for 
model training without explicit consent nor retained beyond 30 days. This allows for the 

Image 1. user interface of the Ai-generated feedback application developed on Bubble.io.

Image 2. optional self-reflection regarding the strengths and weaknesses of their answer.
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Image 3. Ai-generated feedback and ongoing dialogue.

safeguarding of student data while utilizing the capabilities of OpenAI’s LLM for educational pur-
poses, distinct from the commercial ChatGPT product.

Drafting of the initial prompt
Within the context of LLMs, a prompt serves as the initial input – a query, statement or directive 
– that triggers the model’s response (Beatman 2023). These prompts can range from broad, 
open-ended inquiries to targeted requests for specific information or action. The role of a prompt 
is to establish a frame of reference or an objective for the LLM, steering it toward generating 
outputs that are on-topic, applicable and informed by its vast training data (Borji 2023; White 
et  al. 2023). A prompt acts not as a programming command, but rather as a guide; it does not 
compel a uniform response due to the stochastic nature of LLM operations. A well-crafted prompt 
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can significantly increase the likelihood of obtaining precise, pertinent and coherent responses, 
even with the inherent variability in LLM outputs (White et  al. 2023).

The following template prompt obtained from the OpenAI API reference material (OpenAI n.d.) 
served as the point of departure for drafting the prompt:

{
 "model": "GPT-4",
 "temperature": 0.5,
 "messages": [{"role": "user", "content": "Hello!"}]
The initial prompt was written by one of the authors based on the principles of effective 

feedback proposed by Nicol and Macfarlane-Dick (2006). The prompt was then shared with the 
other authors, who reviewed the prompt and provided suggestions for improvement. Through 
discussions and consensus-building differences in opinion were resolved.

Evaluation of the effectiveness of the initial prompt.  Following the initial drafting of the prompt 
an iterative refinement process, designed to enhance the quality of the feedback generated by 
the LLM, was conducted. This was done by analysing the feedback generated by the LLM in 
response to students’ answer scripts of discussion or essay style questions.

Study setting, participants and task.  The study’s sample was drawn from the answer scripts of 
discussion or essay style questions from accounting students in their second year of study at a 
South African university. The answer scripts were drawn from five distinct accounting assessments 
over two academic years, each related to a different accounting case.

Data collection.  After obtaining approval from the institutional review board (EMS064/23), a 
purposive sample of 15 student answer scripts from each assessment was selected. This strategy 
ensured a diversity in performance and coverage of accounting topics, cumulating in a total 
sample of 75 scripts. The consent of the students whose answer scripts were selected was sought. 
The students were advised that the study was anonymous and neither they, nor the content of 
their answer scripts, would be identifiable in any way, that they may withdraw their consent at 
any time throughout the study without negative consequences and that the results of the study 
would be used for academic purposes only. The adequacy of the sample size was affirmed by 
preliminary analysis, which indicated that it would be sufficient to reach data saturation – 
providing a comprehensive understanding of students’ experiences and perspectives on feedback, 
without yielding redundant information.

Figure 1. Process flow diagram of the Ai-generated feedback system.
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Data analysis.  Initially, a subset of these scripts (n = 14) from a single assessment was used to 
evaluate the prompt’s effectiveness. These findings informed targeted revisions to the prompt’s 
structure and content to align more closely with the feedback criteria. Subsequently, the finalized 
prompt was applied to the remaining 57 scripts (3 students opting out) across four additional 
assessments to confirm its effectiveness.

Following each revision, the modified prompt was redeployed to process the same set of 
answer scripts through the web application, enabling a comparative analysis of the feedback 
generated by the LLM. This iterative cycle of evaluation, refinement and re-evaluation was 
repeated until no substantial improvements in the quality of the feedback were observed, indi-
cating that the prompt had reached its optimal form (Figure 2). This approach aimed to ensure 
that the feedback provided by the AI met a baseline standard of quality that could reasonably 
complement human-generated feedback.

A significant aspect of the refinement process involved adjustments to the sequence of 
instructions within the prompt. It was discovered that the order in which information was 
presented to the LLM significantly affected the focus and detail of the feedback. LLMs process 
information sequentially, meaning the arrangement of prompt components can guide the 
model’s attention and response patterns. Strategic modifications to the structure of the prompt 
allowed the authors to direct the LLM’s analysis towards the most relevant aspects of the 
student submissions, thereby enhancing the overall relevance and utility of the feedback 
provided.

Alignment between the feedback principles and the prompt
After finalizing the prompt, the alignment between the feedback principles derived from the 
literature and the specific elements of the prompt were tabularised (Table 1). The table provides 
a clear and organized representation of how the seven principles of effective feedback suggested 
by Nicol and Macfarlane-Dick (2006) were incorporated into the prompt.

Evaluation of the effectiveness of the final prompt
After refining the prompt based on insights from the initial evaluation of 14 scripts, the final 
version was applied to a broader dataset comprising the remaining 57 student scripts across four 
additional assessments. This expanded evaluation sought to confirm the effectiveness of the 
refined prompt, as evidenced by the improved quality and applicability of the feedback gener-
ated by the AI across a diverse range of student submissions. This evaluation was facilitated by 
a rubric (Table 2) developed by the authors to assess the feedback.

To ensure the rubric’s reliability (Dawson 2017) – consistency of assessment across different 
applications – and its validity – accuracy in measuring what it is intended to measure – the 
authors grounded the rubric’s design in the principles of effective feedback delineated by Nicol 
and Macfarlane-Dick (2006). This theoretical foundation provided a robust pedagogical basis for 
the rubric. Calibration sessions were conducted to align the authors interpretations of the rubric 
criteria.

These principles were subsequently transformed by the authors into specific, measurable cri-
teria designed to assess the quality of AI-generated feedback accurately. To ensure the language 
of each criterion was clear and concise, the authors employed several strategies. This included 
using straightforward, jargon-free language and peer review of the initial draft by the remainder 
of the author team to refine the wording. These steps were crucial in minimizing potential ambi-
guity in the criteria and enhancing inter-rater reliability (Dawson 2017). By focusing on clear com-
munication and standardized evaluation guidelines, the rubric aims to achieve high levels of 
agreement among different raters, ensuring that the assessment of AI-generated feedback is both 
reliable and valid.
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To quantify the evaluation, a 3-point Likert scale was adopted for its simplicity and ease of 
interpretation. This scale enabled the differentiation between feedback that does not meet, 
partially meets or fully meets the established criteria. The scale, by limiting options to three 
discrete categories, allows raters to concentrate on whether the feedback meaningfully sup-
ports learning outcomes, rather than fine distinctions that might not be as impactful on stu-
dent improvement.

Results and discussion

The evaluation of the effectiveness of the prompt revealed a mean adherence to the effective 
feedback principles (Nicol and Macfarlane-Dick 2006) of 2.67 out of 3 (Tables 3 and 4). This shows 
that the LLM mostly provided clear, constructive feedback aligned with best practices.

Deeper analysis revealed some variability in the effectiveness of the AI-generated feedback 
across different principles, underscoring the complexity of creating a prompt that enables an LLM 
to consistently apply pedagogical best practices. For example, improvement is needed in consis-
tently delivering high-quality information about students’ learning and in facilitating the devel-
opment of self-assessment (reflection) in learning. These principles consistently received the 
lowest ratings across all assessments (Table 3).

Figure 2. the final prompt.
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Feedback principle 1: clarity of what good performance is (i.e. the goal)
The evaluation of feedback principle 1 indicates that while the LLM frequently leveraged the 
suggested solutions to guide its feedback (n = 59), there were some instances where the responses 
omitted explicit comparisons (n = 12). The absence of specific comparative references in some 
feedback instances might hinder students’ ability to self-evaluate accurately. Future iterations of 
the underlying LLM such as GPT-5 may bolster this aspect. In the interim, where possible, to 
ensure that students are aware of what good performance is, instructors should provide students 
with clear criteria for what constitutes good performance. They might also consider supplement-
ing AI-generated feedback with examples of high-quality answers or offering brief workshops on 
effective self-assessment techniques. This approach could help mitigate the current limitations of 
AI-generated feedback, enhancing students’ learning experiences by fostering a deeper under-
standing and application of course concepts.

Feedback principle 2: facilitates the development of self-assessment (reflection) in 
learning
The web application invites students to reflect on their answers and specify areas where they 
seek feedback. Although the study design intentionally selected the ‘none’ option for these ques-
tions to focus on evaluating direct feedback effectiveness, the AI’s proactive stance, evident in 
further encouraging self-evaluation, was notable. In the majority of instances, the LLM initiated 
additional prompts for self-reflection (some responses had more than one prompt), highlighting 
the importance of self-assessment in the learning journey. For instance, feedback included 

Table 1. Alignment between feedback principles and the prompt.

Feedback principle

Quote from the Prompt
in Bubble.io, the notation "< >" is used to dynamically insert specific data into 
a text field or other component within an application. When you see "<user>", 
it signifies that the user’s name will be automatically populated in that place.

clarity of what good performance is (i.e. 
the goal)

compare < user>’s answer to the teacher’s answer. <user>’s answer: <Answer>. 
teachers answer: <memo>.

Facilitates the development of 
self-assessment (reflection) in learning

encourage self-assessment. For instance, encourage students to reflect on their 
answer, identify areas where they think they did well or struggled, and then 
compare their self-assessment with the feedback provided.

Address the student’s reflection and requested feedback
delivers high-quality information to 

students about their learning
compare < user>’s answer to the teacher’s answer. <user>’s answer: <Answer>. 

teachers answer: <memo>.
next, thoroughly analyse and carefully inspect the student’s answer to identify 

specific strengths and weaknesses. Provide detailed and specific examples of 
these strengths and weaknesses in the student’s solution. When identifying 
strengths, highlight the aspects of the answer that demonstrate a good 
theoretical knowledge and understanding of the material, as well as the 
ability to apply that knowledge in the given context. When identifying 
weaknesses, pinpoint specific areas where the answer could be improved, 
such as pointing out incorrect calculations, incomplete information, unclear 
explanations, or omissions of theory. Provide in-depth feedback by carefully 
unpacking the student’s answer and addressing errors and omissions.

use plain english.
encourages instructor and peer dialogue 

around learning
maintain a motivational and supportive tone throughout.

encourages positive motivational beliefs 
and self-esteem

maintain a motivational and supportive tone throughout.
Be specific and clear in your feedback, avoiding generic phrases like ‘good 

work!’. Be objective and use a growth mindset.
start by acknowledging the effort put into the task and encouraging a growth 

mindset.
Provides opportunities to close the gap 

between current and desired 
performance

offer actionable suggestions to improve the identified weaknesses.
conclude by summarizing the improvement suggestions in a concise manner.

Provides information to instructors that 
can be used to help shape teaching.

Not directly applicable to the prompt. The web application provides 
information to instructors via a separate action.
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Table 2. Principles of effective feedback.

Panel A: Feedback Principle criteria rating scale (1–3)

1 clarity of what good 
performance is (i.e. the 
goal)

• the student’s answer was compared to the instructor’s 
model answer.

• the feedback clearly communicates the expectations and 
standards of the task based on the instructor’s model 
answer.

1 = Principle not adhered to
2 = Principle partially 

adhered to
3 = Principle adhered to

2 Facilitates the development 
of self-assessment 
(reflec-tion) in learning

• the student was asked what they want feedback on.
• the student was encouraged to reflect and self-assess by 

asking them what they think the strengths and weaknesses 
are of their answer, and where they struggled.

• the feedback promotes active engagement in the 
feedback process with the student.

1 = Principle not adhered to
2 = Principle partially 

adhered to
3 = Principle adhered to

3 delivers high-quality 
information to students 
about their learning

• the feedback is technically accurate.
• the feedback relates to a specific standard of 

performance.
• the feedback uses plain english. Plain english refers to 

the use of straightforward and clear language that 
avoids jargon, complex sentence structures, and 
technical terms that are not easily understood by a 
general audience. Plain english emphasizes directness, 
simplicity, and clarity, making essential concepts and 
instructions accessible to the student.

• the feedback highlights specific strengths and 
weaknesses in the students’ work.

• the feedback offers actionable suggestions for improvement.
• - the feedback helps the student understand how they 

can apply what they have learned or improve in the 
next assessment.

1 = Principle not adhered to
2 = Principle partially 

adhered to
3 = Principle adhered to

4 encourages instructor and 
peer dialogue around 
learning

• the feedback fosters a dialogue between the Ai and the 
student.

• the feedback creates a positive environment for the 
dialogue.

1 = Principle not adhered to
2 = Principle partially 

adhered to
3 = Principle adhered to

5 encourages positive 
motivational beliefs and 
self-esteem

• the feedback maintains a motivational tone and 
encourages a growth mindset by focusing on the 
students’ progress and how they can improve.

• the feedback supports the development of positive 
self-esteem and motivation in the student.

1 = Principle not adhered to
2 = Principle partially 

adhered to
3 = Principle adhered to

6 Provides opportunities to 
close the gap between 
current and desired 
performance

• the feedback offers actionable suggestions for 
improvement.

• the feedback enables the student to understand how 
they can apply what they have learned or improve in 
the next assessment.

1 = Principle not adhered to
2 = Principle partially 

adhered to
3 = Principle adhered to

7 Provides information to 
instructors that can be 
used to help shape 
teaching

• the feedback generates information that can help 
instructors understand the students’ progress and adjust 
their teaching methods accordingly.

1 = Principle not adhered to
2 = Principle partially 

adhered to
3 = Principle adhered to

Table 3. mean scores of the presence of effective feedback principles per assessment.

Feedback principle (mean)

Assessment 1 2 3 4 5 6 7
overall mean per 

assessment

1 2.64 2.36 2.00 3.00 3.00 2.57 3.00 2.65
2 2.92 2.46 2.00 3.00 3.00 2.62 3.00 2.71
3 2.94 2.28 2.00 3.00 3.00 2.50 3.00 2.67
4 2.77 2.31 2.00 3.00 3.00 2.85 3.00 2.70
5 2.85 2.15 2.00 3.00 3.00 2.23 3.00 2.60
overall mean per 

feedback 
principle

2.83 2.31 2.00 3.00 3.00 2.55 3.00 2.67

1 – clarity of what good performance is (i.e. the goal); 2 – Facilitates the development of self-assessment (reflection) in 
learning; 3 – delivers high-quality information to students about their learning; 4 – encourages instructor and peer dia-
logue around learning; 5 – encourages positive motivational beliefs and self-esteem; 6 – Provides opportunities to close 
the gap between current and desired performance; 7 – Provides information to instructors that can be used to help shape 
teaching.
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encouragements like ‘Remember, the goal is to deepen your understanding of the intricacies of 
accounting principles and their application, and self-reflection plays a key role in doing that’ and 
advice to ‘write down your thoughts after writing an answer. What parts were easy? Where did you 
struggle? This will help me provide you with more targeted feedback’. These prompts demonstrate a 
sophisticated approach to embedding reflective learning processes within feedback mechanisms. 
This aspect the feedback system aligns with educational best practices, emphasizing the value of 
reflection in enhancing student understanding and performance (Nicol and Macfarlane-Dick 2006).

Feedback principle 3: delivers high-quality information to students about their learning
Most of the feedback (59 out of 71 responses) effectively drew on suggested solutions for 
constructive comparison. The AI-generated feedback’s detailed structure – highlighting strengths 
before suggesting improvements – mirrors best practices in educational feedback. For example, 
‘your discussion on faithful representation was strong. You’ve accurately identified that the capital-
ization of the expenses led to incomplete information, lack of neutrality, and a presentation that 
was not free from error’, followed by comments such as ‘However, when comparing your answer 
to the detailed feedback from the teacher, there are a few areas that could be improved or clarified’.

However, despite the LLM’s capability to provide nuanced evaluations, discrepancies in the 
depth of analysis, occasional failure to identify key errors and instances of over-praise were 
identified. To address these variations in feedback, instructors can adopt several strategies such 
as reviewing critical assignments, hosting workshops on self-assessment, guiding students 
through reflective questioning, fostering feedback literacy, employing a hybrid feedback model 
and facilitating peer discussions.

LLM-generated feedback should ideally be reviewed and, if necessary, edited by an instructor 
before being shared with students to ensure its accuracy, relevance and appropriateness (Nysom 
2023). Given that this might not always be possible in large classes, it’s important to make stu-
dents aware of the potential biases and errors in the feedback (Meyer et  al. 2024), and to encour-
age them to assess and confirm the feedback from LLMs with reliable sources (Lo 2023).

As another consideration in the provision of high-quality feedback, the AI-generated feedback 
was assessed for readability using the Flesch Reading Ease score in Microsoft Word. Flesch’s read-
ing ease standards suggest that scores above 50 are generally easier to understand, and those 
of 30 or below can be challenging, aligning with college-level difficulty (Courtis and Hassan 
2002). While lower scores on this scale indicate texts that are more difficult to comprehend 
(Courtis 2004), university materials are expected to exhibit a certain level of sophistication. The 
AI-generated feedback average score of 31.11(Table 4), suggests it strikes a balance between 
complexity and comprehensibility, suitable for university standards.

Feedback principle 4: encouragement of instructor and peer dialogue around learning
The web application utilizes an instant messaging interface to promote interactive exchanges 
between students and the AI, simulating a conversational environment conducive to deeper 
engagement. After receiving initial feedback, students are encouraged to ask questions or express 
concerns, fostering a learning dialogue.

In 15 instances, the LLM proactively invited further interaction, underscoring the system’s potential 
to stimulate reflective thinking and peer discussions. Messages like, ‘Please let me know if you want to 
discuss specific parts of this feedback’ or ‘Please don’t hesitate to reach out if you have any further doubts 
or queries’ exemplify the application’s design to encourage a dialogic learning process.

To augment this AI-driven dialogue, instructors play a crucial role in facilitating deeper conversa-
tions. They can leverage AI-generated feedback as a springboard for group discussions or one-on-one 
sessions, focusing on areas where students commonly seek clarification. This not only enhances the 
feedback loop but also provides opportunities for peer learning and instructor-led guidance, vital for 
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addressing nuances the LLM might miss. Implementing regular review sessions based on AI-generated 
feedback themes can further solidify understanding and application of course materials.

Instructors monitoring these interactions gain valuable insights into common student chal-
lenges, informing teaching strategies and potential AI prompt adjustments. By strategically inte-
grating AI feedback into the broader educational dialogue, educators can significantly enrich the 
learning experience, promoting a culture of continuous improvement and reflection.

Feedback principle 5: encourages positive motivational beliefs and self-esteem
The LLM consistently generated feedback responses that supported a positive learning environment by 
including affirming phrases to motivate students. Phrases such as ‘Keep up the great work and keep learn-
ing!’ and ‘You’re on the right track and I encourage you to continue to work hard’ were common, serving not 
only to reinforce effort but also to cultivate a growth mindset essential for academic progress. This con-
structive feedback began by acknowledging what students did well, providing immediate positive rein-
forcement, and then offered specific suggestions for improvement. This specificity avoided generic 
criticism, facilitating a clear understanding of both strengths and areas needing attention, and outlined 
actionable steps for students to enhance their work. By encouraging students to reflect on their growth, 
the feedback from the LLM can play a pivotal role in fostering continuous engagement and self-assessment, 
aligning with effective pedagogical practices for nurturing motivation and self-esteem.

Feedback principle 6: provides opportunities to close the gap between current and 
desired performance
The analysis revealed that a significant proportion of the feedback responses (n = 39) offered 
practical suggestions, guiding students toward closing the performance gap to reach their goals. 
Other responses (n = 24), while offering suggestions and guiding students toward closing the per-
formance gap to reach their goals, provided recommendations that were either incomplete or 
were misaligned with the students’ answers, being either incorrect or irrelevant. Certain of these 
feedback responses implied suggestions through the critique of weaknesses, without directly 
stating them, or were very specific to the question at hand. This implicit and/or specific advice, 
while tailored to the specific query, may challenge students’ ability to generalize the underlying 
principles to different contexts, a skill associated with higher-order thinking (Lewis and Smith 
1993). A small number of feedback responses (n = 8) were identified as vague, potentially leaving 
students uncertain about how to implement the advice provided.

Feedback principle 7: provides information to instructors that can be used to help 
shape teaching
As the tool is self-developed, the instructors have the capability to review feedback responses 
provided to students. This feature facilitates the use of feedback as a diagnostic instrument, 
allowing instructors to gauge student progress and identify areas requiring additional support or 
clarification. The accessibility of feedback transcripts empowered the instructors to adapt their 
teaching strategies based on real-time insights into student understanding and performance.

The observed variations in feedback quality (Table 3) point to the AI’s fluctuating interpretive 
capacities, which can depend on the complexity and specificity of the student inputs. Such 

Table 4. Flesch pattern of reading ease scores (Flesch 1948).

Flesch reading ease score description of reading level n %

0–30 very difficult 24 34%
30–50 difficult 47 66%
total 71 100%
Average 31.61
median 34.10
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fluctuations underscore the importance of human oversight in the feedback loop, ensuring that 
AI-generated advice aligns with pedagogical objectives.

The potential of LLMs such as ChatGPT to enhance educational processes must also be weighed 
against the concerns of broader automation and the increased risk of its misuse by students. To miti-
gate these concerns, it is imperative to preserve the human elements of education, ensuring that LLMs 
such as Chat GPT serve as a complementary tool rather than a replacement for human judgment and 
interaction (Baidoo-Anu and Owusu Ansah 2023; Grassini 2023; Kasneci et  al. 2023). The possibility of 
an error rate in AI-generated feedback leading to negative consequences for students is an ethical 
concern. However, just as human instructors are subject to rigorous quality control to ensure the accu-
racy, relevance, consistency and effectiveness of their feedback, so too should AI-generated feedback 
be carefully reviewed and monitored (Jacobsen and Weber 2023). Maintaining instructor oversight in 
the feedback process is crucial to ensure the reliability of both AI-generated and human-provided feed-
back, safeguarding student well-being and academic integrity.

Limitations and future research

Despite these promising results, the study has several limitations. The evaluation focused solely 
on second-year accounting students, which may limit the generalizability of the findings to other 
disciplines or contexts. The study did not engage further with the feedback provided by the LLM. 
Future research could investigate the impact of direct engagement with reflective prompts on 
student learning outcomes and well-being, offering deeper insights into the role of AI in support-
ing metacognitive skills development. The impact of the feedback given by the LLM on the stu-
dents learning experience or performance on subsequent tasks was also not investigated. Future 
studies could explore students’ perceptions of the feedback generated by the LLM, or whether 
the regular use of AI generated feedback systems can impact students’ learning. Future work 
could also focus on identifying the conditions under which an LLM performs best and where 
human intervention is most critical. These findings could then inform the development of more 
sophisticated LLMs tailored to educational feedback. Future work should also focus on develop-
ing advanced error-checking mechanisms within LLM systems and investigating the broader eth-
ical implications of LLMs in educational settings (Lo 2023).

Conclusion

This paper highlights the significant challenges inherent in traditional feedback methods within 
large educational contexts, particularly the intensive time and resource requirements needed 
to provide personalized, constructive feedback. To address these challenges, this paper explored 
the integration of AI, focusing on the capabilities of OpenAI’s GPT-4 LLM. By developing a 
prompt grounded in the theoretical framework of effective feedback proposed by Nicol and 
Macfarlane-Dick (2006), this paper aimed to effectively streamline the feedback process in large 
educational contexts while addressing the limitations and ethical considerations related to AI 
inclusion.

The integration of LLMs into educational feedback processes presents both opportunities and chal-
lenges. The evaluation of AI-generated feedback showed a promising alignment with the principles 
of effective feedback, suggesting that LLMs can significantly enhance the scalability and consistency 
of feedback, particularly in large classes where personalized feedback is traditionally difficult to deliver. 
However, the study also uncovered instances where the feedback generated by the LLM diverged 
from these principles, with missed opportunities to identify misconceptions or provide comprehen-
sive, actionable advice. This underscores the necessity of balancing sophistication with accessibility to 
ensure feedback remains both intellectually stimulating and comprehensible.



18 J. VENTER ET AL.

LLMs should, at present, be viewed as a tool that complements human instructors rather than 
replacing them (Grassini 2023). The ethical rationale for incorporating AI in education lies in its 
potential to not only enhance instructors’ capabilities to manage large classes, provide personal-
ized feedback at scale, and identify patterns that might escape human observation, but also the 
potential to develop students’ ability to question and critically analyse content, a key twenty first 
century skill (Farrelly and Baker 2023).

By maintaining a balance between AI integration and human oversight, the feedback process 
can benefit from the efficiency of LLMs while safeguarding its integrity and human-centric values. 
ultimately, AI should reinforce the human-centered nature of education, not undermine it.
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