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A B S T R A C T

The impact of activated c-Jun N-terminal kinase isoform JNK1 chemical pathways in insulin biosynthesis poses a
potential health risk of glucose intolerance. Blocking the activity of JNK1 is a promising route for the design of
anti-diabetic drugs and associated metabolic syndromes. In this study, 17 extracts of Taraxacum officinale were
chosen to bind JNK1 and ascertain their modulatory activity. We employed molecular dynamics, density func-
tional theory and three docking approaches: standard precision, extra precision and quantum polarized ligand
docking. The best binding free energy results were obtained from the quantum polarized ligand docking, with
myricetin (1) showing a docking score of -10.464 kcal/mol, while quercetin (2) and daphnetin (3) displayed
values of -9.769 and -7.136 kcal/mol respectively. Following this, 100 ns molecular dynamics simulations with
Desmond showed stabilization average root mean square deviations of 2.34, 2.87, and 2.88 Å for myricetin,
quercetin and daphnetin. Further, molecular dynamics revealed complexes of myricetin (ΔG = -38.81 kcal/mol)
and quercetin (ΔG = -34.99 kcal/mol) as the most stable inside the JNK1 interface. The energy gaps for myr-
icetin, quercetin and daphnetin were estimated to be 6.17, 6.00 and 6.53 eV employing the M06–2X functional in
PCM solvation. Further, myricetin showed the strongest intramolecular hydrogen bonding with -13.06 kcal/mol.
This study provides insights into possible anti-type-2 diabetes properties of Taraxacum officinale targeting JNK1.

1. Introduction

Type 2 diabetes mellitus (T2D) is a major metabolic syndrome of
insulin resistance or deficiency, resulting in abnormal blood glucose
levels [1]. Recent studies also associate ectopic lipid accumulation with
the progression of T2D. [2,3] According to the International Diabetes
Federation, around 536.6 million people had diabetes worldwide in
2021 [4]. This number is expected to rise by 20 % in 2030 and by 46 %
by 2045 [4]. The surge in T2D prevalence remains a universal public
health concern due to the high cost of care, the number of associated risk
factors and the increasing mortality rate [5]. It is estimated that over
470 million people will be prediabetic in 2030. Moreover, 5–10 % of
people with prediabetes progress to diabetes annually [5].

Several synthetic anti-diabetic agents with hypoglycemic activities

are available in the market. Examples include thiazolidinediones,
α-glucosidase inhibitors, sulfonylureas, biguanides, meglitinides,
glucagon-like peptide-1 receptor agonists, dipeptidyl peptidase-4 in-
hibitors and sodium-glucose transporter inhibitors [6]. However, most
of these drugs are reported to trigger several side effects [7] and T2D
patients on treatment are prone to develop chronic complications.
[8–10] Prolonged hyperglycemia results in the impairment of the
metabolism of electrolytes, fats, and carbohydrates. [11,12] These dia-
betic complications damage endothelial capillary cells and may nega-
tively impact the vascular system. [2,13] The harmful accumulation of
glucose in diabetic states mainly impacts the renal glomerulus, the
retina, and central and peripheral nervous systems [13]. There is an
urgent need to develop new anti-T2D drugs for long-term glucose
regulation and minimisation of side effects. The mechanism of T2D is
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linked to obesity since elevated levels of tumour necrosis factor-alpha
(TNF-α) from the adipose tissue decrease insulin sensitivity. [14,15]
Further, the elevation of systematic free fatty acids (FFA) in normal
humans or animals has been shown to induce insulin resistance, leading
to elevated hepatic glucose output. [16,17] It is widely accepted that
obesity-induced inflammatory response activation of protein kinases
such as IκB kinases and of JNKs govern the etiology of T2D. [18–20]
TNF-α and FFA are potent c-Jun N-terminal kinases (JNKs) activators
[21].

The first reports of JNKs belonging to the mitogen-activated protein
kinase (MAPK) subfamily date to 1994. [22,23] Activated JNKs regulate

cellular differentiation and trigger the phosphorylation of transcription
factors interlinked to apoptosis [24]. Moreover, JNKs govern the signal
transduction in response to a sequence of extra-cellular stimuli resulting
from pro-inflammatory cytokines or environmental stressors [25]. Due
to this, these kinases are negatively associated with the onset of various
diseases, including inflammation, cardiovascular diseases, diabetes
mellitus and cancer. [26,27] Three genes code for the biosynthesis of
JNKs, namely Jnk1, Jnk2 and Jnk3 [28]. Human chromosomes 10q11.22
and 5q35 secrete Jnk1 and Jnk2, resulting in broad tissue distribution of
these genes [29]. Contrary to Jnk1 and Jnk2, Jnk3 is expressed in human
chromosome 4q22.1-q23 localized in the brain, heart, and testes [29].
The messenger RNA transcripts alternatively splice the three encoding
genes (Jnk1, Jnk2 and Jnk3) into their respective JNK isoforms (JNK1
(4), JNK2 (4) and JNK3 (2)). [30–32] Isoform JNK3 has been investi-
gated as a target for neurogenerative disorders, and recent reports
suggest that the biological activities of JNK1 and JNK2 are opposing
[33]. JNK2 activity supports cell proliferation and invasiveness, while
JNK1 promotes apoptosis. [34,35]

Among the three possible isoforms, JNK1 (also called MAPK8) is
mostly associated with the ontogeny of obesity-induced insulin resis-
tance preceding T2D [36]. It has been reported that the JNK1 pathway
impedes insulin activity and hampers β cell action [37]. Hirosumi et. al.
[38] used two mice models to show that under diabetic conditions, the
JNK activity is abnormally high. Further, this study established that the
lack of JNK1 recovered insulin signalling ability, decreased adiposity
and improved insulin sensitivity [38]. Many studies point to the inhi-
bition of JNK1 as a promising route to new anti-T2D candidates by
protecting pancreatic β cells from inflammatory onset stimulation. [39,
40] Several pan and isoform-specific JNK inhibitors are in development,
but there has been no promising outcome to date. [33,41–44]

Due to their few side effects and multiple-target treatment, natural
products are plentiful drug discovery sources [45]. There has been an
increase in the interest of using natural phytoconstituents and nutra-
ceuticals to manage diseases [46]. Taraxacum officinale (T. officinale) is a
medicinal plant native to Europe and Asia but has naturalized in India,
North America, southern Africa, South America, New Zealand,
Australia, and Canada. [47,48] Root and aerial extracts of this plant are
reported in various literature to mitigate diverse metabolic syndromes
as they are rich in phytocompounds such as terpenes, phenolic acids and
flavonols [46]. Furthermore, T. officinale has many diverse uses, such as

Table 1
Physiochemical properties of 17 selected Taraxacum officinale bioactive com-
pounds along with standards.

PubChem
CID

Compound Molecular
formula

Molecular
weight/gmol-1

115250 Taraxasterol C30H500 426.7
689043 Caffeic acid C9H8O4 180.16
5280794 Stigmasterol C29H240 412.7
5281764 Chicoric acid C22H18012 474.4
95392279 Taraxinic acid 1′-O-β-D-

glucopyranoside
C21H28O9 424.4

101553163 Ixerin D C21H30O9 426.5
5280637 Cynaroside C21H20O11 448.4
5280343 Quercetin C15H1007 302.23
5281672 Myricetin C15H1008 318.23
132567 Curculigoside B C21H24011 452.4
6508 Quinic acid C7H1206 192.17
161496 Bruceine B C23H28O11 480.5
23669636 Sodium ferulate C10H9NaO4 216.17
525 Malic acid C4H6O5 134.09
5280569 Daphnetin C9H6O4 178.14
5318597 Isomangiferin C19H18O11 422.3
3233896 2-(4-Methoxyphenoxy)-8-

(thiophen-2-yl-methyl)
pteridin-7-one

C18H14N4O3S 366.4

4091 MetforminH+* C4H11N5 129.16
72700745 AX13587** C26H26FN502 459.5
1176 Urea# CN2H4O 60.03

* FDA approved antidiabetic drug
** native ligand
# prototype for nonlinear optical properties

Fig. 1. Best binding compounds (1) Myricetin (CID 5281672); (2) Quercetin (CID 5280343); (3) Daphnetin (CID 5280569); (4) Quinate (CID 1560034); (5) Malate
(CID 160434); and (6) MetforminH+ (CID 4091). NB: Quinic acid (CID 6508) and malic acid (CID 525) were deprotonated at pH 7 during ligand preparation into
their respective ions (4 and 5).
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culinary as food, medicine as a diuretic, and textile as a natural dye [49].
Commonly known as dandelion, T. officinale is listed as a ‘generally
recognized as safe’ substance by the US Food and Drug Administration
[46]. This plant is recognized in the British and Chinese Herbal Phar-
macopoeia, while in Germany, the roots are registered as a medicinal tea
[46]. The German Commission E monographs recommend a dosage of 3
– 4 g twice daily for roots or 10 – 15 drops of root tincture thrice daily
[46]. Furthermore, a dose of 4 -10 g or 2 – 5 mL tincture three times a
day is recommended for the leaf [46]. T. officinale has been studied and
applied in the mitigation of T2D. [46,49] Due to its anti-oxidative,
anti-inflammatory, and anti-hyperglycemic activities, dandelion serves
as a significant anti-diabetic plant [49].

Computational methods play a huge role in all the stages of drug
discovery. [50–52] The wide availability and impact of computational

methods may also mask the lack of state-of-the-art and sophisticated
techniques required for drug discovery [50]. There has been a growth in
the interest in computational screening of plant-based compounds for
drug development. [53,54] Diverse theoretical approaches have been
applied to discovering JNK1 inhibitors in recent years. [55–57] The
present investigation explored the role of dandelion extracts on JNK1.
We employed standard- and extra-precision (SP & XP) docking and
quantum mechanics polarized ligand docking (QPLD) followed by
Prime/MM-GBSA energetics. Absorption, distribution, metabolism,
excretion, and toxicity (ADMET) parameters, as well as density func-
tional theory (DFT), were also used to study the pharmacokinetics and
charge distribution of the ligands, respectively. Molecular dynamics
(MD) were applied to study the interaction kinetics and stability of
complexes of JNK1 and T. officinale phytocompounds.

The analysis revealed that phytocompounds were more stabilized for
binding JNK1 than the positive control metforminH+. Quercetin
emerges as the most promising candidate due to its superior binding
affinity, stability during simulations, optimal ADMET properties and
favourable nonbonding interaction DFT results. According to our
knowledge, this is the first comprehensive computational investigation

Table 2
Docking results in Glide gscores, docking score, Glide energy, hydrogen bond
interactions and Prime energies.

CID Glide SP docking

Glide
gscore
(kcal/
mol)

Docking
score
(kcal/
mol)

Summary of
interactions

Interacting
residues and
distance (Å)

MMGBSA
ΔG bind
(kcal/
mol)

5281672 -7.580 -7.542 6H bonds, 1π-
Sulfur, 8π-
Alkyl

Ile32/H2O
(2.47, 1.87),
Ile32(2.28),
Glu109 (1.91),
Ser34 (2.03),
Met111 (2.31),
Met108 (5.00),
Ala53 (3.52,
4.82), Val158
(4.49, 5.40),
Leu168 (4.72,
4.77, 5.08),
Val40 (4.46,
5.16)

-37.49

5280343 -7.673 -7.641 5H bonds, 2π-
Sulfur, 8π-
Alkyl

Ile32/H2O
(2.47, 1.76),
Ile32 (2.22),
Glu109 (1.80),
Met111 (2.31),
Met108 (5.03,
5.71), Ala53
(3.51, 4.82),
Val158 (4.52,
5.46), Leu168
(4.81, 511),
Val40 (4.40,
5.41)

-38.27

5280569 -7.252 -7.233 3H bonds, 1π-
σ, 2π-Sulfur,
5π-Alkyl

Lys55 (2.64),
Glu 109 (2.24),
Met111 (2.04),
Val158 (2.90),
Met108 (4.77,
5.31), Ala53
(3.77, 5.00),
Leu168 (4.08,
5.04), Val40
(4.48)

-42.13

1560034 -5.646 -5.646 6H bonds,
1Salt bridge,
1Charge-
Charge,
1Alky

Ser34 (1.71,
1.94), Lys55
(2.49), Ser155
(1.67), Asn156
(2.43, 2.81),
Lys55(3.62),
Arg69 (5.11),
Leu168 (4.57)

-12.02

160434 -4.200 -4.200 3H bonds Ile32/H2O
(2.08, 2.47),
Lys55 (2.51)

3.84

4091* -3.035 -2.668 2H bonds Ser34 (1.86),
Glu109 (2.00)

-10.72

* MetforminH+

Table 3
Docking results in Glide gscores, docking score, Glide energy, hydrogen bond
interactions and Prime energies.

CID Glide XP docking

Glide
gscore
(kcal/
mol)

Docking
score
(kcal/
mol)

Summary of
interactions

Interacting
residues and
distance (Å)

MMGBSA
ΔG bind
(kcal/mol)

5281672 -9.806 -9.769 3H bonds,
2π-Sulfur,
7π-Alkyl

Ile32/H2O
(1.75, 2.47),
Glu109 (1.91),
Met108 (4.84,
5.55), Ala53
(3.56, 5.12),
Val158 (4.64),
Leu168 (4.54,
4.92, 4.96),
Val40 (4.31)

-31.00

5280343 -9.390 -9.358 3H bonds,
1π-σ, 2π-
Sulfur, 7π-
Alkyl

Ile32/H2O
(1.89, 2.47),
Glu109 (1.66),
Val158 (2.92),
Met108 (5.15,
5.40), Ala53
(3.59, 4.83),
Lys55 (5.16),
Val158 (2.92),
Leu168 (4.58,
4.71, 5.11)

-40.88

5280569 -8.546 -8.527 2H bonds,
1π-σ, 2π-
Sulfur, 5π-
Alkyl

Ile32 (2.79),
Met111(1.74),
Val40 (2.92),
Met108 (4.75,
5.03), Ala53
(3.54, 4.89),
Val158 (4.57),
Leu168 (4.37,
4.89)

-39.77

1560034 -5.736 -5.735 5H bonds,
1Charge-
Charge

Gln37 (1.83),
Glu73 (1.97,
1.98, 2.14),
Asn156 (2.79),
Arg69 (5.01)

-9.37

160434 -3.884 -3.884 4H bonds Ile32/H2O
(1.81, 2.47),
Met111 (1.74,
2.10)

11.20

4091* -1.693 -1.325 4H bond,
1Charge-
Charge

Ile32/H2O
(2.38, 2.47),
Met111 (1.90,
2.24)

-17.07

* MetforminH+
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of T. officinale phytocompounds against JNK1.

2. Computational methodology

ADMET, docking, and MD studies were conducted in the Maestro
interface v 12.8 (Schrödinger Release 2022–1: Maestro, Schrödinger,
LLC, New York, NY, 2021). DFT was performed in the Gaussian 09
program [58] and NBO was analyzed in the NBO7 program [59]. Mul-
tiwfn [60], Gaussum [61], gnuplot [62] and UCA Fukui [63] were
employed for DFT postprocessing.

2.1. Ligand preparation

The 3D structure-data files of 17 T. officinale isolates [46,49] and all
other nonstandard residues (Table 1) were obtained from PubChem (htt
ps://pubchem.ncbi.nlm.nih.gov) [64]. FDA approved antidiabetic in-
hibitor metforminH+ was used as a reference drug. [65,66] AX13587
and urea were used as prototypes for docking procedure validation and
nonlinear optical property evaluation respectively. The LigPrep module
(Schrödinger Suites 2022–1: LigPrep; Schrödinger, LLC, New York, NY,
2021) was used for structural processing. The structures were energy
minimized and optimized employing the Optimized Potentials for Liquid
Simulations 4 (OPLS4) forcefield [67]. The Epik [68,69] (Schrödinger
Release 2022–1: Epik, Schrödinger, LLC, New York, NY, 2021) tool was
used to desalt the compounds and to generate low-energy ionization and
tautomeric states within the pH range of 7.0±1.0. All possible structural
conformers were considered, and the best three were generated for each
ligand. Hydrogen bonds were optimized through the prediction of the
pKa of ionizable groups employing PROPKA [70]. From the 17 input
ligands, LigPrep module generated a library of 29 compounds ready for
docking.

2.2. Receptor preparation

The crystal structure of JNK1 with PDB ID: 4L7F, complexed to a

small drug molecule AX13587 was retrieved from the RCSB database
(https://www.rcsb.org/) [71]. The chosen JNK1 monomeric receptor
was resolved through the x-ray diffraction method with a resolution of
1.96 Å. The protein was prepared in the Protein PreparationWizard [72]
(Schrödinger Release 2022–1: Protein Preparation Wizard; Epik,
Schrödinger, LLC, New York, NY, 2021; Impact, Schrödinger, LLC, New
York, NY; Prime, Schrödinger, LLC, New York, NY, 2021) tools of the
Schrödinger Maestro suite. In protein preparation, missing side- and
backbone chains and hydrogen atoms were added to the JNK1 system.
Missing heavy backbone atoms were manually added employing the 3D
system builder. Distant crystalline waters, measured beyond 5 Å from
heteroatomic groups, were removed from the protein structure.
Furthermore, parameterization such as bond length optimization, bond
order assignments, possible disulfide formation, protein terminal
capping, missing loops rectification and refinement were carried out.
The protonation and tautomeric states of charged amino acids such as
Glu, Asp and His were determined during refinement. Further, the
protonation states close to the physiological pH (7.5 ±1.0) of the
selected monomeric protein were achieved by the PROPKA [70] func-
tion. In the last step of protein preparation, the OPLS4 [67] forcefield
was employed to minimize the protein crystal. The minimization was
restrained until heavy atoms converged, with root mean square devia-
tion (RMSD) of 0.30 Å.

2.3. Grid generation

The Glide [73] (Schrödinger Release 2022–1: Glide, Schrödinger,
LLC, New York, NY, 2021) receptor grid generation panel was employed
to generate the receptor grid. The grid was created based on the centroid
of the co-crystalized ligand AX13587 with an outer box size of 40× 40×
40 Å3 and an inner box of 10× 10× 10 Å3 within the minimised protein.
Ligand size cut-off was adjusted to 30 Åwithin the coordinates x= -4.34,
y = 53.16, z = 4.68 based on the OPLS_2005 [74] atom typing without
any constraints imposed. The grid was generated with van der Waals
radii of receptor scaled by 1.0. The charge cut-off for polarity was set to

Fig. 2. Protein surface and charge analysis of (A) Pockets and crevices calculated in CASTp 3.0 (B) Hydrophobicity of the binding regions. (C) Charge distribution of
protein 4L7F.
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0.25, keeping the site, rotatable groups constraints and exclusion of
volumes at default options.

2.4. Forcefield-based molecular docking

A stepwise structure-based ligand docking was carried out using
Maestro’s Virtual Screening Workflow (VSW) utility tool. Two sequen-
tial docking protocols integrated into the Glide VSW were carried out:
standard precision (SP) and extra-precision (XP) modes. To the 29 li-
gands, a QikProp (Schrödinger Release 2022–1: QikProp; Schrödinger,
LLC, New York, NY, 2021) filter was run to eliminate compounds with
poor pharmacokinetics and violate Lipinski’s rule of five [75]. Glide
employs OPLS4 [67] forcefield parameterization for docking calcula-
tions. Although the SP mode predicts good ligand binding, the XP
scoring function filters out false positives with poor pharmacokinetics.
Of the 29 compounds filtered through QikProp, only 14 proceeded to the
SP docking mode, and only six of the best binding ligands passed
through to XP docking. Molecules with binding XP scores below that of
metforminH+ (-1.325 kcal/mol) were selected for further studies.

2.5. Quantum mechanics polarised ligand docking (QPLD) [76–78]

The six compounds that gave the best binding (Fig. 1) were subjected
to an enriched docking method of QPLD [76] analysis (Schrödinger
Release 2022–1: QM-Polarized Ligand Docking protocol; Glide,
Schrödinger, LLC, New York, NY, 2021; Jaguar, Schrödinger, LLC, New
York, NY, 2021; QSite, Schrödinger, LLC, New York, NY, 2021). In
QPLD, the quantum mechanical and molecular mechanical (QM/MM)
calculations are integrated. There are three steps involved in QPLD, the
normal Glide SP scoring is the first step. The second step entails
replacing ligand partial charges with the field of the protein for the
complex, followed by QM calculation to monitor the changes. The
B3LYP density functional theory and 6–31G**/LACVP*+ basis sets are
employed by default in QPLD. The QM region was estimated in the ac-
curacy level of ultrafine SCF (iacc =1, iac-scf = 2). In the final step of
QPLD, the ligands were redocked with the updated atomic charges
employing Glide XP and QPLD. The compounds are finally ranked on
calculated MMGBSA binding free energies of five generated poses per
QPLD redocking pose.

2.6. DFT

The stereo-electronic features of the top three binding phytocon-
stituents, along with metforminH+ as a standard, were predicted by DFT
calculations. The computations were carried out in the Gaussian 09
program [58]. The compounds were optimized using the Truhlar’s

Minnesota (M06–2X) functional [79], with the split valence triple ζ
6–311++G(d,p) basis set. The geometry optimizations were carried out
at 298.15 K in vacuum. Vibrational frequency calculations were per-
formed at the same level of theory to confirm the optimized geometries
as real minima without imaginary frequencies. Further, employing the
gas phase optimized structures, solvent phase minimizations were car-
ried out in the water (ε = 78.355) to observe the behaviour of these
compounds under solvation. The Polarizable Continuum Model (PCM)
water solvation system was employed for molecular processing. The
solvation energy was calculated using the universal SMD solvation
model.

2.7. Drug-likeness [80,81] prediction and ADMET profiling

The top six molecules (Fig. 1) selected based on QPLD scores were
subjected to drug metabolism and pharmacokinetic investigation. The
QikProp module (Schrödinger Release 2022–1: QikProp; Schrödinger,
LLC, New York, NY, 2021) in the Maestro interface was used to predict
the drug-like properties of the six ligands. Properties such as absorption,
distribution, metabolism, and excretion were calculated in the accurate
prediction mode. Hydrogen bond donor (HBD), hydrogen bond acceptor
(HBA), the predicted octanol-water partition coefficients (QPlogPo/w),
the van der Waals surface area of polar N and O atoms (PSA), predicted
human serum albumin binding (QPlogKhsa) and Lipinski’s rule of five
violations, were calculated. Further in this process, calculated central
nervous system activity (CNS), predicted IC50 value for HERG K+ ion
channels (HERG), predicted apparent Caco-2 cell permeability (CaCo),
Madin-Darby Canine Kidney (MDCK) cell line permeability, skin
permeability (log KP), aqueous solubility (log S) as well as % human oral
absorption, were estimated. The respective numbers of reactive func-
tional groups (#rtvFG) and of possible metabolic reactions were also
computed.

2.8. Molecular dynamics (MD) simulations

The minimized holo 4L7F complexes were prepared for molecular
dynamics using the system builder module of Maestro software. Des-
mond [82] software (Schrödinger Suites 2022–1: Desmond,
Schrödinger, LLC, New York, NY, 2021) was used to perform MD sim-
ulations employing the generated systems. The OPLS4 forcefield [67]
was employed to determine the ligand’s interactions with the receptor,
solvated with the simple point charged (TIP-3P) water model [83,84].
An orthorhombic water box modelled a 10 Å buffer region between the
atoms on the receptors and box sides. The box’s volume was minimized,
and the overall charge of the system was neutralized by adding either
Na+ or Cl- counter ions.

Table 4
Docking scores, glide energy and Prime energies of five bioactive plant components against 4L7F.

CID Glide QPLD

Glide gscore
(kcal/mol)

Docking score
(kcal/mol)

Summary of interactions Interacting residues MMGBSA ΔG
bind
(kcal/mol)

5280343 -10.464 -10.432 4H bonds, 1π-σ, 1π-Sulfur,
5π-Alkyl

Met111 (1.74, 185) Asn156 (1.75), Lys55 (2.28), Ile32 (2.77 Or 4.44)#, Met108
(5.43), Val40 (4.47), Met108 (5.43), Ala53 (4.47), Val158 (5.10), Leu168 (3.99,
4.54)

-44.65

5281672 -9.769 -9.732 5H bonds, 1Sulfur- X, 2π-σ,
2π-Sulfur, 3π-Alkyl

Ile32 (2.07), Gly35 (1.70), Gly38(2.29), Lys55 (2.45), As156 (1.75), Met108
(5.74, 5.87), Val40 (2.76, 2.86), Met108 (5.74, 5.87), Ala53 (5.40), Leu168
(4.45, 4.85)

-39.58

5280569 -7.136 -7.118 3H bonds, 1π-σ, 2π-Sulfur,
5π-Alkyl

Lys55 (2.64), Glu109 (2.25), Met111 (2.06), Val158 (2.90), Met108 (4.77, 5.30),
Val40 (4.48), Ala53 (3.77, 4.98), Leu168 (4.08, 5.04)

-35.62

1560034 -5.167 -5.166 3H bonds, 1Salt bridge,
1Charge-Charge

Arg69 (2.16), Glu73 (2.10, 2.34), Lys55 (3.63), Lys55 (5.10) -6.57

160434 1.954 1.954 3H bonds Ile32/H2o (1.93, 2.47) Met111 (2.51) 0.33
4091* -2.417 -2.050 1H bond Met111 (1.95) -18.88

# Conformation dependent
* MetforminH+
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The steepest descent (SD) and limited memory Broyden-Fletcher-
Goldfarb-Shanno (LBFGS) algorithms, with a maximum of 2000 itera-
tions, were executed for the minimisation and stepwise system relaxa-
tion. The salt concentration of the systemwas adjusted to 0.15MNaCl to
mimic the biological salinity using the S-OPLS forcefield. The temper-
ature was kept constant at 300 Kelvin using the Nose–Hoover thermostat
method [85]. The pressure was constant at 1.01325 bar through the

Martyna–Tobias–Klein barostat set to 2.0 ps relaxation time in isotropic
coupling style. The simulations were performed using the
isothermal-isobaric (NPT) ensemble by considering the number of
atoms, pressure, and the simulation time at 100 nanoseconds. Particle
mesh Ewald method (PME) was used to evaluate long-range coulombic
interactions with a cut-off of 9 Å. The captured frames of simulation
trajectories were saved and recorded at every 100 ps interval. The

Fig. 3. (A) Docking scores for forcefield and QM/MM protocols and (B) Comparison of MMGBSA for docked complexes.

Fig. 4. SP docking 2D Ligand interaction of (A) Myricetin (1, CID 5281672); (B) Quercetin (2, CID 5280343); (C) Daphnetin (3, CID 5280569) and (D) MetforminH+

(6, CID 4091) against 4L7F.
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trajectories from MD simulations were further analysed according to
RMSD, RMSF, protein contacts and ligand contacts in the simulation
interactions diagram module.

2.9. Ligand binding free energy analysis through MMGBSA

Molecular mechanics with generalised Born surface area solvation
(MM-GBSA) of the relative free energy of the selected six ligands were
carried in the Prime [86] MM-GBSA module (Schrödinger Release
2022–1: Prime; Schrödinger, LLC, New York, NY, 2021). Further in the
study, the thermal_mmgbsa.py script from the Primemodule was used to
split Desmond MD trajectories into individual snapshots for the ΔG
binding analysis. The Prime binding energies and ligand strain are
calculated employing the S-OPLS forcefield [74] in the Glide pose
viewer file. Prime combines the surface generalized Born solvationmode
for polar (GSGB) and non-polar (GNP) solvation models, as well as
molecular mechanics energies (EMM) that compile various nonpolar
solvent accessible surface area and van der Waals. The free energy
changes brought by ligand binding is estimated according to the equa-
tion [87]:

ΔGbind = Gcomplex −
[
Gprotein +Gligand

]

G = EMM+ GSGB+ GNP

where, Gcomplex indicates the free energy of the protein-ligand complex,
Gprotein and Gligand denote the minimised energy values of protein and
ligand, respectively.

2.10. Pharmacophore hypothesis

The top three QPLD-screened active molecules were employed as the
basis for generating the theoretical phase of the pharmacophore. The
Phase [88] application of Schrödinger was used to generate pharma-
cophore sites from the MMGBSA post-processing poses. Up to five
pharmacophoric features as vectors of chemical attributes were gener-
ated per pose. The retained features include hydrogen-bond donor (D)
and acceptor (A), rings (R) representing aromatic regions, negative
ionisable (N), and positive ionizable(P).

3. Results and discussion

3.1. Forcefield molecular docking

In this study, we employed Glide [73] standard precision (SP) and
extra precision (XP) sampling methods to investigate the binding af-
finities of ligands derived from T. officinale against JNK1. The results
ranked in two scoring functions (docking score and Glide Gscore) are

Fig. 5. XP docking 2D Ligand interaction of (A) Myricetin (1, CID 5281672); (B) Quercetin (2, CID 5280343); (C) Daphnetin (3, CID 5280569) and (D) MetforminH+

(6, CID 4091) against 4L7F.
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summarized in Tables 2 and 3. From the 19 input ligands, Ligprep
generated a library of 29 different protomers and tautomers docked in
the SP mode. To evaluate the validity of the docking procedure, native
ligand redocking was performed. The co-crystalized ligand was isolated
before docking and further redocked in the active site and the RMSD of
the two poses was calculated. The calculated superimposition RMSDwas
0.2334 Å, well below the 2 Å threshold for natural state estimation [89].
Subsequently, all the compounds retained in the SP scoring algorithms
were redocked in the XP paradigm. The docking scores ranged from
-7.641 (myricetin) to -2.668 kcal/mol (metforminH+) in SP to -9.769
(myricetin) and -1.325 kcal/mol (metforminH+) in XP. The summary of
the forcefield-based docking is displayed in Tables 2 and 3.

In both the SP and XP protocols, myricetin, quercetin, and daphnetin
interacted strongly with JNK1 compared to metforminH+. In SP (Fig. 4),
myricetin showed six polar hydrogen bonds with residues Ile32/H2O
(2.47, 1.87 Å), Ile32(2.28 Å), Glu109 (1.91 Å), Ser34 (2.03 Å) and
Met111 (2.31 Å). One π-sulfur interaction with Met108 (5.00 Å) and
eight π-alkyl with residues Ala53 (3.52, 4.82 Å), Val158 (4.49, 5.40 Å),
Leu168 (4.72, 4.77, 5.08 Å) and Val40 (4.46, 5.16 Å) (Fig. S3). In the XP
mode (Fig. 5), three hydrogen bonds were observed between myricetin
and Ile32/H2O (1.75, 2.47 Å) as well as with Glu109 (1.91 Å). Two
π-sulfur interactions with Met108 (4.84, 5.55 Å) and seven π-alkyl in-
teractions with amino acids Ala53 (3.56, 5.12 Å), Val158 (4.64 Å),
Leu168 (4.54, 4.92, 4.96 Å) and Val40 (4.31 Å) were also observed
(Fig. S4). In SP, quercetin interacted through five hydrogen bonds with

residues Ile32/H2O (2.47, 1.76 Å), Ile32 (2.22 Å), Glu109 (1.80 Å) and
Met111 (2.31 Å). Further in the SP mode, quercetin showed two π-sulfur
interactions with Met108 (5.03, 5.71 Å) and seven π-alkyl interactions
with Ala53 (3.59, 4.83 Å), Lys55 (5.16 Å), Val158 (2.92 Å) and Leu168
(4.58, 4.71, 5.11 Å). In XP, there were three hydrogen bonds between
quercetin and amino acids Ile32/H2O (1.89, 2.47 Å) and Glu109 (1.66
Å). Further, one π-σ interaction was observed with Val158 (2.92 Å)
while seven noncovalent π-alkyl interactions were formed with residues
Ala53 (3.59, 4.83 Å), Lys55 (5.16 Å), Val158 (2.92 Å) and Leu168 (4.58,
4.71, 5.11 Å).

For daphnetin in SP, there was a total of three polar hydrogen bonds
with residues Lys55 (2.64 Å), Glu109 (2.24 Å) andMet111 (2.04 Å). One
π-σ interaction with Val158 (2.90 Å), two π-sulfur interactions with
Met108 (4.77, 5.31 Å) and five π-alkyl interactions with residues Ala53
(3.77, 5.00 Å), Leu168 (4.08, 5.04 Å) and Val40 (4.48 Å). Furthermore,
in XP, daphnetin showed two hydrogen bonds with residues Ile32 (2.79
Å) and Met111(1.74 Å). One π-σ was observed with Val40 (2.92 Å) and
five π-alkyl hydrophobic interactions formed with amino acids Ala53
(3.54, 4.89 Å), Val158 (4.57 Å) and Leu168 (4.37, 4.89 Å). Contrary to
the phytocompounds, the metforminH+ tautomer showed the least
number of interactions in both SP and XP. Two hydrogen bonds with
amino acids Ser34 (1.86 Å) and Asn156 (2.00Å) were observed in SP for
metforminH+. Only residues Ile32/H2O (2.38, 2.47 Å) and Met111
(1.90, 2.24 Å) interacted with metforminH+ in the XP mode.

The top three T. officinale compounds (1, 2 and 3) possess a potential

Fig. 6. QPLD 2D Ligand interaction of (A) Myricetin (1, CID 5281672); (B) Quercetin (2, CID 5280343); (C) Daphnetin (3, CID 5280569) and (D) MetforminH+ (6,
CID 4091) against 4L7F.
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for inducing a modulatory response in JNK1, as they all show in-
teractions with the gatekeeper residue Met108. This amino acid is in the
adenosine triphosphate (ATP)-binding pocket and is known to control
the selectivity of the receptor kinase [90]. Fig. 2 shows the ATP-binding
cleft in the centre of the bi-lobal (C- and N-termini) domain architecture
of JNK1. The ATP-binding site consists of the entirety of the active site
residues. The occupancy of the ATP-binding site has been experimen-
tally shown to modulate the affinity of JNKs to its upstream activators,
such as MAPK kinases (MKK4 and/ MKK7) and JNK-interacting proteins
[91]. The active site residues belonging to the ATP-binding pocket that
were found to interact with JNK1 include Ile32, Ser34, Met111, Met108
and Glu109. Residue Leu168 resides in the activation loop of JNK1 and
belongs to the active site. Amino acids Val40 and Ala53 constitute the
hydrophobic adenine-binding pocket. Hydrogen bonds were also
observed with Lys55, another residue that blocks the ATP-binding site,
thereby dysregulating JNK1 activity. The interaction of the studied li-
gands extends to all the biologically pertinent regions of JNK1, such as
the ATP-binding site, the kinase interaction motif, the active site, the
polypeptide substrate binding site, and the activation loop.

3.2. QPLD

While the accuracy of molecular mechanics-based forcefields in
nonstandard residue parameterization is practical, protein environ-
ments induce charge polarization. Considering the role of charge po-
larization by placing ab initio partial charges on ligands has been shown

to improve docking accuracy [76]. The QPLD scores for the five best
docking compounds and protonated metforminH+ are shown in Table 4.
Among these, myricetin, quercetin and daphnetin had the best QPLD
scores of -44.65, -39.58 and -35.62, respectively, compared to -18.88
kcal/mol for the standard metforminH+. In all the systems, there was an
enhancement in binding, as shown by the enriched binding scores and
lower binding energies (Fig. 3A). The comparison of Glide Gscores and
docking MMGBSA obtained from XP and QPLD are shown in Fig. 3B. The
full decomposition of docking MMGBSA energetics is shown in Table S2.
There is a good agreement between the XP and QPLD-derived MMGBSA
energies. To further investigate the improved docking accuracy and
enrichment by QPLD, the native ligand was redocked. We calculated the
difference between the most common structure alignment RMSDs of the
redocked and crystallized versions of the native ligand (Table S1). The
alignment (Fig. S2) RMSD for XP was 0.281 and 0.160 Å for QPLD. The
threshold for good docking is assumed to be <2 Å [89]. From the
alignment of RMSDs, it can be inferred that the native ligand reasonably
assumed the natural state in both XP and QPLD. However, the QPLD
protocol presented a better natural state pose. Employing quantum
mechanical partial charges in determining the bound ligand’s confor-
mation enhances the docking accuracy of polar protein systems [77].

There were two distinct hydrogen bonding patterns for polar neutral
and for charged ions. While the hydrophobic moieties interacted in the
vicinity of the same hydrophobic pocket (Figs. S5 and S7). The charged
functional groups were redefined in QPLD. Chung et. al. [92] studied the
forcefield and QM-based charge typing on the carboxylate ion in Glide

Fig. 7. Residues in QPLD docked pose interactions of (A) Myricetin (1, CID 5281672); (B) Quercetin (2, CID 5280343); (C) Daphnetin (3, CID 5280569) and (D)
MetforminH+ (6, CID 4091) against 4L7F.
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XP and in QPLD. They found that the OPLS forcefield symmetrically
charged the two carboxylate oxygens to -0.8e. From QM/MM calcula-
tion the charges of the two oxygens were ordered unequally to -0.95 and
-0.76e, yielding distinct hydrogen bonding arrangements [92]. This
observation was consistent with our results, the OPLS forcefield
configured all four charges of the malate ion (4) carboxylate oxygens to
-0.8e. The QM/MM differentiated these charges to -0.759 and -0.789e
for the α carboxylate and -0.775 to -0.770e for the β carboxylate. A
similar observation was made for the quinate ion (5) oxygen charges.
While the OPLS forcefield symmetrical charged the two carboxylate
oxygens to -0.8e in Glide, the QM charges were -0.732 and -0.713e in
QPLD.

To study the hydrophilic nature of the binding site we followed the
hydrogen dependence of the T. officinale best three compounds. While
only eight total hydrogen bonds are observed for XP docking (Table 3),
there were 12 hydrogen bonds in QPLD (Table 4, Fig. 6–8) with residues
Asn114, Ile32, Ser34, Met111, Asp112, Glu109, Gly38 and Glu73. The
non-hydrogen bonding interactions remained the same (Fig. S5). This is
consistent with the previous reports that show that QPLD improves Glide
XP poses through accurate charge placements. The explicit catalytic
water within 5 Å was found to have a critical role in ligand binding the
ligand as observed for residue Ile32/H2O complexes (Fig. 4). This is
consistent with the crystal structure of the native ligand (AX13587)
complexed to PDB:4L7F where water was found to form a complex with
Asn156.

3.3. DFT

The electronic properties, chemical stability, and reactivity of the
three best phytoconstituents and metforminH+ (1, 2, 3 and 6) were
estimated through frontier molecular orbitals (FMOs) analysis. The
optimized structures of 1, 2, 3 and 6 are shown in Fig. 9. FMOs such as

the highest and lowest occupied molecular orbitals (HOMO and LUMO)
indicate the possible nucleophilic and electrophilic attack sites within
the ligand, respectively. The chemical reactivity descriptor data is pre-
sented in Table 5, and the FMO contour surfaces are presented in Figs. 10
and 11. The energy band gap, ΔEgap is the difference of LUMO and
HOMO energies (EL and EH) correspondingly. The stability and reac-
tivity of a small molecule is inversely proportional to the band gap.
Molecules with smaller band gaps are more reactive and are probable to
react with polar macromolecules such as DNA or enzymatic proteins.

All three phytoconstituents showed a slight decrease in ΔEgap from
gas to aqueous phases. The solvated ΔEgap represents the extrinsic en-
ergy requirements for electron charge transfer to the first excited state
stabilized by hydrogen bonding. Stabilization due to solvation increases
EH while lowering EL which lowers ΔEgap and provides semiconductor
solutions. The ΔEgap is the energy required to move an electron from the
valence band to the conduction band. A decrease in solvated ΔEgap in-
dicates that these compounds are more reactive in water and are stable
in the gas phase. This was the opposite for metforminH+, the increase in
ΔEgap for metforminH+ could be attributed to the positive electric field
of the metforminH+ solution due to the tautomer charge at pH above 7.

The relationship between a material’s ΔEgap in various solvation
media depends on the electric field of the resultant solution if the par-
ticle size remains constant. In the phytocompounds, myricetin and
quercetin showed lower values in ΔEgap, with the latter having the
lowest value (5.919 eV). All the studied top three phytocompounds (1, 2
and 3), showed insulator properties with ΔEgap > 4 eV [93]. Both
myricetin and quercetin are flavonols (Fig. S1) with a high degree of
maximum common structure. It is noted, however, that the hydroxyl at
the C6’ position of the pyrogallol moiety is significant for the charge
transfer of myricetin. The pyrogallol is substituted with a catechol
moiety in quercetin, which lacks this hydroxyl group. The ΔEgap for the
compounds was also studied as the number of electron states that can

Fig. 8. QPLD Docked ligands of (A) Myricetin (1, CID 5281672); (B) Quercetin (2, CID 5280343); (C) Daphnetin (3, CID 5280569) and (D) MetforminH+ (6, CID
4091) in 4L7F cavity.
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coexist at a specific Fermi level, referred to as the density of states (DOS)
[94]. DOS is calculated as the number of electron states per unit of en-
ergy. The HOMO/LUMO energy gap can be visualized in DOS spectra in
Fig. 12.

Electronegativity (χ) is a quantity introduced by Linus Pauling as the
power of an atom or atom groups to accept electrons [95]. Mulliken
quantified χ as the average of the chemical potential (I) and the electron
affinity (A) [96]. Molecules with larger electron affinities and ionization
potentials are said to be more electronegative. In both the gas phase and
in water solvation, the phytoconstituents showed larger electronega-
tivities compared to metforminH+ (Table 5). The descending order of
electronegativities in water solvation was daphnetin > myricetin >

quercetin > metforminH+. The reduced electron cloud improves the
electron distribution of daphnetin due to the lack of the activated phenyl

moieties present in the two flavonols (1 and 2), resulting in high
electronegativity.

Global hardness (η) describes the molecule’s ability to resist charge
transfer. Therefore, molecules with larger η are chemically stable. The
maximum hardness principle (MPH) specifies a positive correlation
between stability and hardness at a constant potential [97]. Half the
inverse of η is the chemical softness (σ) described as the molecule’s
proneness to charge transfer. Both η and σ are used to quantify chemical
stability and reactivity respectively. Among the phytocompounds,
daphnetin had the highest η (3.27 eV) and lowest σ (0.15 eV-1) in water.
Inversely, quercetin displayed the lowest η (2.96 eV) and highest σ (0.17
eV-1) under solvation. It can then be inferred that quercetin is the softest
molecule, most reactive and less prone to charge transfer. Daphnetin
was calculated to be a harder and less reactive ligand. There was a slight

Fig. 9. Optimized structures of (A) Myricetin (CID 2518672), (B) Quercetin (CID 5280343), (C) Daphnetin (CID 5280569) and (D) MetforminH+, in PCM water
solvent (ε = 78.355) at M06–2X/6–311++G(d,p) level of theory.

Table 5
Quantum chemical properties of best ligands optimized in M06–2X density functional with 6–311++G(d,p) basis set.

CID (phase) EH
(eV)

EL
(eV)

ΔEgap
(eV)

χ
(eV)

μ
(eV)

η
(eV)

σ
(eV-1)

ω
(eV)

ν
(eV-1)

I
(eV)

A
(eV)

ETot
(Hatrees)

5281672 (g) -7.433 -1.156 6.277 4.295 -4.295 3.138 0.1593 2.938 0.3403 10.92 1.156 -1179.316
5281672 (w) -7.451 -1.284 6.168 4.367 -4.367 3.084 0.1621 3.093 0.3234 6.689 1.284 -1179.341
5280343 (g) -6.990 -1.070 5.920 4.030 -4.030 2.960 0.1689 2.743 0.3646 6.990 1.070 -1104.085
5280343 (w) -7.182 -1.263 5.919 4.222 -4.222 2.959 0.1690 3.012 0.3320 7.182 1.263 -1104.12
5280569 (g) -7.765 -1.062 6.704 4.414 -4.414 3.352 0.1492 2.906 0.3441 7.765 1.062 -647.4
5280569 (w) -7.696 -1.164 6.532 4.430 -4.430 3.266 0.1531 3.005 0.3328 7.696 1.164 -647.419
4091* (g) -12.61 -3.736 8.870 8.171 -8.171 4.435 0.1127 7.527 0.1329 12.61 3.736 -433.162
4091* (w) -8.950 -2.629 6.321 5.789 -5.789 3.161 0.1582 5.302 0.1886 8.950 2.629 -433.238

* MetforminH+, (g) gas-phase, (w) water-solvation, ETot = total energy
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change of η and σ under solvation. This minute shift suggests that sol-
vation has less influence on the hardness and softness of the studied
compounds at this level of theory.

The average sum of EL and EH gives the chemical potential µ,
quantifying the energy a molecule gives off upon reaction. This value
relates to the change in energy resulting from varying electron density
and is also evaluated as minus electronegativity [98]. The µ values for
the extracts ranged from -4.2 to -4.4 eV in water. The range was -4.0 to
-4.4 eV in the gas phase, further confirming the higher reactivities of
these compounds under solvation.

Global electrophilicity index (ω) and nucleophilicity index (ν) are
chemical descriptors that quantify a molecule’s stability when reduced
or oxidized, respectively. There was a slight increase in the electrophi-
licity index for all the neutral molecules in water compared to the gas
phase. Under solvation, all the isolates have roughly similar ω of 3.0 eV
and ν of 0.3 eV-1. This shows that these compounds are strongly nucle-
ophilic (ω > 1.5 eV) [93] and slightly electrophilic in water.

The electrophilicity index measures the electrophilic power of an
atom or a molecule towards a nucleophile; large indices represent higher
reactivity as an electrophile. Of all the global descriptors (η, σ and µ), ω is
considered the most significant in predicting the reactivity of molecules
[99]. As a result of the positive formal charge on protonated
metforminH+, the gas-phase ω is highest (7.53 eV) due to increases in
intrinsic electrophilicity. However, under solvation, since the hydrogen
bonding stabilizes the charge, solvated metforminH+ shows a reduced ω
(5.30 eV).

The energy requirements for a molecule to lose an electron is

quantified as ionization potential (I). MetforminH+ displayed the
highest value of I in the gas phase. This I estimates the energy of the
second ionization of metforminH+. As a cation in gas-phase,
metforminH+ has the least efficiency for HOMO hole injection as the
positively charged molecules are exposed to each other. This is not the
case in water, where hydrogen bonding stabilizes the charge. All the
neutral compounds displayed a lower I value than metforminH+ except
for myricetin at the gas phase. In water, myricetin exhibited the lowest
value of I (6.689 eV).

The value of solvated I is related to nucleophilicity. Solvated I is
directly proportional to the thermodynamic oxidation potential of any
chemical species, and a positive value indicates spontaneity [100]. The
energy released during reduction is estimated as electron affinity A and
is directly proportional to the thermodynamic reduction potential. The
value of A partially estimates the electrophilicity of a chemical entity
[100]. In water, myricetin showed a relatively higher A value (1.28 eV),
which also confirms the significance of hydroxyl of the pyrogallol in
charger transfer and reactivity.

3.3.1. Fukui indices and charge population
Fukui indices were used to investigate the reactivity of the optimized

top-hit compounds (1, 2 and 3) and metforminH+(6). The optimized
parameters, such as coordinates, bond angles and bond lengths, are
presented in Tables S4, S7, S10 and S13. Fukui indices (f-, f0, f+ and f(2))
are used to estimate the local susceptibilities of molecules upon global
perturbation. Three energy calculations were performed for each com-
pound at different charge states and corresponding multiplicities to

Fig. 10. HOMO-LUMO of (A) Myricetin (1, CID 5281672) and (B) Quercetin (2, CID 5280343) at M06–2X/6–311++G(d,p) in PCM water solvent (ε = 78.355).
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account for the charge density relaxation due to molecular charge
changes. The charge states refer to the neutral, cationic and anionic
states (N0, N-1 and N+1). The full Fukui indices and natural population
analysis list is presented in Tables S8, S11 and S14. Population analysis
and Fukui indices are used to estimate sites of chemical reactivity. Re-
gions with negative charges are known to be susceptible to electrophilic
attacks. Larger values of f+ indicate electrophilic regions, while larger f-

values relate to nucleophilicity. Fig. 13 shows the alignment of the f+

and charge distribution, which estimate the atomic electrophilicity of
molecules.

For myricetin (Fig. 13A), charge analysis of the optimized structure
showed that all the protons bear positive charges. The hydroxylic pro-
tons (H24, H26, H28, H30, H32 and H33) possessed the highest values of
positive charge compared to those bonded to carbons (H25, H27, H29
and H31). H24 shows a more positive charge among the hydroxylic
protons, suggesting a possible charge transfer at this position. Carbons
generally represented electron-deficient regions, except for carbon
nuclei in electron-dense environments (C3, C8, C15 and C16). All car-
bons were positively charged except for electron-rich carbons, which
were all negatively charged. Carbons C10 and C12 represent regions of
highest electrophilicity. All types of oxygen (hydroxylic, carbonyl and
ether) were negatively charged in myricetin. The order of charge is
carbonyl (O13) > hydroxyl (O1, O5, 014, O18, O21 and O23)> ether
(O9).

In quercetin (Fig. 13B), all the protons are positively charged with
hydroxyl protons (H23, H25, H27, H29 and H30) having higher charges
than carbon-bonded hydrogens (H24, H26, H28, H31 and H32). Among
the hydroxylic protons, H27 showed a possible charge stabilization. Two
patterns of carbon charges were observed. In electron-deficient regions
where carbons are directly bonded to oxygens, the charge of carbon is
positive and negative, whereas carbons are bonded to hydrogens
instead. Among the electron-deficient carbons, nuclei C10 and C12 were
the most electrophilic. The oxygens of quercin were all negatively
charged; the carbonyl oxygen (O13) was the most electrophilic and bore
the least charge. The ether oxygen (O9) bears the highest charge among
all oxygens and is more electrophilic than all hydroxyl oxygens.

The protons in daphnetin (Fig. 13C) were all positively charged.
Hydroxylic protons (H14 and H15) recorded the highest values of pos-
itive charges compared to carbon-bound hydrogens (H16, H17, H18 and
H19). Carbons directly bonded to electronegative heteroatoms, and
those in negative resonance regions (C2, C3, C8, C9 and C11) were all
positively charged. The electron-rich carbon atoms (C5, C6, C7, and
C10) were all negatively charged. Nuclei C3, C6, C9, C10, C11, O12 and
O13 were the most electrophilic.

In metforminH+ (Fig. 13D) all the protons bonded to nitrogen (H16,
H17, H18, H19 and H20) were more positive than the carbon-bonded
protons (H10, H11, H12, H13, H14 and H15). The carbons of
metforminH+ in electron-poor environments (C8 and C9) were highly

Fig. 11. HOMO-LUMO of (C) Daphnetin (3, CID 5280569) and (D) MetforminH+ (6, CID 4091) at M06–2X/6–311++G(d,p) in PCM water solvent (ε = 78.355).
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Fig. 12. Density of states spectra of (A) Myricetin (CID 2518672), (B) Quercetin (CID 5280343), (C) Daphnetin (CID 5280569) and (D) MetforminH+, in PCM water
solvent (ε = 78.355) at M06–2X/6–311++G(d,p) level of theory.
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positively charged. Carbons bonded to fewer nitrogens (C6 and C7) were
less positively charged than carbon nuclei in electron-deficient regions
(C8 and C9). Atoms N5, H19 and H20 were most susceptible to nucle-
ophilic attacks.

3.3.2. MESP
The 3D molecular electrostatic potential (MESP), V(r) at a point a to

r, in a molecular system with nuclear charges ZA located at RA with an
electron density ρ(r), are computed with the equation [101]:

V(r) = mathop
∑N

A=1

ZA

|r RA|
−

∫
(rʹ)d3rʹ

|r rʹ|

N is the total nuclei count, and the two terms represent the bare
nuclear potential and the contributions due to electrons. The MESP of
the optimized structures was studied to reveal electron-rich and
electron-deficient regions. MESP regions of electrophilicity are shown in
blue, and the red sites represent areas of nucleophilicity. Fig. 14 shows
that the electrons were concentrated around electronegative hetero-
atoms, while hydrogens were regions of positive ESP.

3.3.3. Local reactivity descriptors
The changes in molecular electron density due to charge addition or

removal were calculated as Fukui functions. Positive Fukui functions
(f+) correspond to charge addition, and negative Fukui functions (f-)
account for charge removal. In the generated surfaces, the green regions
are positive, and the blue regions are negative. The positive f+ indicates
electrophilicity or a region of electron gain during nucleophilic attack.
Fig. 15 shows the distribution of electrophilic regions in myricetin,
quercetin, daphnetin and metforminH+. The negative f- indicates
nucleophilic regions or centres where electrons are lost when a molecule
undergoes an electrophilic attack. Fig. 16 shows the various nucleophilic
regions in myricetin, quercetin, daphnetin and metforminH+. It can be
established that the phytocompounds have pronounced nucleophilic
character (blue regions). This suggests that these compounds are mostly
reductants under electronic perturbation, making them applicable as
antioxidants. The antioxidant nature of the isolates in contrast to
metforminH+ was also confirmed by calculating radical Fukui functions

(f0), as shown in Fig. S13.
Local systems can also be studied with dual descriptors f(2). In this

study, two methods were employed in calculating f(2) contours: the spin
state estimation and the full electron density calculation. In the former,
two states are considered (N+1 and N-1); in the latter, three states are
considered (N0, N+1 and N-1). The f(2) simultaneously displays areas of
nucleophilicity and electrophilicity upon charge disturbance Fig. 17.
From our findings, for neutral ground state compounds, there is no
quantitative difference between the spin state estimation and the total
electron density generated f(2) Fig. 17 and Fig. S14.

3.3.4. Nonlinear optical properties
Most organic compounds with conjugated π systems respond non-

linearly to electromagnetic wave perturbation [102]. The consequential
nonlinear optical effects can be described in terms of the dipole moment
(μD), mean polarizability (α), anisotropy of polarizability (Δα) and the
static first-order hyperpolarizability (β) according to [103]:

〈μD〉 = sqrtμ2Dx + μ2Dy + μ2Dz

〈α〉 = fracαxx +αyy + αzz3

Δα = sqrt
[(

αxx − αyy
)2

+
(
αyy − αzz

)2
+ (αzz − αxx)

2]

2

〈β〉 = sqrtβ2x + β2y + β2z

where;

βx = βxxx + βxyy + βxzz, βy = βyyy + βyzz + βyxx, βz = βzzz + βzxx + βzyy

The calculated optoelectronic properties are shown in Table 6. The
prototype for calculating hyperpolarizabilities is urea (β = 0.45 x 10–30

± 0.12 x 10–30 esu) [104]). The three top T. officinale compounds
showed good NLO responses with larger μD values ranging from 5.466 –
10.82 Debye. Polarizability estimates electron distribution in molecules
and is a system’s important structural and orientation determination
feature [105]. Compared to urea, the first-order hyperpolarizability (β)

Fig. 13. Fukui indices and MK ESP population analysis of (A) Myricetin (1, CID 5281672); (B) Quercetin (2, CID 5280343); (C) Daphnetin (3, CID 5280569) and (D)
MetforminH+ (6, CID 4091) at M06–2X/6–311++G(d,p) in PCM water.

S.C. Sosibo et al. Chemical Physics Impact 9 (2024) 100757 

15 



computed was well over a factor of 103 for the phytocompounds at this
level of theory. It can be deduced that these molecules possess a good
potential as materials with nonlinear optical properties.

3.3.5. Natural bonding orbitals (NBO) analysis
NBO analysis is one approach for determining conjugation and

charge transfer within a molecule. In NBO analysis, the data pertaining
to filled and empty natural orbitals based on the Lewis structure of
molecules is used to investigate intra and intermolecular interactions.
The stabilization of the filled (donor) and empty (acceptor) orbitals can
be computed as the second-order perturbation energies according to:

E2i→ j∗ = − nσ

〈
σi

⃒
⃒
⃒F̂
⃒
⃒
⃒σ∗

j

〉2

εj∗ − εi
= − nσ

F2ij
εj∗ − εi

where the Fock matrix element between natural bonds i and j is given by
〈

σi

⃒
⃒
⃒F̂
⃒
⃒
⃒σ∗

j

〉
or F2ij . Higher E2 denotes pronounced interaction and stabili-

zation between the donor and acceptor orbitals in this approach [94].
Table 7 summarises the NBO analysis of prominent charge transfers,
electron density delocalization and hybridization disturbance energies
of the studied molecules at M06-2X/6–311++G(d,p). For myricetin,
similar charge transfer regimes were observed in the gas phase and
under solvation. The maximum gas stabilization energy (51.68 kcal/-
mol) was observed for η2 O1 → π* C2 – C3 charge transfer. Transfers π C4
– C6 → π* C7 – C8, η2 O5 → π* C4 – C6 and π C2 – C3 → π* C4 – C6 displayed
perturbation energies of 44.07, 43.35 and 43.30 kcal/mol respectively.

It is interesting to note that similar charge characteristics are observed in
the water and the gas phase. However, under solvation, the stabilization
is slightly lower with η2 O1 → π* C2 – C3, π C4 – C6 → π* C7 – C8, η2 O5 →
π* C4 – C6 recording stabilization energies of 48.12, 44.71 and 44.01
kcal/mol respectively. Further, in water solvation, unlike in gas, the η2
O9 → π* C7 – C8 was found to have a stabilization energy of 41.79
kcal/mol.

In quercetin, four major charge transfers were recorded for η2 O1 →
π* C2 – C3, η2 O9 → π* C7 – C8, π C4 – C6 → π* C7 – C8 and η2 O5 → π* C4 –
C6 with stabilization energies of 47.03, 43.33, 43.06 and 41.75 kcal/
mol. Similar transfers were observed in water in the order of η2 O1 → π*
C2, π C4 – C6 → π* C7 – C8, η2 O9 → π* C7 – C8 and η2 O5 → π* C4 – C6 with
energies of 45.47, 44.48, 43.02 and 42.77 kcal/mol respectively. In the
gas phase, daphnetin showed major charge transfers involving η2 O12 →
π* C11 –O13, η2 O13 → π* C11 –O12, η2 O13 → π* C7 – C8 and η2 O1 → π* C2
– C3 with stabilization energies of 46.37, 44.50, 39.69 and 39.25 kcal/
mol. These transfers were also major contributors in water solvation at
the order of η2 O13 → π* C11 – O12, η2 O12 → π* C11 –O13, η2 O1 → π* C2 –
C3 and η2 O13 → π* C7 – C8 with stabilization energies of 50.63, 45.25,
37.32 and 37.07 kcal/mol respectively. In metforminH+, the gas phase
major transfers were observed for η1 N3 → π* N1 – C8, η1 N4 → π* N2 – C9,
η1 N5 → π* N2 – C9 and σN2 – C9 → π* N1 – C8 with energies 95.45, 92.09,
80.84 and 46.25 kcal/mol respectively. In water a similar trend was
observed for η1 N3 → π* N1 – C8, η1 N4 → π* N2 – C9 and η1 N5 → π* N2 –
C9 with energies of 97.98, 92.37 and 91.05 kcal/mol. In solvated
metforminH+ the fourth highest energy transfer stems from π N2 – C9→
π* N1 – C8 with an energy of 45.41 kcal/mol. The extended NBO analysis

Fig. 14. MESP of (A) Myricetin (1, CID 5281672); (B) Quercetin (2, CID 5280343); (C) Daphnetin (3, CID 5280569) and (D) MetforminH+ (6, CID 4091) in PCM
water solvent (ε = 78.355) at M06–2X/6–311++G(d,p) level of theory.
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under solvation at a threshold of 10 kcal/mol can be found in Tables S6,
S9, S12 and S15.

3.3.6. QTAIM and NCI plot analyses
Bader’s quantum theory of atoms in molecules (QTAIM) and non-

covalent interactions (NCI) [94] have been employed to understand
the nature of intramolecular bonding of the phytocompounds [106].
AIM is a tool for investigating interactions in real-space functions such as
the total electron density at bond critical points (BCPs). In Bader’s
method, intra and intermolecular hydrogen bonds can be studied by
topological parameters comprising the bond energy Eint = V(r)/2, the
Lagrangian kinetic energy G(r), the potential energy density V(r),
electron density ρ(r), Laplacian of electron density ∇2ρ(r) and the
Hamiltonian kinetic energy H(r) = G(r) + V(r) [79]. The Laplacian
∇2ρ(r) and electron density ρ(r) govern the interaction type. The
hydrogen bond can fall into three categories: (1) weak hydrogen bond,
where ∇2ρ(r) > 0 and H(r) > 0; (2) moderate hydrogen bond, ∇2ρ(r) >
0 and H(r) < 0; and (3) strong hydrogen bond,∇2ρ(r) < 0 and H(r) < 0.
The critical points are depicted in Fig. 18. Here, three possible crucial
points can be observed: the ring (RCP), the bond (BCP) and the reaction
type (RCP). The positioning of the bond’s critical point reveals the po-
larity of the bonds. BCPs are found near donor atoms in polar bonds and
are in the centre of nonpolar bonds. This information yields insights into
the possible reaction sites within a molecule and intramolecular stabi-
lizing effects. The topological parameters for intramolecular hydrogen
bonds observed in myricetin and quercetin are summarized in Table 8.
Non bonded BCPs (34 and 41), and RCPs (38, 44, 51, 58 and 61) are
observed for myricetin, while quercetin displayed BCPs (67, 72, and 74)
and RCPs (45, 49, 58, 63, 71 and 73). Daphnetin shows resolved RCPs
(29 and 31) while only bonded BPCs (σ s-sp, σ sp-sp and π p-p) are

observed in MetforminH+. It should be noted however, that the absence
of nonbonding interaction in AIM does not rule out its existence.

To further visually investigate the strength of nonbonding interac-
tion NCI is used. NCI is combined with reduced density gradient (RDG)
analysis for visualization of molecular interactions. RDG relies on elec-
tron density and its derivatives to efficiently distinguish noncovalent
interactions such as van der Waals, stearic repulsion and hydrogen
bonds. The RDG values are computed according to:

RDG(r) = frac12
(
3π2

)1
3 |∇ρ(r)|

ρ(r)
4
3

Low-density gradient analysis confirms weak interaction sites, while
strong interactions are identified at high-density gradient. RDG plots
employ low-gradient peak density as an indicator of interaction
strength. This analysis distinguishes interaction types as the product of
the second eigenvalues (λ2) and electron density ρ. Bound (λ2 < 0) and
noncoupling (λ2 > 0) interactions can be distinguished according to the
parameter sign λ2. In this analysis, high value densities (ρ > 0) with
negative λ2 signifies strong attractive interactions such as hydrogen
bonds. Large positive λ2 at high density (ρ > 0) mark the areas of strong
repulsive forces such as stearic hinderance. Weak interaction such as the
van der Waals are observed at near zero values (λ2 ≈ 0, ρ ≈ 0). The NCI
and RDG plots of the studied compounds are shown in Figs. 19 and 20.

3.3.7. ELF and LOL analysis
Electron density can be investigated through electron localizing

function (ELF) [94], a tool for quantitative analysis of electron behavior.
We employed electron localizing function to investigate the intra-
molecular bonding of the studied compounds. The ELF diagrams of the
phytocompounds are shown in Figs. 21 and 22. In the ELF 2D mapping,

Fig. 15. Positive Fukui functions (f+) for (A) Myricetin (1, CID 5281672); (B) Quercetin (2, CID 5280343); (C) Daphnetin (3, CID 5280569) and (D) MetforminH+ (6,
CID 4091) in PCM water solvent (ε = 78.355) at M06–2X/6–311++G(d,p) level of theory.
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electrons are shown as hue relative to electron density. Low electron
density ρ(r) ≈ 0 is shown as blue and high electron density ρ(r) = 1.0 as
red. Electrons in core orbitals are shown as red circles within cyclic blue
areas, this marks nuclei with filled core orbitals and delocalized valence
electrons. The blue circles around the red nuclei denote the absence of
valence electrons in atomic orbitals. The red hue in between the nuclei
indicates the electrons in molecular orbitals. This information can also
be read in the accompanying 3D ELF plot as a potential energy surface.
In 3D ELF, resolved nuclei are pointy tips within deep wells, the height
signifies the high electrostatic potential due to core electron. The well
surrounding the pointy tips denote the absence of electrons in valence
atomic orbitals hence low electrostatic potential energy. Molecular or-
bitals are depicted as hilltops denoting the high electrostatic potential.

To further investigate the electronic structure of the phyto-
compounds the localized orbital locator (LOL) method was employed.
Localized orbital locator uses the same electron density mapping as ELF
however in the former, electron density can be mapped on the electro-
static energy surface to yield insights on the atomic and molecular or-
bitals. The localized orbital locator maps are shown in Figs. 21 and 22. In
LOL, electron density ranges from ρ(r) = 0 (blue) to ρ(r) = 0.8 (red),
while upper ρ(r)> 0.8 and lower ρ(r)< 0 outliers of electron density are
shown as white and black regions, respectively. Notably, the valence
electrons are delocalized away from the nuclei (blue circles) and are
localized in molecular orbitals (red shades). White areas within
centralized molecular orbitals found between heavy atoms -CC-, -CO-
and/ -CO (σ sp-sp and/ π p-p) denote high electron density (ρ(r) > 0.8)
molecular orbitals. However, white spheres near hydrogen in -CH and
-OH bonds (σ s-sp) denote the 1s orbital penetration. From this, it can be
noted that in polar hydrogen orbitals -OH (σ s-sp) are less penetrated

than the nonpolar -CH (σ s-sp), denoting the probable higher reactivity/
acidity of polar and activated hydrogens in the phytocompounds. The
full atom numbering for LOL analysis is according to Fig. S12.

3.4. Drug-likeness and ADMET prediction [81,107]

Computational drug-likeness studies [81] are important in drug
discovery as they eliminate leads with poor pharmacokinetics early in
the process. Drug candidates must display optimum activity and least
toxicity. We used metforminH+ as a positive control to compare the
drug-likeness potentials of T. officinale compounds. Absorption, distri-
bution, metabolism, and excretion descriptors were measured in refer-
ence to metforminH+ as the most prescribed anti-T2D worldwide [108].
Tables 9 and 10 show the summarized drug metabolism and pharma-
cokinetic data for the studied phytocompounds. The negatively charged
conjugate quinate ion (from quinic acid, CID: 6508) showed the highest
soluble hydrogen acceptance of 7.85. The least soluble hydrogen
acceptance was observed for the positively charged metforminH+

tautomer. This observation is attributed to these ions’ formal charge and
ability to attract or repel a proton in solution. Myricetin showed the
highest number of hydrogen bonds a solute can accept in water, making
it the most nucleophilic phytoconstituent. All the studied compounds
showed soluble hydrogen donor-acceptor within the acceptable ranges.

The predicted octanol/water partition coefficient (QPlogPo/w) and
polar surface area (PSA) are important limits for the preliminary esti-
mation of biological activity. The QPlogPo/w was in the optimal range
for all six compounds. The optimum values accepted for PSA are be-
tween 7 and 200. All the calculated PSA values were within this range,
and myricetin showed the highest polarity and, hence, the least

Fig. 16. Negative Fukui functions (f-) for (A) Myricetin (1, CID 5281672); (B) Quercetin (2, CID 5280343); (C) Daphnetin (3, CID 5280569) and (D) MetforminH+ (6,
CID 4091) at M06–2X/6–311++G(d,p) level of theory in PCM water solvent (ε = 78.355).
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lipophilicity. Daphnetin displayed the highest percentage of human oral
absorption, followed by the metforminH+ tautomer, quercetin, quinic
ion, malic ion and myricetin. The acceptable range of predicted binding
to human serum albumin (QPlogKhsa) bounds from -1.5 to 1.5. In our
system, the QPlogKhsa values were between -1.252 to -0.364. The drug-
likeness was estimated according to Lipinski’s rule of 5 (Ro5); except for
myricetin, all the compounds did not violate the rule.

Myricetin violated one Ro5 as the number of hydroxyls is greater
than five. Among all the six compounds, daphnetin and the
metforminH+ protomer showed the highest predicted central nervous
system activity of -1. The computed IC50 for HERG ion channels was
above -5 for all the compounds, with daphnetin showing the highest
probability for ion channel blocking. The passive diffusion or active
transport mechanisms of the apparent Caco-2 cell permeability and the
Madin-Darby Canine Kidney (MDCK) cell line were studied. Daphnetin
showed the best Caco-2 as well as the highest MDCK value. Caco-2

predicts human intestinal permeability, while MDCK models the
blood-brain barrier passage. The skin permeability (log Kp) and aqueous
solubility (log S) were within the acceptable ranges, rendering all the
compounds permeable through the skin and soluble in water. Except for
daphnetin, which had a calculated number of reactive functional groups
(#rtvFG) of one, all the studied had zero #rtvFG. The value of rtvFG
predicts the steps a molecule will take to reach the target site after
entering the bloodstream. All the molecules were predicted to undergo
metabolic reactions within the acceptable range (1 - 8).

3.5. MD

The stability and flexibility of the macromolecular scaffolds was
studied through molecular dynamics (MD) simulations. The simulations
of the four complex systems were studied in environments simulating
physiological conditions (pH = 7.4, CNaCl = 0.15 M).

3.5.1. RMSD
The root mean square displacement (RSMD) calculation of the

backbone atoms was used to assess the structural and dynamic proper-
ties of the protein-ligand complexes. The dynamics were carried out for
100 ns simulation time. RMSD measures the mean distance between the
backbone atoms of the complex according to:

RMSDX =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

1
N

∑N

i=1
(δ)2

√
√
√
√

where N is the sum of atoms calculated, and δ represents the distance of

Fig. 17. Electron density dual descriptor functions (f(2)) for (A) Myricetin (1, CID 5281672); (B) Quercetin (2, CID 5280343); (C) Daphnetin (3, CID 5280569) and
(D) MetforminH+ (6, CID 4091) at M06–2X/6–311++G(d,p) level of theory in PCM water solvent (ε = 78.355).

Table 6
Non-linear optical properties and solvation energies at M06–2X 6–311++G(d,p)
in PCM.

CID α
(10–23

esu)

Δα
(10–24

esu)

β
(10 -28

esu)

μD
(Debye)

Solvation
energy
(kcal/mol)

5281672 4.32 30.3 5.27 12.43 -26.04
5280343 4.36 36.3 1.82 4.905 -25.24
5280569 2.42 21.2 3.06 10.57 -15.81
4091* 1.64 6.00 0.147 2.42 -77.42

* MetforminH+
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pairs of common atoms. The four systems were stable and showed
convergence around 40ns. Myricetin showed the lowest RMSD
throughout the simulation, with pre-convergence average RMSD (0 – 40
ns) and equilibrium RMSD (>40 ns) of 2.356 and 2.321 Å. The protein
RMSD fluctuations are shown in Fig. 23A. Generally, protein systems
with larger ligands (JNK1_myricetin and JNK1_quercetin) displayed
reduced complex RMSD of 2.34 and 2.87 Å, respectively. Correspond-
ingly, smaller ligand-containing complexes recorded the highest values
of protein RMSD of 3.02 and 2.88 Å for JNK1_daphnetin and
JNK1_metforminH+. This observation suggests that larger ligands bring
the protein to a near-crystal state due to their extended reach within the
binding pocket. The ligand RMSDs were computed and plotted in
Fig. 23B to investigate this further. It was observed that smaller ligands
exhibited the highest values of RMSD compared to sized ligands. Larger
ligands (myricetin and quercetin) showed the lowest average RMSDs of
3.04 and 2.79 Å. Daphnetin and metforminH+ recorded higher values of
3.54 and 8.11 Å. It was further noted that there were two defined
equilibrium states for daphnetin RMSD (S1 and S2), while metforminH+

showed the most volatile moving average. The average RMSD of the first
equilibrium state of daphnetin (S1) was 2.66 Å and extended from 0 –
40, 77 – 88 and 94 – 100 ns. An RMSD of 4.93 Å was obtained for the
second state (S2), which was measured between intervals of 44 – 76 and
89 – 93 ns, Fig. 23B. The size of the compounds was deduced to be the
most determining factor of the ligand mobility within the protein.
Smaller ligands (daphnetin and metforminH+) recorded higher flexi-
bilities than larger phytocompounds (quercetin and myricetin).

3.5.2. RMSF
Root mean square fluctuations (RMSF) equate the flexibility of the

ligand-protein complexes as a function of each standard residue. RMSF
is a useful feature for the characterization of the local dynamics within
the protein according to:

RMSFi =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

1
T
∑N

t=1

〈(
rʹi(t) − ri

(
tref

))2〉

√
√
√
√

where the trajectory over time is given by T, and tref is the starting time.
The positions of the residues and atoms in residue i after mapping on the
reference are given by ri and ri’, respectively. RMSF was used to estimate
the thermodynamic stabilities of the different systems. Larger RMSF
values indicate regions of higher flexibility, while lower values indicate
stable or constrained regions. As shown in Fig. 23C, the apo-protein
showed the highest fluctuation range at the flexible regions (0.447 –
9.867 Å) compared to all holo-proteins. Fig. 24 shows how the ligand
contacts and structured protein regions relate to the RMSF. It was noted
that the secondary structures (α helices and β strands) and regions of
ligand contact remained rigid during simulation time relative to the
unstructured fragments. The β turn residues Ala17, Met181, His186,
Ser329, and Lys340 in all the systems showed the highest flexibilities.
Moreover, the C-terminal residues from Thr369 also showed the highest
RMSF. There was a good agreement between the experimental Debye-
Waller temperature factors (B-factor) and RMSF. B-factors mapped on
RMSF have been used to estimate the flexible regions of a protein [109].
Bornot et al. reported a Pearson correlation 0.29 for raw RMSF and
B-factor [110]. The calculated RMSF and B-factor Pearson’s correlations
for apoprotein were 0.23, 0.29, 0.33, 0.48 and 0.56 for myricetin,
quercetin, daphnetin and metforminH+ bound JNK1 systems, respec-
tively. B-factors are obtained from X-ray diffractions and assume
isotropic harmonic probability distribution of motions while MD con-
siders the anharmonicity and anisotropic nature of atoms [111]. This
difference in considerations of atom motions, X-ray refinement and
resolution accounts for the differences in B-factors and RMSF of the
flexible regions [112].

3.5.3. Protein interactions
To further understand and refine the binding nature of ligand-protein

Table 7
NBO analysis of phytocompounds at M06-2X/6–311++G(d,p).

CID(phase) Donor(i) ED(i) Acceptor(j) ED(j) E2 (kcal/mol) Ej-Ei (a.u.) F(i,j) (a.u.)

5281672(g) η2 (O1) 1.8300 π* C2-C3 0.3422 51.68 0.44 0.134
π C4-C6 1.6860 π* C7-C8 0.4581 44.07 0.35 0.110
η2 (O5) 1.9755 π* C4-C6 0.4068 43.35 0.45 0.125
π C2-C3 1.676 π* C4-C6 0.4068 43.30 0.34 0.109

5281672(w) η2 (O1) 1.8446 π* C2-C3 0.3374 48.12 0.44 0.130
π C4-C6 1.6756 π* C7-C8 0.4636 44.71 0.34 0.110
η2 (O5) 1.8673 π* C4-C6 0.3882 44.01 0.45 0.126
η2 (O9) 1.7636 π* C7-C8 0.4636 41.79 0.45 0.123

5280343(g) η2 (O1) 1.8588 π* C2-C3 0.3626 47.03 0.44 0.129
η2 (O9) 1.7749 π* C7-C8 0.4493 43.33 0.45 0.125
π C4-C6 1.6790 π* C7-C8 0.4493 43.06 0.35 0.109
η2 (O5) 1.8727 π* C4-C6 0.3725 41.75 0.46 0.124

5280343 (w) η2 (O1) 1.8606 π* C2-C3 0.3469 45.47 0.45 0.128
π C4-C6 1.6711 π* C7-C8 0.4605 44.48 0.34 0.110
η2 (O9) 1.7728 π* C7-C8 0.4605 43.02 0.45 0.124
η2 (O5) 1.8678 π* C4-C6 0.3761 42.77 0.45 0.124

5280569(g) η2 (O12) 1.8428 σ* C11-O13 0.1141 46.37 0.72 0.163
η2 (O13) 1.7580 π* C11-O12 0.2453 44.50 0.47 0.129
η2 (O13) 1.7580 π* C7-C8 0.4550 39.69 0.44 0.118
η2 (O1) 1.8795 π* C2-C3 0.4123 39.25 0.44 0.117

5280569 (w) η2 (O13) 1.7556 π* C11-O12 0.2892 50.63 0.45 0.092
η2 (O12) 1.8564 σ* C11-O13 0.1081 45.25 0.74 0.083
η2 (O1) 1.8860 π* C2-C3 0.4172 37.32 0.44 0.098
η2 (O13) 1.7556 π* C7-C8 0.4684 37.07 0.45 0.084

4091(g) η1 (N3) 1.7249 π* N1-C8 0.5020 95.45 0.31 0.155
η1 (N4) 1.7357 π* N2-C9 0.4782 92.09 0.34 0.158
η1 (N5) 1.7648 π* N2-C9 0.4782 80.84 0.36 0.151
σ N2-C9 1.8305 π* N1-C8 0.5020 46.25 0.36 0.115

4091(w) η1 (N3) 1.7184 π* N1-C8 0.4976 97.98 0.31 0.156
η1 (N4) 1.7400 π* N2-C9 0.4921 92.37 0.34 0.157
η1 (N5) 1.7433 π* N2-C9 0.4921 91.05 0.34 0.157
π N2-C9 1.8326 π* N1-C8 0.4976 45.41 0.36 0.114
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interactions we analyzed the trajectories for protein interactions
through the simulation period Fig. 25. The myricetin JNK1 complex
showed four types of interactions in the order of water bridges >

hydrogen bonds > hydrophobic interactions and ionic bonding. Resi-
dues Ile32, Gln37 and Ser155 exhibited all four types of interactions
with myricetin, while Ser155 revealed all but hydrophobic interactions.
Residues Met111, Asn114, Asn156 and Asp169 displayed hydrogen
bonding and water bridges with myricetin. Amino acids Lys55 and
Glu109 showed only water bridges, and hydrophobic interactions
occurred between myricetin and Val40, Ala53, Leu110, Val158 and
Leu168.

Quercetin-JNK1 complex demonstrated four types of interactions in
the order of water bridges > hydrogen bonds > hydrophobic in-
teractions and ionic bonding. Residues Ile32 showed water bridges,
hydrogen bonds and hydrophobic interactions. Amino acids Ser34,
Met111 and Asn114 presented water bridges and hydrogen bonds, while
Lys55 showed water bridges, hydrogen bonds and ionic bonding. Pure
water bridges were observed for residues Glu73 and Glu109, while
Val40, Leu110, Val158 and Asp169 demonstrated hydrophobic
interactions.

Daphnetin did not show any ionic bonding; the bonding order was
water bridges > hydrogen bonds > hydrophobic interactions. Residues
Met111 and Asn114 showed a combination of hydrogen bonding and
water bridges. Gly33 showed pure hydrogen bonding, while Ile32
showed a combination of water bridges and hydrophobic interactions.
Hydrophobic interactions were observed with residues Val40, Ala53,
Leu110, Val158 and Leu168. MetforminH+ showed the most varied in-
teractions as it showed the highest mobility through the protein. The
order of MetforminH+ binding was water bridges > hydrogen bonds >
hydrophobic interactions and ionic bonding.

3.5.4. Ligand interactions
The ligand contact summary was analyzed to gain insights into the

ligand atoms with the highest contact time during the simulation. Fig. 26
shows how the interactions lasted throughout the simulation. Myricetin
showed the longest duration of hydrophilic interactions with residue
Met111 for 82 % of the simulation time. This was followed by Asn114
for 40 % and Ile32, Asp169 with maximum contact above 30 %. Quer-
cetin was bound to Met111 and Glu109 for 83 and 75 % of the simu-
lation time, respectively. Residues Gly38, Lys55, Ile32 and Asn114 also

Fig. 18. Bond critical points in (A) Myricetin (1, CID 5281672); (B) Quercetin (2, CID 5280343); (C) Daphnetin (3, CID 5280569) and (D) MetforminH+ (6, CID
4091) at M06–2X/6–311++G(d,p) level of theory in PCM water solvent (ε = 78.355).

Table 8
Hydrogen bond topological properties, Laplacian density (∇2ρ in a.u.) and charge density (ρ in a.u.).

CID BCP # BCP G(r) V(r) H(r) ∇2ρ(r) ρ(r) EHB(kcal/mol)

5281672 34 O1-H24…O13 0.0381 -0.0416 -0.00352 0.138 0.0429 -13.058
5280343 74 O14-H27…O13 0.0261 -0.0237 0.00232 0.114 0.0272 -7.445
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Fig. 19. NCI and RDG plots of (A) Myricetin (1, CID 5281672) and (B) Quercetin (2, CID 5280343) at M06–2X/6–311++G(d,p) in PCM water solvent (ε = 78.355).
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Fig. 20. NCI and RDG plots of (A) Daphnetin (3, CID 5280569) and (B) MetforminH+ (6, CID 4091) at M06–2X/6–311++G(d,p) in PCM water solvent (ε = 78.355).
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Fig. 21. ELF and LOL of (A) Myricetin (1, CID 5281672) and (B) Quercetin (2, CID 5280343) at M06–2X/6–311++G(d,p) in PCM water solvent (ε = 78.355).
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Fig. 22. ELF and LOL of (A) Daphnetin (3, CID 5280569) and (B) MetforminH+ (6, CID 4091) at M06–2X/6–311++G(d,p) in PCM water solvent (ε = 78.355).

Table 9
ADMET properties of selected best binding ligands.

CID Hydrogen Bond Donora Hydrogen Bond Acceptorb QPlogPo/wc PSAd Percent Human Oral Absorptione QPlogKhsaf Rule of Fiveg

5281672 5 6 -0.279 163.527 27.575 -0.489 1
5280343 4 5.25 0.35 136.815 53.465 -0.364 0
5280569 2 4 0.145 83.801 70.366 -0.59 0
6508 5 7.85 -1.234 127.272 39.183 -0.986 0
525 2 4.7 -0.452 117.401 33.695 -1.252 0
4091* 5 3.5 -0.678 90.865 66.324 -0.917 0

* MetforminH+

a Estimated hydrogen bonds solute can donate to water in solution, range [0.0 – 6.0]
b Estimated hydrogen bonds a solute can accept from water in a solution, accepted values [2.0 – 20.0]
c Predicted octanol/water partition coefficient. [-2.0 – 6.5]
d The van der Waals surface area of polar nitrogen and oxygen atoms, [7.0 – 200.0]
e Predicted human oral absorption, [0 to 100]
f Prediction of binding to human serum albumin, [-1.5 – 1.5]
g Number of violations of Lipinski’s rule of five, [maximum of 4]
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showed stable interactions between 18 – 27 % for quercetin-bound
JNK1. Daphnetin showed two binding patterns during the simulation
with Met111. The donor hydrogen bond lasted 82 %, and the acceptor
lasted 42 % of the simulation. The donor-only bonding results in higher
RMSF and corresponds to S2 (Fig. 23B), while the coexistence of both
bonds yields lower RMSF and agrees with S1. MetforminH+was not held
in the JNK1 interface and was seen to percolate the entire protein
(Fig. 27). This was due to the hydrophobicity of the pocket, the net
charge of +1 (Fig. 2B and Fig. 2C), and the fact that metforminH+ is
delivered through ion channels.

3.6. MMGBSA

The stability of the complexes during the MD simulation was inves-
tigated through the computation of MMGBSA (ΔGbind). [113,114] The

“thermal_MMGBSA.py” decomposed ΔGbind for MD is shown in
Table 11. From the MD results it can be noted that quercetin showed the
lowest binding energy (-38.8 kcal/mol), followed by daphnetin (-36.58
kcal/mol) and myricetin (-34.99 kcal/mol). The binding energy shows
that the contributions due to van der Waals energy were higher for
quercetin and daphnetin. The van der Waals energy is related to the
dipole moment of the hydrophobic residues. This shows that the hy-
drophobic interactions may be crucial in the binding. Quercetin also
showed the highest electrostatic and hydrogen bonding energy contri-
butions which links these energies to stable binding within the binding
site. These results agree well with the docking estimated energies for the
different systems as shown in Fig. 23D.

The “breakdown_MMGBSA_by_residue.py” script was also employed
to analyse free energy decomposition per residue. This analysis yields
insights into the nature of protein-ligand contacts within the complex.

Table 10
Further ADMET properties of selected best binding ligands.

CID CNS
activity
[a]

HERG
blockage (log
IC50)[b]

Apparent Caco-2
permeability (nm/s)
[c]

Apparent MDCK
permeability (nm/s)
[d]

Skin permeability
(log Kp) [e]

Aqueous
solubility (log
S) [f]

Number of reactive
functional groups
[g]

Number of likely
metabolic
reactions [h]

5281672 -2 -4.970 7.088 2.350 -6.365 -4.011 0 6
5280343 -2 -4.760 23.293 8.502 -5.362 -4.043 0 5
5280569 -1 -3.657 239.064 105.341 -3.817 -1.967 1 2
6508 -2 -0.705 12.227 5.388 -5.533 -0.695 0 4
525 -2 1.12 3.351 1.691 -5.563 -0.545 0 2
4091* -1 -2.853 264.126 117.327 -6.221 -0.649 0 3

* MetforminH+

[a] Calculated central nervous system activity, range [-2 (inactive) to +2 (active)]
[b] Computed IC50 value for HERG K+ ion channels, concerning below -5
[c] Predicted apparent Caco-2 cell permeability [<25 poor, >500 great]
[d] Madin-Darby Canine Kidney (MDCK) cell line models the blood-brain barrier (<25 poor; >500 great)
[e] Calculated skin permeability, range [-8.0 to -1.0]
[f] Predicted aqueous solubility in mol dm-3 [-6.5 to 0.5]
[g] Number of reactive functional groups ranges from 0 to 2
[h] Number of likely metabolic reactions, varies between 1 and 8 for 95 % of known drugs

Fig. 23. (A)Protein RMSD, (B) Ligand RMSD, (C) Protein RMSF and (D) MMGBSA energies for selected complexes of T. officinale extracts against 4L7F.
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Fig. 24. RMSF and per atom data for (A) Myricetin (1, CID 5281672); (B) Quercetin (2, CID 5280343); (C) Daphnetin (3, CID 5280569) and (D) MetforminH+ (6,
CID 4091).

Fig. 25. Per residue interactions in (A) Myricetin (1, CID 5281672); (B) Quercetin (2, CID 5280343); (C) Daphnetin (3, CID 5280569) and (D) MetforminH+ (6,
CID 4091).
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Fig. 26. Molecular interactions during MD for (A) Myricetin (1, CID 5281672); (B) Quercetin (2, CID 5280343); (C) Daphnetin (3, CID 5280569) and (D)
MetforminH+ (6, CID 4091).
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For phytocompounds, a snapshot was extracted every 50 ps from the last
40 ns of MD. For metforminH+, a snapshot was taken for every 10 ps for
the last 10 ns of MD. Amino acids with high unfavourable contacts are
characterized by high positive energy [115]. In contrast, residues with
significant contacts exhibit negative values. For the plant extracts,
amino acids Ile32, Lys55, and Met111 are hotspot residues for ligand
binding (Fig. S15). These functional residues agree with the docking as
well as MD data.

3.7. Pharmacophore analysis

The pharmacophore model was generated in the Phase module
employing poses of the top three active compounds. A total of 69 poses
generated in the MMGBSA postprocessing of QPLD were used for the
calculation. A total of 25 actives were detected. A five-point model was
created to match at least 25 % of the actives. The hypothesis feature
range was set between four and seven, with a preference for five. The
phase hypo formula was employed as a scoring function. Fig. 28A shows
the model consisting of three hydrogen-bond acceptors (A1, A3 and A5),

a hydrogen bond donor (D9), and two aromatic rings (R13 and R14).
Fig. 28B depicts the most compatible model, including the template
ligand.

4. Conclusion

Computational techniques such as docking, DFT, MD, pharmaco-
phore modelling and ADMET studies have been used to gain insights
into the role of T. officinale in JNK1. The results point to quercetin,
myricetin and daphnetin as potential JNK1 inhibitors. QPLD docking
revealed that quercetin bound tightly to JNK1 (-10.432 kcal/mol).
Pharmacophore modelling also suggested quercetin as the most active
compound. Quercetin also showed the lowest band gap (5.919 eV)
among the rest of the ligands. In ADMET, quercetin did not violate any of
Lipinski’s rules of five, and in general, all the lead phytocompounds
showed toxicity values within the acceptable ranges. By binding with
pertinent residues such as the gatekeeper residue Met108, the
T. officinale compounds can interfere with JNK1 activity, thereby dys-
regulating its bioactivities. Furthermore, compounds myricetin (ΔGBIND

Fig. 27. MetforminH+ migration during MD.

Table 11
Computed MMGBSA energies for the JNK1 system during MD.

CID Binding free energy(kcal/mol) (MMGBSA)

ΔGBind ΔGCoulomb ΔGCovalent ΔGHbond ΔGLipo ΔGSolvGB ΔGvdW

5281672 -38.81 -18.44 1.672 -2.395 -6.636 24.47 -33.64
5280343 -34.99 -13.45 0.750 -1.512 -5.518 19.34 -32.97
5280569 -36.58 -13.04 0.4574 -1.185 -10.08 10.10 -23.24
4091* -10.09 -24.12 0.463 -1.390 -1.207 18.90 -8.530
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= -38.81), daphnetin (ΔGBIND = -36.58), and quercetin (ΔGBIND =

-34.99 kcal/mol) formed stable complexes during MD simulation.
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