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SUMMARY

Damage ranges in ion-implanted crystalline metals have been found to
lie significantly deeper than the ranges predicted by the stopping theory for
ions in amorphous materials. This phenomenon is especially significant in fec
crystals and occurs to a lesser extent in bcc metals. Three mechanisms have
been proposed to explain these unexpectedly deep damage ranges:  the
channeling of implanted ions, thermal migration of radiation-induced
interstitials, as well as a stress field propagation of defects which initially lie
within the range predicted by the LSS theory.

In order to obtain some insight into the relevance of these three
possible mechanisms it is necessary to study as many possible variables which
might influence both the range distribution as well as the level of radia—
tion-induced damage. This study investigates the temperature dependence of
the damage.

Single crystals of fcc copper, nickel and platinum, as well as the bcc
metal alpha-iron, were implanted off-axially at various temperatures (ranging
from 77K to 573K) with 150 keV argon ions using similar dose rates and
fluences. Rutherford backscattering of 1-2 MeV alpha particles was used to
obtain dechanneling spectra which provided information as to the extent and
level of the radiation damage.
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In previous studies the deep damage ranges have generally been found
to increase gradually with implantation temperature. While this investigation
discerned a similar trend for iron, no definite temperature dependence of the
radiation damage ranges in nickel and copper could be established due to
large standard deviations in experimental data. The damage range in
platinum was unexpectedly found to decrease with implantation temperature.
Especially in the case of platinum, but also possibly in the other three
metals, the level of radiation damage in all the samples was found to
decrease with implantation temperature.

Due to the very large differences observed in the relative damage
ranges of the various metals, thermal migration of interstitials is not expected
to be the main cause of the unexpectedly deep damage ranges because the
migration energies in these solids are quite similar. The large differences in
relative damage range may however be incorporated within a stress field
defect propagation model. Such a model would also explain the fact that the
experimentally obtained damage range in iron does not significantly differ
from the LSS range of Ar* ions in this metal: Because the slip planes in bcc
metals are less densely packed than in fcc metals, the Peierls force opposing
glide along these slip planes is greater in bcc metals. Within a thermal
spike-induced stress field model a gradual increase in radiation damage range
with temperature is considered reasonable due to the decrease in Peierls force
with increase in ambient crystal temperature. An increase in damage range
with temperature can also be expected due to decreased crowdion trajectories
resulting in a greater amount of displacement collisions occurring within the
collision cascade region. This would lead to an intensification of the thermal
spike and subsequently greater thermal expansion, causing defects to be
propagated deeper into the crystal the greater the implantation temperature.
‘The decrease in damage levels with temperature that was observed in all the
samples investigated can also be explained within the stress field defect
propagation model.

Due to the fact that insufficient Ar* ions are expected to penetrate via
channeling to depths corresponding to the observed radiation damage ranges
(especially for off-axial implantation) channeling is not expected to play a
major role in the production of deep damage. This was confirmed by the
fact that iron, which has a relative damage range of about 1, was calculated
to possess Ar* channeling half angles of comparable size and orientation to

Digitised by the Department of Library Services in support of open access to information, University of Pretoria, 2022



UNIVERSITEIT VAN PRETORIA
UNIVERSITY OF PRETORIA
YUNIBESITHI YA PRETORIA

<

(iii)

those calculated for nickel and copper, which displayed significantly larger
relative damage ranges. However, the low temperature channeling half angles
for platinum were calculated to be considerably greater than those of any of
the other metals. It is suggested that channeling of Ar* ions could well be
the major cause of the deep damage found in low temperature implanted
platinum. Reduced channeling half angles with increase in implantation
temperature might then also provide an explanation for the observed decrease
in platinum damage range.
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OPSOMMING

Dit is reeds bekend dat diepteprofiele van ioongeinplanteerde skade in
kristallyne metale veel dieper 1é as wat die ioon—afremmingsteorie voorspel -vir
die reikafstand van ione in amorfe materiale. Hierdie verskynsel vind veral
plaas in vsk kristalle en word tot ’'nm mindere mate ook in bsk metale waar—
geneem. Drie meganismes is reeds voorgestel ter verklaring van hierdie
onverwagte diep skade: die kanalisering van geinplanteerde ione, termiese
migrasie van stralingsgeinduseerde tussenruimtelike atome, asook die infor-
sering (deur middel van ’'n drukspanningsveld) van ontwrigtings wat
aanvanklik 1é in die gebied voorspel deur die LSS teorie.

Die juistheid van hierdie drie voorgestelde meganismes kan ondersoek
word deur so veel moontlike veranderlikes, wat beide die skadediepte sowel as
die hoeveelheid skade beinvloed, te bestudeer. In hierdie werkstuk word die
temperatuurathanklikheid van die stralingskade ondersoek.

Enkelkristalle van vsk koper, nikkel en platinum, sowel as die bsk
metaal alfa-yster, is by verskillende temperature (77-573K) met 150 keV Ar*-
ione geinplanteer (in ’'n nie-aksiale rigting). Die dosis en tempo van inplan—
tering is deurentyd konstant gehou. Rutherford terugverstrooiing van
1-2 MeV alfa-deeltjies is gebruik om dekanaliseringspektra van die beskadigde
oppervliaktes te bekom. Vanuit hierdie spektra kon inligting verkry word
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omtrent beide die diepte van die skade asook die hoeveelheid skade wat
berokken is deur die energieke argon-ione.

Verskillende outeure het reeds waargeneem dat die diepte van die stra—
lingskade geleidelik toeneem met toename in inplanteringstemperatuur.
Alhoewel ’'n soortgelyke tendens in hierdie studie vasgestel is vir yster, kon
geen besliste temperatuurafhanklikheid van die skadediepte vasgestel word vir
nikkel en koper nie, weens die feit dat baie groot standaardafwykings in
eksperimentele resultate verkry is. Dit was wel onverwags om te vind dat
die skadediepte in platinum afneem met inplanteringstemperatuur. Veral in
die geval van platinum, maar vermoedelik ook vir die ander drie metale, is
gevind dat die hoeveelheid skade afneem met toename in substraattemperatuur
tydens inplantering.

Weens die baie groot verskille wat waargeneem is in die relatiewe
skadereikafstand in die verskillende metale, word veronderstel dat termiese
migrasie van tussenruimtelike atome nie die hoof oorsaak van diep
skadeproduksie is nie. Hierdie groot verskille kan wel verklaar word deur
middel van die drukspanningsveldmodel. Die feit dat die eksperimentele
skadereikafstand in yster nie grootliks verskil van die afremmingsafstand van
ione (soos deur die LSS teorie voorspel word) nie, kan ook deur bogenoemde
model verklaar word: Omdat die glipvlakke in bsk metale minder diggepak is
as in die geval van vsk metale, is die Peierlskrag (wat ontwrigtingsglip
teenwerk) groter in bsk metale. Binne hierdie "termiese priem"-geinduseerde
drukspanningsveldmodel sou ’n geleidelike toename in skadediepte met
inplanteringstemperatuur bowendien verwag word weens die afname in die
Peierlskrag met temperatuur. Verder neem die lengte van gefokusseerde
botsingsreekse af met temperatuur. Die gevolg hiervan is dat die digtheid
van uitruilingsbotsings binne die botsingskaskadegebied toeneem, sodat die
"termiese priem" geassosieer met kaskadeontwikkeling meer intens is.
Gevolglik vind groter termiese uitsetting plaas en derhalwe word ontwrigtings
dieper die kristal ingeforseer hoe hoér die inplanteringstemperatuur. Die
waargenome afname in skadedigtheid met toename in temperatuur (vir al die
metale wat ondersoek is) kan ook binne die drukspanningsveldmodel verklaar

word.

Weens die feit dat te min argon-ione deur middel van kanalisering
gewoonlik die waargenome diepskadegebied bereik (veral in die geval van in-
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plantering weg van ’'n hoof-asrigting) word daar nie verwag dat kanalisering
die hoof oorsaak van diepskadeproduksie is nie. In hierdie ondersoek is
hierdie verwagting vervul deur die waarneming dat yster (met ’'n relatiewe
skadereikafstand van ongeveer 1) teoreties—berekende kanaliseringshalfhoeke
besit wat beide in grootte en oriéntering goed ooreenstem met die berekende
halfhoeke van nikkel en koper (waarin veel groter relatiewe skadereikafstande
bereik  word). In teenstelling is bereken dat die lae-temperatuur
kanaliseringshalfhoeke van platinum heelwat groter is as in die geval van
enige van die ander metale. Daarom word voorgestel dat kanalisering van
argon-ione wel die hoofoorsaak van diepskadeproduksie mag wees in die geval
van lae-temperatuur—geinplanteerde platinum. Die afname in die grootte van
die halfhoeke met toename in substraattemperatuur mag dan ook as verklaring
dien vir die waargenome afname in die diepte van die stralingskade in

platinum met toename in temperatuur.
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FOREWORD

In the last two decades ion implantation has increasingly been used to
modify near—surface properties of metals. Changes in chemical composition as
well as changes in the crystal structure of the surface region may be caused
by energetic ion bombardment. In this study chemically inert argon was
implanted into various fcc and bcc metal single crystals and therefore the
main change in the surfaces of these metals is expected to be of a physical
nature, i.e. the introduction of defect structures such as dislocation loops and
vacancy or interstitial clusters. The foreign argon ions situated within the
target material also cause disruption of the initially '"perfect" crystal

structure.

The altered surface properties of metals after ion implantation include

. . . . 1,2 - .
modification of corrosion and wear resistance’”, changes in the mechanical

3

hardness of the surfaces® as well as changes in their friction and lubrication

properties4. Radiation damage has also been found to influence the fatigue

lifetime of a metal>®. Reasons for changes in the surface properties of
metals after ion implantation may be attributed to occurrences such as
thickening of surface—oxide films due to the presence of defects within the

surface layer. (This has been found to occur for Ar implanted into ironl.)
Implantation of metal ions may cause the formation of surface alloys which

are effective in modifying corrosion behaviour®.

Ion implantation has also been employed for the simulation of radiation
damage caused by fast neutrons. The bcc metal a-iron is of particular
interest for such radiation damage studies since it is a major constituent in
many structural alloys, including the ferritic steels widely used in the

construction of nuclear reactors.

Damage ranges in crystalline metals have been found to significantly
exceed the projected ranges of ions in the amorphous counterparts of these

49,50,60,62,63,64,67

materials Various mechanisms have been suggested to

explain the occurrence of these unexpectedly deep damage ranges. Both
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channeling of ions as well as thermal migration of interstitials created by the
incident beam have been considered as possible causes. The directionally
dependent propagation of defects to depths exceeding the projected ion ranges
by way of a compressive stress field, set up due to the thermal spike
phenomenon, has also been proposed.

In order to obtain some insight into the relevance of these three
possible mechanisms it is necessary to study as many as possible variables
which may have an effect on the level and range distribution of
implantation-induced radiation damage. The influence of factors such as ion
energy, ion dosage, tempo of implantation as well as the effect of different

63,64,65,67

ions in various metals, have been studied. In the current work the

temperature dependence of radiation damage is investigated.

Rutherford backscattering spectra of alpha particles dechanneled at
radiation-induced defect structures were obtained to investigate both the
range and level of the radiation damage. In order to analyse these spectra
effectively it is necessary to have an understanding of concepts such. as
backscattering, energy loss and channeling. These phenomena are discussed in
the first three chapters of this book. Chapter 4 investigates the various
crystal structures of relevance to this study as well as the type of defects
which are likely to be produced as a result of ion bombardment. The
dechanneling of alpha particles at various defect structures is investigated in
Chapter 5, while Chapter 6 contains a review of various experimental
investigations and computer simulations which have led to a greater
understanding of ion-induced radiation damage. Chapter 7 describes the
experimental set—up used in the current investigation and Chapter 8 contains
the various experimental results and a discussion thereof.
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CHAPTER 1

BACKSCATTERING

1. INTRODUCTION

The components of a typical experimental system used for backscattering
analysis are illustrated in fig. 1.1. An ion source generates a beam of
charged particles which, after acceleration (in e.g. a Van der Graaff accele-
rator), energy selection and collimation, impinges upon a target mounted in

an evacuated chamber.

Evacuated Chamber

fon Source

Detector

Amyplitier

Muiti - Channel Analyzer

Figure 1.1 A Rutherford backscattering ezperiment.

Almost all incident particles penetrate the target material and eventually
come to rest due to electronic and nuclear stopping processes. (If the target
is thin they may be transmitted through to the other side.) Only a very
small fraction (much less than 10_4) of the incident particles will undergo
large angle (>90°) scattering collisions with target atoms. This large angle
scattering is known as Rutherford backscattering (RBS) and can occur at the

surface or at a depth t below the target surface.
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Of these backscattered particles only a fraction will be in an alignment
favourable for impingement on a detector system (e.g. a surface barrier
detector) placed at an angle ¢ with the incident beam direction. The amount
of backscattered particles detected will be dependent on the solid angle

underspanned by the detector.

The output of the detector is an analogue signal, the magnitude of which
is proportional to the energy of the detected particle. After amplification, a
multichannel analyzer (MCA) (which can contain thousands of "channels")
measures the signal and registers its magnitude as a count in an appropriate

channel corresponding to the energy of the detected particle.

During the collection of an increasing amount of counts, the graphic
display of the MCA gradually "builds" a spectrum of counts vs. channel
number. The relation between channel number and energy of the correspon-
ding detected particle is a characteristic of the system and can be determined
experimentally. The MCA spectrum can then be interpreted as a plot of

"backscattering yield" vs. energy of backscattered particles.
An MCA spectrum contains information leading to elemental identifica—

tion, depth determination and quantitative analysis of the target material.

2. KINEMATIC FACTOR
The energy of a backscattered particle, before and after interaction with

the target material, differs. This is due to the fact that, even if elastic
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collisions are assumed, the incident particle transfers energy to target atoms
and is consequently slowed down. The ratio of projectile energy E, detected
after a backscattering incident to that of its incident energy E, is described

by the kinematic factor, K:
K = — 1.1

An expression for the kinematic factor as a function of projectile and target
masses and backscattering angle may be derived. This definition assumes an
elastic collision between projectile and target, which is valid if the projectile
energy, E, is much larger than the binding energy of target atoms (1-10
eV).  Nuclear reactions must also be negligible.  Incident beams must

therefore not have energies higher than 2-3 MeV.

Target atom Projectile
g M2 M,
Ty~ 22
LT N _____ foto
KGJO
M, \
vi &

Figure 1.2 (Ref 7f) An elastic collision

As illustrated in figure 1.2, particle 1 with mass M, travelling at a

constant velocity v, collides elastically with a stationary target particle 2

07

with mass M,. Some of the kinetic energy of the incident particle is

transferred to the target atom so that after collision each particle moves
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away at a different velocity and at different angles: Particle 1 is scattered
by an angle 0 with the incident direction and possesses a velocity vy after
interaction. Particle 2 (the recoil atom) moves away with velocity v, at an

angle ¢.

Assuming the collision to be elastic, conservation of energy and

momentum lead to equations 1.2, 1.3 and 1.4.

, 1,2 _ 1.2 1. 2
Energy: FMyvg = MV + g My, 1.2
Momentum parallel with incident beam:
Mlv0 = M1V1 cos & + sz2 cos ¢ 1.3
Momentum normal to incident beam:
0 = Myv, sin § - M, v, sin ¢ 1.4

1'1 2°2
Eliminating ¢ and v, one obtains:

v (Mg—Mfsinzﬂ)% + M, cos 0

v M1+M

2

This leads to the following expression for the kinematic factor:

1, 2 2 2. 2,44
K - i oMy [(M2—Mlsm 0)* + M cos 0]2
- E, ~ 1,2 * M, + M
0 M,V 1 2
M M
(1) sin0 |} + (5) cos 0,2
Therefore K = { 2 i 2 } 1.5
1
1 + (@)
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The kinematic factor for a certain target/projectile combination is
therefore independent of the energy of the projectile and varies only with
changes in M ,M, and scattering angle of the incident ion.

Tables containing kinematic factors for various 0 (90-180°) are found in

7a
the literature . These tables exist for both H and He ions incident on

targets with atomic masses ranging from 6 to 216.

3. SCATTERING CROSS SECTION (o)
Only a small percentage of particles constituting an energetic beam
incident on a target will undergo large angle (Rutherford) backscattering. Of

these, only a fraction will eventually appear at the detector.

The probability that a collision will result in a detected particle is given

by the differential scattering cross section, g%. This concept may be

explained along with fig. 1.3:

e

target
(N atoms /vol)

....................

incident
Scattering 9 {., particles
angle NN
k(: \ \\
; - N
Differential 0
solid Detector
angle d2

Figure 1.3 (Ref 7g) Backscattered particles reaching the detector constitute a
solid angle d .
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As can be seen from this illustration, only particles backscattered within
the solid angle spanned by the detector will be counted. The differential

scattering cross section is then given by:

=% @/ 9 16

where:
Q = number of particles that hit the target
dQ = number of particles recorded by the detector
N = volume density of target atoms
t = thickness of the target
Nt = number of target atoms per unit area
dQ = the differential solid angle of the detector

This definition implies that the solid angle df? is so small that the
scattering angle 6 is well-defined. It also assumes minimal target thickness

(so that energy loss phenomena need not be taken into account).

The dimension of the differential scattering cross section is that of an
area. One can imagine that each nucleus of an atom presents on area (Hi% to
the beam of incident particles. A summation of (ai% for all the atoms in the

exposed area will result in the total value for the probability of detection.
The concept of integral scattering cross section (%) is defined for when

one wishes to describe the probability of a scattering event being detected

within a finite solid angle, :

5 = f §%)an 1.7
Q
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In backscattering spectrometry the solid angle Q of a typical detector
system using a surface barrier detector is in the order of 107 to 1072 sr.
The relative smallness of this solid angle causes the scattering angle # to be

well—defined.

It can be shown’® that near § = 180° the scattering cross section is
furthermore not strongly influenced by changes in the scattering angle. For a
detector angle near 180° an average scattering angle value (taken as the
angle between the incident beam direction and the central axis of the

detector) is sufficiently accurate for small detector solid angles (10_2 to

—3

10 7 sr).

The average scattering cross section is defined as:

o= & f §%an 1.8
0

and it follows that o tends to %—% in the limit of very small detector angles.

The following formula by Rutherford’® enables one to calculate the dif—

ferential scattering cross section with respect to centre—of-mass co—ordinates:

@em = o0
4ECM sin (—2—)

z
do 172 1.9

where CM indicates that values are given with respect to centre-of-mass co-
ordinates, E is the energy of the projectile immediately before scattering and

e = 14398 x 1073 MeVem.

Digitised by the Department of Library Services in support of open access to information, University of Pretoria, 2022



UNIVERSITEIT VAN PRETORIA
UNIVERSITY OF PRETORIA
YUNIBESITHI YA PRETORIA

(0233-

8

This formula can be transformed to the laboratory frame of reference to

yield:
M
Yy {1 - sin 0] + cos 0}
do_(12)2_4 ] 2 1.10
a 4E sin*4 M, 2 .
1 - (gsin 0 )]}
2

This equation is only accurate for M, << M, which is sufficient for the

purposes of this study.

An example of the use of the differential scattering cross section for a

typical experimental set—up follows:

A surface barrier detector spans 2 «x 1073 sr and makes an angle
9 = 165° with respect to the incident beam. The integrated current of a
beam of 1,5 MeV alpha particles (z1 =2 M =4 g/mol) incident on a
copper sample (z2 = 29; M, = 63,5 g/mol) is 12000 x 3 «x 10710 = 3,6 x

1075¢C. (The Cu sample is assumed to be amorphous.)
The total amount of a+—particles incident on the copper sample is:

36 x 10°°C

b x 10 & 45, 108

1,6 « 10719¢C

The %% for laboratory co-ordinates can be calculated from equation 1.10

to yield a value of 1,2 «x 10724 cm2/sr.

—24

Each nucleus of the Cu target therefore presents an area of 1,2 x 10
cm® per sr of the detector solid angle; therefore effectively an area of 1,2 x
107 .2, 107 = 2,4 102"cm®.  Thus the total number of detected

alpha particles backscattered from just the surface monolayer of the copper
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(which has an areal density of roughly 2 « 10 atoms cm‘z) is:

2 13

24 x 1027em? - 2 x 10%° atoms ecm™ - 4,5 « 10

= 216 atoms.

If one takes into account the fact that most alpha particles will
penetrate the target, and that for each succeséive monolayer traversed there
exists a certain probability for RBS and subsequent detection, one would
expect the detected RBS yield to be very much more than predicted by this

simple calculation for a surface monolayer.

It can be seen from equation 1.10 that the probability for detection of a
backscattered particle increases with decrease in the energy of the particle
immediately before being backscattered. Due to energy loss, increasing
projectile penetration will therefore result in an increase in RBS yield‘ from

each successive monolayer traversed.

Another aspect that arises from the energy dependence of the RBS yield,
is how this influences the choice of total integrated beam current for a
specific incident energy. In this study alpha particle beams with incident
energies of 1,5 and 1,8 MeV were used. Integrated currents for the 1,8 MeV
beams had to be 1,5 times larger than those for the 1,5 MeV beams in order

to collect comparable backscattering yields.

4. ENERGY TO DEPTH CONVERSION
The amount of slowing down experienced by an energetic particle as it
traverses a target is dependent on its instantaneous energy at each point in

the material.
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Energy loss or "stopping power" is defined by
g g

lim AE _ dE
AT, B =g L

As the incident particle is constantly losing energy to the material it is
traversing, the stopping power is constantly changing. There is not a simple
linear dependence of particle energy to depth of penetration. Various
approximations can however be made when relating the measured energy of a

backscattered particle to the depth at which the RBS incident took place.

A more commonly used concept used in describing energy loss in the

"stopping cross section", e:

1.12

m

N
L
Si

where N is the atomic density of the target material. The use of ¢ is
preferred because, as opposed to (Hi%’ € stays constant for materials of the

same z but different atomic packing (and therefore different densities).

-
Surface
dE /dx l energy
o F | approximation
€ | |
' I oy
- , : Ll
I I | i
+ —i $ >
E| KE | E Eg
KEq
ENERGY

Figure 1.4 (Ref 7h) The energy dependence of the stopping power.
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Energy loss will be described in more detail in the next chapter. For
the purposes of the ensuing discussion it is assumed that data of stopping
power (or stopping cross section) as a function of projectile energy is

available. A typical dependence of g% on E is illustrated in figure 1.4.

Figure 1.5 shows a particle beam of energy E, incident on a mono—

elemental target surface at an angle f to the normal. Particles undergoing

RBS at the surface are scattered with energy KE, as indicated. A particle

penetrating the target progressively loses energy, so that at a depth x it

possesses energy E < E_. Immediately after undergoing a large angle back—

0
scattering event at x (resulting in its changing direction and travelling back
to the surface at an angle 02 with the normal direction), the particle
possesses an energy KE. It then progressively loses more energy before finally

emerging with energy E it is this energy that is finally recorded b‘y the

1

detector system.

Figure 1.5 (Ref 7i) Backscattering at a point z within the target material.
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The scattering angle, 0 (see figure 1.5) is given by:

[o]
6 = 180 - 01 - 02 1.13

The energy lost by the incident particle as it travels up to a depth x

inside the material is given by:

X

dE
E,—E = f (Fdx 1.14
0

For evaluation of this integral, g% needs to be known as a function of x.
Energy loss data is however usually given as a function of energy (see figure

1.4). If x is regarded as a function of E, then

from which follows:
x = f (FR)dE = f () dE 1.15
E E

Referring to figure 1.5, one obtains for energy loss of the particle along its

inward path:

X E dE
T T " _f () de 1.16a
E
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and for energy loss along the outward path of the particle:

E -1

1,dE
2 KE

The energies involved in these two equations are indicated in figure 1.5.

As %% is constantly changing with energy, the term under the integral in
equations 1.16 is not a constant. Substitution of a certain value of g%
however greatly simplifies the solution of these equations. The problem arises

as to which value of %% will give the best approximation.

m
-
b
&

AE

RBS Yield

v

Channel Number or Energy

Figure 1.6 An idealistic backscattering spectrum.
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The "Surface Approximation" (used in the analysis of data obtained in

this study) is adequate for RBS taking place in the uppermost or surface

region of the target. This approximation involves the substitution of the %
value corresponding to E0 in equation 1.16a, and the (alg value corresponding

to KE0 in equation 1.16b.

After rearrangement one then obtains for the inward path:

_ 1 dE
B = By -%s 7 &x 1.17a
1 E,
and for the outward path:
_ X dE
E = KE —m I . 1.17b
0

Elimination of E from both these equations yields:

K dE
KE " s 0, dxlg } e
0 0

_ 1 dE
AE = x{cos ?)2 dx

where AE = KE. - E

An example of an idealistic MCA spectrum resulting from the backscat—

tering just described, is illustrated in figure 1.6. The steep edge of the

spectrum corresponds to the energy, KE,, of particles backscattered from the
target surface. The energy E, which corresponds to backscattering at depth

x in the material, is indicated at a lower channel number.
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After experimental determination of the relationship between channel
number and energy, KE, - E; = AE can be read off from the spectrum.
Equation 1.18 then enables one to determine the depth corresponding to

any channel number or energy:
X = — 1.19

_ 1 dE K dE
where [S] = 50—5—0; a} KE + m— a} 1.20
0 1 EO

[S] is called the "energy loss factor".

An equivalent set of equations can be given in terms of the stopping

Cross section:

x = AE 1.21

[e]N

where [e] = ﬂ—l e(KE, ) +-f‘,—K e(KE, ) 1.22
Ccos 2 0 COS 1 0

5. ENERGY STRAGGLING AND SYSTEM RESOLUTION

In figure 1.7 a beam of identical particles, all with energy E;, are
incident on a target of thickness Ax. Ideally all transmitted particles should
possess exactly the same energy, say E, when emerging from the back
surface of the target. Due to statistical fluctuations, however, the energy loss
of each particle is not the same. (Fluctuations are caused by the varying

amount of interactions with different impact parameters.) Instead, transmit—

ted particles possess a range of energies, spread around the mean value E.
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This uncertainty in energy is called "energy straggling" and places a finite
limit on the precision of depth resolution in both transmission and backscat—

tering spectrometry.

Thin
target

<@
2

Transmitted Incident

particles particles
N \

I =

f——m—)

)

L
h T

|
}
|
T
Eo Eo

v

ENERGY ENERGY

Figure 1.7 (Ref 7j) Transmitted or backscattered particles possess a range
of energies due to statistical fluctuations.

For ion velocities large compared with the orbital electron velocities of
the target atoms, Bohr® derived the following expression for energy straggling
with the help of a simple classical model:

2 2 2
Qp = 47 (z,€") Nz, Ax 1.23

where 9123 is the Bohr value of the energy straggling and represents the mean

square value of the energy variation. Values of Q;/NAX for He straggling in
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the metals of interest to this study, are for iron 27,05 ; for nickel 29,13 ; for

copper 30,17 and for Pt 81,16 (in units of 1072 (eVCm)z).

Bohr’s expression is independent of projectile energy. An increasing
energy dependence of QB is however predicted for decreasing ion velocities
due to the increasing importance of atomic charge distributions at lower
energies. Both Chu®!® and Lindhard and Scharff'! predicted an appreciable
reduction of the straggling width for alpha particles below 4 MeV, especially
for high atomic number target materials. Friedland and Lombard'? found the
correction factors not to be necessary for 1-2 MeV alpha particle straggling

in Al, Ni and Au.

Bohr’s theory further predicts a Gaussian distribution for energy strag—
gling. This has proved to be an adequate description for alpha particle
energy straggling in the 1-2 MeV range7d. The Gaussian energy straggling
distribution is described by:

2

_%
(2%932) exp [- == 1.24

2
202

In a channeling direction, energy straggling may be increased due to the
variation in the stopping of channeled particles depending on their angle of
incidence with respect to the channeling axis. (This is discussed in Chapter 3

section 9.)

All the possible factors which may cause an uncertainty or spread in the

energy involved in a backscattering process (and which can influence the
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eventual shape of the spectrum) are summarized as follows:

— The incident beam may not be monoenergetic, and can then be
described by an energy profile with a standard deviation QBeam(l).

After a backscattering incident in the material this factor reduces to
K eam(1)

— The beam energy diverges slightly between the source and the point
of interaction, contributing a standard deviation KQBeam@).

— Limitations of the energy resolution of the detection system and
electronics contributes a standard deviation of QDet‘

— Due to the finite value of the surface area of the detector (and
therefore also the angle it underspans), an uncertainty can occur in
the precise value of the kinematic factor employed, causing a
"kinematic" contribution to the standard deviation in energy, Qkin‘

— Along the incident path energy straggling causes the analyzing beam
to have a standard deviation in energy of Q.

- Along the outward path energy straggling causes a standard

deviation, in the energy of the beam.

Out’

The total uncertainty in energy, QTOt, of particles represented in an RBS

spectrum may then be expressed as follows:

_ 2 2

~Tot Qs + Qr 1.25a

where 02 = k%% + q? 1.25b
~N'S ~1In ~ Out

and represents the variance due to energy straggling
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2 2(A2 2 2 2
and 'Qr = K (QBeam(l) + 9Beam(2)) + QDet + QKin 1.25¢

where Qf represents the variance due to system resolution.

Even in the absence of energy straggling the system resolution causes a
finite spread in the energies of detected particles as represented on an RBS
spectrum. This may be understood by observing the high energy edge of
such a spectrum (which represents the energy of particles backscattered from
the surface of the target and which therefore did not penetrate and undergo
energy straggling). Figure 1.8 shows the less steep gradient of the high
energy edge that is obtained in practice as opposed to the idealistic sharp

edge illustrated in figure 1.6. One might expect KE, to be represented by a

0
single channel (due to the absence of energy straggling), but instead there

exists an uncertainty in the precise value of KE, which is spread over a

0
number of channels. This is due to the limits of the system resolution. In
practice the value of KE0 is taken to be the energy corresponding to the
channel number where the RBS yield is halfway between the minimum and

maximum values of the sharp edge.

A

RBS Yield

|
|
|
I
!
I

e e - —— - — ——

d

Channel Number or Energy

Figure 1.8 The leading edge of the spectrum s less sharp due to limitations
of-the system energy resolution.
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It is possible to use the high energy edge to determine the magnitude of
the system resolution Qr. If, say, each channel represents 3 keV and the
RBS yield rises from a minimum to half its maximum value over four chan-

nels, then Qr = 3 x4 = 12 keV.

Since the standard deviations associated with energy straggling (Qs) and
system resolution (Qr) add up quadratically, the resulting total standard
deviation in energy (QTot) is usually determined predominantly by one of
these two processes. For backscattering close to the surface, system
resolution plays the greater role. The deeper the occurrence of the back—
scattering event however, the more energy straggling takes place and the
larger the contribution of Qs to QTOt (Qr stays constant). From this

discussion it is also clear that energies become increasingly ill-defined whilst

progressing to lower channel numbers on the RBS spectrum.

The error in depth determinations from RBS spectra can be calculated
when the total standard deviation in energy is known by placing this value

into equation 1.19:

fx = -~ Tot 1.26
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CHAPTER 2

ENERGY LOSS AND RANGES OF IONS IN
AMORPHOUS MATERIALS

1. INTRODUCTION

Most energetic ions incident on a target will penetrate the material and
progressively slow down as their kinetic energy decreases due to various types
of interaction with the surrounding material. Each ion will eventually come
to rest at a certain depth if the material is thick enough so as not to allow

transmission through the back surface of the target.

Due to statistically distributed scattering centres and various quantum
mechanical properties for electronic excitation and ionization, identical incident
ions are not all stopped at the same depth in a material. A beam of
identical ions injected into a target will therefore cause a certain final
distribution of particles after all projectiles have come to rest. The "range
distribution" is defined as the probability density for finding a particle at rest
in a given position inside the target. Range profiles for amorphous materials
are approximately Gaussian in shape. Departures from such distributions are

observed in materials possessing crystalline ordering. (See the next chapter.)

It is evident that the range distribution will depend on the stopping

power (or energy loss) of a specific ion/target/energy combination.

Energy loss is a complex function of various factors such as:
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— the atomic numbers of both projectile and target

—  the density of the target material

— the energy of the incident ion

- the charge distribution around the incident ion (which is a
function of its velocity)

—  the periodic nature of lattice structure.

Due to the many variables involved and due to the many types of
interaction causing energy loss, a precise theoretical formulation that
accurately predicts the amount of energy lost for any ion/target/energy
combination is extremely difficult. The most unified theoretical description of
stopping and range of ions with velocities lower than the Thomas Fermi
velocity13 has been done by Lindhard, Scharff and Schiott!®. Tons of higher
energies are well described by the Bethe-Bloch stopping formalism 18
Ziegler17 has combined various stopping theories for ions with energies fn the
medium range, to experimental stopping data and obtained very useful
"universal stopping curves" for the stopping of H and He in various targets.

The various numerical methods using computer simulations (Monte Carlo

calculations) are providing increasingly accurate range predictions.

The theories and methods mentioned above will (among others) be briefly
discussed in this chapter. The various factors influencing energy loss will also

be looked into in more detail.

2. PROCESSES LEADING TO ENERGY LOSS: ELECTRONIC
AND NUCLEAR STOPPING

Incident particles lose their energy primarily by a succession of Coulomb

interactions with target atoms; though at very high energies (GeV range for
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protons), energy losses due to nuclear excitations become significant. For the
projectiles and energy range of interest to this study the two dominant

processes of energy loss are, however:

(a) Electronic stopping: Energy is lost due to the interactions of the
moving ion with bound or free electrons in the target. This stopping is
due to a "frictional resistance’ the projectile encounters as it passes
through the electron clouds surrounding each target atom. Electronic
collisions may be elastic or inelastic, but because the electronic structure
of a metal can quickly recéver, no permanent damage remains after this
type of interaction.  The energy transferred to electrons is largely

dissipated as heat.

(b) Nuclear stopping: Energy loss occurs due to the interactions of the
moving ion with the screened or unscreened nuclei of the target atoms.
Stopping occurs by way of a multitude of small-angle elastic scattering
collisions of the projectile with the target nuclei. (Inelastic nuclear
collisions only occur at very high energies beyond the energy range used
in this study.) A component of the ion energy lost to nuclei is used to
cause an increase in the lattice-vibrational behaviour of target atoms
around their lattice sites (conmstituting the "phonon energy").  This
energy is also dissipated as heat but not as quickly as that of the
electronic dissipation. = Damage due to nuclear interactions is readily
incurred in the energy range used in this study and is investigated in

more detail in a later chapter.

For high energy light ions (like protons) energy loss due to electronic

excitation plays the dominant role. Nuclear (quasi—elastic) collisions are of
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less importance in energy loss, but do, however, still play a role (though
minor) in multiple scattering (deflection) of these particles. The slower and
heavier the ion the more it is influenced by the nuclear component of
stopping as regards both energy loss and multiple scattering; slower heavier
ions are therefore deflected further and also lose more energy to the target
due to nuclear collisions. A relatively heavy ion such as argon is therefore
expected to induce significantly more radiation damage (e.g. displacements of
target atoms from their lattice sites) than one would expect for a light ion

such as H* or He*.

From the above discussion it is obvious that the range distribution of
both light and heavy ions is dependent on two separate processes: energy
loss and scatteringm. Except for very low incident energies (order of eV)
electronic excitation is the main cause of energy loss. The nuclear
interactions serve mainly to cause increasing scattering (thereby enhancing
lateral spread but generally decreasing the range as a whole) the slower and

heavier the ion.

The total stopping cross section can be viewed as a linear combination of

both nuclear and electronic contributions7cz.

STot = Se * Sn 21

The separation of the energy loss into two separate components ignores

any possible correlation between the two; this correlation is probably not

significant when many collisions are averaged over 52,

The 'perturbation approximation" serves to highlight two important
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aspects of stopping and will therefore briefly be discussed. Figure 2.1

illustrates various parameters involved in the interaction between projectile

0
e, is sta—

and target. The projectile has mass M, charge z,e and velocity v_ before

interaction, whilst the target atom, with mass M, and charge z

2 2

tionary.  After interaction the energy transferred to the target atom has
components both normal and parallel to the incident direction; the normal

component being:

where p is the "impact parameter", i.e. the distance of closest approach

between two particles if the mass M, were held fixed in place while the

2

projectile flew past along a straight trajectory. v, is the velocity of the

incident particle after interaction.

Figure 2.1 (Ref 18c) An elastic collision with impact parameter p.
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For small perturbations (i.e. for incident energies where electronic
stopping plays the dominant role) the total energy lost to the projectile is
very close to E . Keeping this in mind and referring to equation 2.2, two
significant observations can then be made:

(i) It is evident that electrons (with much smaller mass) absorb

more energy per encounter than nuclei.

(ii) Note the proportionality of energy loss to the square of the

charge on the ion.

3. THE ENERGY DEPENDENCE OF THE STOPPING CROSS
SECTION

Typical stopping cross section plots for both nuclear and electronic

stopping vs. energy are shown in figure 2.2.

ﬁ Low | Medium High

ENERGY

Figure 2.2 (Ref 7e¢) The energy dependence of nuclear and electronic stopping.
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The very low energy region (eV range): Nuclear and electronic
stopping are comparable in this region. Due to the fact that this
study involves particle interactions in the keV and MeV ranges, the
contribution of nuclear stopping will not be discussed in detail.
(The significant contribution of nuclear interactions to the scattering

of particles must, however, be kept in mind.)

The very high energy region (GeV range): Stopping power in-
creases due to the increasing role that nuclear reactions play at very
high energies. Stopping due to nuclear reactions is not indicated on

figure 2.2 and is also not considered in this study.

The high energy region (> 10 MeV): This range is well
described by the Bethe-Bloch!%16 stopping formalism where the
energetic ion is considered to interact with an isolated atom

consisting of a set of harmonic oscillators. By using a simple model

Te
of scattering in a cloud of free electrons, Chu arrives at a result
closely matching the Bethe-Bloch formula. The complete

formulation attributed to Bethe and Bloch is as follows:

4[7re4z?z2 2mev2 c 5
Se = s—|In —5 - i ln(l—ﬂz) - "3 2.3
myv 2
e
where S e = the electronic stopping cross section
Z,,2, =  the atomic numbers of the projectile and target
respectively
I =  the mean ionization energy of target atoms
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2
,6‘2 = (%) where ¢ is the velocity of light. The second

and third terms in this formula are therefore

corrections due to relativistic effects

em = the electron charge and mass respectively

% = a correction due to shell effects

2

g =  a density correction (only for very high energies)

Bohr suggested that one might consider a heavy ion to be
stripped of all electrons whose classical orbital velocities are less than
the ion velocity. @ He derived the following velocity dependent

expression for the fractional charge of a heavy ion:

z¥ v
_ 1 _ 1
= q - V.Z 2/3 24
01
where v = the ion fractional charge
+ = the effective charge of the energetic ion
5
z, =  the atomic number of the ion
v, = the velocity of the ion
e? 8 . -1
Vo = R~ 22x100 cms (the Bohr velocity)

Ions with velocities corresponding to the energy range of the

Bethe-Bloch region are already fully stripped and therefore z’l* = z,.

The minimum velocity where z’f = 1z, is called the Thomas Fermi

velocity, v and may be obtained from equation 2.4 by setting 7

TF?
= 1:

_ 2/3
Vor = Vo? 2.5
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Figure 2.2 also shows how the electronic stopping decreases when
moving to higher energies in the Bethe-Bloch region. This is due to
the fact that the higher the velocity of the ion, the less time it has

to interact with each target atom it comes into contact with.

It is important to remember that an ion with incident energy
corresponding to the Bethe-Bloch region will gradually lose more and
more energy as it traverses the target so that it eventually will have
energies corresponding to stopping powers in the medium, low and

very low energy regions.

The low energy region (1 — 1000 keV)

Ions with energies in this range have velocities smaller than the
Thomas Fermi velocity. It is more difficult to obtain a precise
theoretical stopping formalism for these ions due to the facf that
effective charges are not accurately known. The 150 keV Ar* ions
used for implantations in this study fall into this category. One
may observe from figure 2.2 that the electronic stopping decreases
proportionally with energy in this range. This is due to the increase
in electron capture probability with decrease in ion velocity. Various
models used for the determination of theoretical stopping powers in
the low energy region will briefly be discussed.

19,

Firsov Electronic stopping of low velocity heavy ions

(energies < 30 keV)
Firsov'® proposed a semi-classical model wherein he con-

sidered two isolated atoms colliding with their undistorted

electronic spheres penetrating each other. Using Thomas Fermi
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atoms he was able to obtain electron distributions of the atoms
and found that the electronic stopping cross section would

increase proportionately to the heavy ion velocity.

(b) Lindhard et al.?’: Electron gas model
For metal targets the low velocity energy loss is primarily
caused by the conduction band electrons which may be accurate—
ly described by a free electron gaswb. In 1954 Lindhard
et al.2C presented a full treatment of a charged particle
penetrating a free electron gas. The following assumptions were

made:

— the free electron gas consists of electrons at zero
temperature on a fixed uniform positive background with
overall charge neutrality. |

— the initial electron gas is of constant density.

— the interaction of the charged particle is a perturbation on
the electron gas.

— all particles are non-relativistic.

The electron plasma (of uniform density throughout) is
divided into infinitesimal volume elements and the electronic
stopping power is calculated for a particle interacting with each
volume element. The final stopping power, using this local
density approximation, is then obtained by averaging over all

these values, and may be expressed as follows:

fI(v,p v) pdV 2.6
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Where I = the stopping interaction function of a particle of

unit charge with velocity v

p = the electronic density of the target
z*(v) = the effective charge of an ion with atomic number
5

The electronic density of an atom is normalized

so that its atomic number z, = fpdV.

LSS theory:14 a unified approach

The approach of Lindhard, Scharff and Schiott!* is com-—
monly called the LSS theory. This work brought together all
the pieces and bridging approximations made by various authors
up to 1963, so that calculations of stopping and range
distributions could, for the first time, be made with a single
model. The LSS theory is applicable over the entire range of
atomic species and energies up to the stopping power maximum;
it is however (because of its being based on the Thomas Fermi
model of the atom) most accurate for atoms with many
electrons in the energy range where they are neither fully
stripped nor almost neutral. Thus the LSS theory is applicable
for the many-electron atom Ar in the low energy range
currently being discussed. Disadvantages of the LSS theory is
that it shows no shell effects and (as is the case for all the
stopping theories discussed in this chapter) it does not take the
effect of an ordered lattice structure into account.
The LSS theory may be briefly summarized as follows:
The range R and energy E of the interacting particle may be

written in the following dimensionless variables:
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4M
p:R-NM-7ra,2-—1 2.7

2
(M, + M)

aM2
€ = E . 2.8

2
z,z,e (M, + Mz)

where p and € are known respectively as the reduced range and

the reduced energy

a = aj - 0,8853 (z1 + z2) A is the Bohr radius:

a, ~ 0,52916 x 1078 cm

N = the atomic density of the target.

Using Thomas Fermi arguments the electronic stopping’
cross section was found to have the following proportionality to

the velocity in the region v < v .

212, v
—_— ) . — 2.9
273 2/3} v '
(z1 +z,7) 0

Se = {e 87re2a0{

where fc ~ zi/ % and Yo is the Bohr velocity.

Expressed in terms of the generalized quantities € and p the

electronic stopping may be expressed as:

(). = 2.10
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' 3/2
0,0793 2323 (M, + M,)

e [ 2/3 2/3 \ . . 3/2 32
(z""+ 27 ) M7 M,

where k = ¢ 2.11

Taking the nuclear stopping power (%%)n also into account,
-1
integration of the inverse total stopping power, i.e. [(g%)n + (%%)e]

then yields a simple but quite accurate estimate of the ion range
(refer to equation 1.15). An example of reduced range versus energy
curves for various values of k is illustrated in figure 2.3. The
advantage of the unified LSS approach is that the parameters are
chosen in such a way that any projectile/target combination can be
represented as one point on the stopping power and range curves for
each projectile energy (apart from the small differences introduced by
different k—values). The LSS theory has been successful in predicting

random stopping powers to an accuracy of 10-20%.
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Figure 2.8 (Ref 1{) Reduced range vs. reduced energy

(v) The medium energy region (1 — 10 MeV)

As may be observed from figure 2.2 the electronic stopping
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reaches a maximum in this energy range and then starts decreasing

towards the Bethe-Bloch region. The medium energy range is of
importance to this study due to the fact that it describes the
stopping of the 1-2 MeV alpha particles used in channeling analyses.
None of the theories used for the description of energy loss in the
low energy region provides adequate explanations for experimentally
observed stopping in the medium energy region. One reason for this
could be the larger contribution of shell effects (which are ignored in
the Thomas Fermi atomic model on which the LSS and Firsov theo—
ries are based). Because the Bethe-Bloch formalism also does not
adequately describe the medium energy region, ar-l accurate descrip—
tion can only be obtained by inter— and extrapolation of experimen-—
tally obtained data. This method was employed by Ziegler in his
formulation of "Master Stopping Curves" for He ions incident 6n 92

different elemental targets”.

Using a target independent scaling factor (the basic derivation of
which is described at the end of this discussion) Ziegler was able to
convert the much larger data base of hydrogen stopping powers to
that of He stopping powers. Superimposing experimental He
stopping data and scaled H stopping data, Ziegler was able to

construct superior stopping curves for He ions.

Unluckily there were still areas on these plots for which no
experimental data was available. Stopping data for these regions can
be obtained if a theoretical stopping function is fitted between

experimental data points on either side of the unknown area.
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Theoretical stopping functions were obtained from the local oscillator
model of Nesbet and Ziegler, as well as from an expansion of the
electron gas model formulated by Lindhard.'” Before being used for
inter— and extrapolation purposes, however, these theoretical stopping
functions were adapted to fit experimental data more accurately (by
incorporating more realistic, experimentally obtained effective
charges).

Consequently, by plotting experimental He stopping data, scaled
experimental H stopping data and using adapted theoretical stopping

functions to interpolate where no experimental data was available,

- e ENERGY IN KEV——
SOLID CURVE = (S{LOW]) (S{HIGH)]) / ( S(LOW) + S{HIGH] ) TARGET CURY C U [ 29 ]
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Figure 2.4 (Ref 17) A Ziegler He stopping curve
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Ziegler was able to formulate the master He stopping curves
previously mentioned. A typical example of such a stopping curve of

S, vs energy is illustrated in figure 2.4 for copper.

For a specific energy and target combination the He stopping

power can be calculated from the following fitting function:

= ot g 2.12a
He LOW HIGH
A2
where s . = A (E) 2.12b
A A
("3 4
and Sy = (G {1+ 5 + AE) 2.12¢

E is the He energy in keV and A1 - A5 are the five Ziegler

fitting parameters.

When an energy value in keV units is substituted into equations
2.12 the stopping power is given in the form of a stopping cross

section in units of 107™° keV c¢m? per atom.

Derivation of the target independent H scaling factor

b quotes the following formula (which follows from the

Ziegler'®
perturbation approximation where electronic energy loss is found to

be proportional to the square of the charge on the ioncident ion).

S (V12,) ~ (ZEI (v))z

Sp ivl,zzi - \Z% (v)

where Sur and Sp are the stopping powers for a heavy ion and a

2.13

proton respectively, and ZI’;I and Z; are the respective effective
charges.
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For velocities greater than 200 keV the hydrogen ion can be
assumed to be fully stripped, therefore Z;(v) ~ 1. Equation 2.10

may then be written as

Ser (v,,v,)
HI \'172) N 2
s, Tyzg ~ G
_ 22 . 2
= ar "~ 7
7 b 3
where 7 = H; Y] = the fractional effective charge of the ion.
HI

Northeliffe?! set the Bohr concept of v (equation 2.4) in the

following explicit form:

] 2.15

Northcliffe reduced a wide variety of experimental data by
dividing each ion/target/energy experimental stopping power by the
stopping power of protons in the same target and having the same
velocity. Within an accuracy of less than 10% he found equation
2.15 to provide an accurate description of the fractional effective
charge to be substituted into equation 2.14. It is therefore safe to
say that the ratio of the stopping power of any heavy ion to that of
hydrogen is independent of the target material.  (Though an
individual stopping power is definitely not target independent!)
Ziegler used equation 2.14 when converting experimental H stopping

data to He stopping powers.

COMPUTER SIMULATIONS OF STOPPING AND RANGE

Energy loss and range calculations may be done by considering each

Digitised by the Department of Library Services in support of open access to information, University of Pretoria, 2022



UNIVERSITEIT VAN PRETORIA
UNIVERSITY OF PRETORIA
YUNIBESITHI YA PRETORIA

38

<

ion/target interaction with a high speed computer. One of the advantages of
such a computer simulation is that the ordered structure of a target lattice
can be incorporated into the calculations. (The actual effect of lattice
structure on energy loss will only be considered in the next chapter.)
Generally computer simulations incorporating an "amorphous lattice" (random
crystal ordering) predict range distributions which correspond to the LSS

predictions for ranges of ions in amorphous materials.

The Monte Carlo type calculations, which are to be briefly discussed,
calculate parameters such as the stopping and range distributions of incoming
ions; the effect of the target on each incoming ion is therefore observed.
The re\;erse situation, namely the effect the incident ion has on the target
atoms themselves (such as displacements and cascade formation which lead to
radiation damage phenomena) is not taken into account. FEach new ion
injected into the target model "sees" the same undisturbed random or ordered
lattice from the beginning to the end of its trajectory. The lattice stays
"static" in this sense, even though (in the instance of an ordered structure)

the vibrations of atoms around their equilibrium positions (due to temperature

effects) may be incorporated into the computer model.

The binary collision model originally used by Robinson and Oen?? for
channeling studies and also used by Barrett?® and Robinson and Torrens®?
(the MARLOWE programme) will be discussed briefly. These authors took

lattice structure into account.
The computer calculation developes thus: A large number of individual

ion "histories" are followed in each target. Each history begins with a given

energy, position and direction. The particle is assumed to change direction

Digitised by the Department of Library Services in support of open access to information, University of Pretoria, 2022



&
&

ﬂ UNIVERSITEIT VAN PRETORIA
J UNIVERSITY OF PRETORIA
-

UNIBESITHI YA PRETORIA

39

as a result of nuclear collisions and to move in straight free—flight paths
between collisions. = The energy is reduced as a result of nuclear and
electronic (inelastic) energy losses, and the history is terminated when the
energy drops below a prespecified value, or when the particle’s position is

outside the target.

The MARLOWE programme uses a Thomas Fermi potential to describe
the interaction between projectile and target atoms. Barrett used a similar
interaction potential whilst Robertson and Oen wused the Born-Mayer
interaction. (See Chapter 3.) The general analytical approach used by both
these sets of authors illustrates well how the computer follows the movement

of an ion:

The following two parameters are evaluated at each nuclear encounter,
thereby determining the new trajectory after each collision:

I The centre—of-mass scattering angle &

®

0=p-2sf dr 2.16
R r1“f(r)
I  The time integral 7:
2 @ 2. —4
2 2 1 S
r=(R—S)—f{ -({1-2%) }dr 2.17
gy - (- %)
where S = the impact parameter
R = the distance of closest approach
V(r) = the interatomic potential
m
2
E = E. —"—
r m1+ m2
2 %
S V(r
M = (1-%-YY)
I r
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Thermal vibrations may be simulated by giving each lattice atom a
random displacement with coordinates x, y and z chosen from a Gaussian
distribution of the form:

o 4 4x[ui
) e 2.18

P(x) = (2

the thermal vibration amplitude

where u =

3 3
<> = <y’> =

The value of u, may be calculated from the Debye theory of thermal

vibrations and is given in Angstrom units by

Q{ D 1
u. = 121[__0_xx +Z]% 2.19
1 , M2 D

the Debye temperature (in kelvin)

where 0D =
T = the crystal temperature (in kelvin)
_ b
x T
#(x) = the Debye function which is tabulated by
Appleton and FotiZ®
The value of u, generally ranges from 0,05 to 0,1.

The TRIM programme%’27 which has been used to calculate projected
ranges in this study, and has the capability of determining aspects pertaining
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to radiation damage such as calculating target displacements, replacement
collisions, ionization, phonon production, recoil energies, and number of
vacancies formed per incident ion (see Chapter 6), is not a true Monte Carlo
calculation in the sense of following an atom through a static lattice.
Instead, it assumes a fictitious distribution of collision parameters and free

pathlengths in an amorphous solid.

5. RANGE CONCEPTS

Implanted ion range profiles are generally determined experimentally by
using techniques which involve the removal of thin sections from the surface
of an implanted target, coupled with a measurement of the number of

implanted atoms removed or rema.ining28.

s Differential
Mos:aggrgbal;le Range Distribution
o Medium range
Rm

Number of particles in layer

o, A A el A A

Penetration depth

Figure 2.5 (Ref. 29)
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The "range distribution" has already been defined as the probability
density for finding a particle at rest in a given position inside the target.
Since the projectile interacts with a large number of atoms before it comes to
rest and the energy transfer in each collision is different, the range and

stopping power are both statistical concepts.

Various statistical range parameters as defined by Bergstrom & Domeij29
are indicated in figure 2.5. The most probable (or average) range, Rp, is
given by the peak of the range distribution, whist the median (or mean)
range, R, is defined as that depth beyond which 50% of all projectiles

penetrate further.

It should be remembered that experiments give the range projected on
the direction of the incident particle. Only for the case where energy is lost
via a large number of small angle scattering incidents, is the projected and
true range approximately the same.  This approximation is then fairly

accurate for electronic stopping (due to reasons discussed earlier).

Figure 2.6 (Ref 32) The various range parameters
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Some basic geometrical concepts associated with an energetic particle

02 and are

passing through matter have been summarized by Lehmann®
illustrated in figure 2.6:

—  the linear (total, effective) range R, is the total path length
traversed by the particle.

—  the wvector range RV is the vector between starting point and
stopping point.

—  the lateral range R is the distance of the stopping point of the
particle from a straight line through its starting point along the
starting direction. R is thus a measure of the particle’s
wandering away from the fictive straight line path corresponding
to no interaction. For normal particle incidence one would
expect a heavier and slower ion to display a greater amount of
this lateral straggling due to larger nuclear deflections.

—  the projected range Rp is also indicated in figure 2.6. Accbrding

to this figure the following relationship may be derived:

2 = Rr? + R&? 2.20
p 1

L
<R>

Figure 2.7 (Ref 30c) The Gaussian range profile
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Typical range distributions are often well approximated by a Gaussian®®.

The normalized distribution W(R,) for the linear range R, about the average

<R/ > = fRLW(RL)dRL is illustrated in figure 2.7 and may be formulated

as follows:

W(R

(R, — <RL>)2
o) } 2.21

-1
= {27 <AR§> exp { - 5
2<(AR, )™>

where <(ARL)2> = <(r - <RL>)2> = <R§> - <RL>2 is the mean

square deviation from the average range <R;> at a given starting energy E,.
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CHAPTER 3
CHANNELING

1. INTRODUCTION

When an energetic beam of charged particles is incident in a direction
parallel to one of the major crystallographic directions in a single crystal, a
certain fraction of the particles will undergo small-angle scattering as they
pass through the first plane of the crystal. There is a large probability that
these deflections will be small enough so that the particles will suffer similar
small-angle scatterings at the next atomic plane. This process, when
repeated, causes the particles to be steered by successive glancing collisions

along an "open passage" in the crystal.

This phenomenon, known as "channeling" is an example of "governed
motion" where the regular structure of the crystal is a crucial factor for

determining both the path and the properties of the ion trajectory.

The fraction of particles that become channeled depends on the angle
which the incident beam makes with a crystallographic axis; and therefore
also on the divergence or spread of the beam. Too large an incident angle
results in particles approaching the rows of atoms too closely: relatively
violent collisions with individual atoms will then occur. Such violent close-
encounter individual collisions are contrary to the central concept of
channeling which involves a gentle collective steering process due to many

small-angle deflections from many target atoms.

A certain critical angle ¢ therefore exits above which channeling does

not occur. Associated with this angle is a "distance of closest possible
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approach", p, as well as a critical maximum value for the transverse

component of the beam energy, E .

Depending on the angle and degree of collimation of the incident beam, a
fraction of the particles (known as the "random fraction") will not undergo
channeling at all (due to angles of incidence being too large). Even if the
ion beam is directed very accurately towards a channeling axis, the beam will
always have a random component along with the channeled fraction. This is
due to the fact that even a very well collimated incident beam will be forced
to diverge somewhat during its progress through the target. Such beam
spreading may be caused by irregular surface layers diverting some of the
particles initially incident in a channeling direction, although a high nuclear
encounter probability also exists for a perfectly regular surface structure (see
section 8). Progressive beam divergence is caused by "delayed dechanneling"
whereby each successive steering collision of an initially channeled particle
increments the scattering angle slightly, eventually leading to the scattering
angle becoming larger than ¢, resulting in dechanneling of the particle.
Additional interactions due to thermal motion of lattice atoms, as well as due
to interactions with electrons, further gontribute to the incremental

dechanneling of an initially channeled particle.

Some particles with incidence just above the critical angle ¢C may
undergo channeling for one or two oscillations but will then be deflected into
a random direction due to their intrinsic instability. = These particles are

known as "quasi—channeled" particles.

A schematic two—dimensional lattice showing typical trajectories of a
channeled (A), random (B) and quasi—channeled (C) particle is illustrated in

figure 3.1.
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Figure 3.1 (Ref 94) Channeled (A), random (B) and quasi-channeled
(C) particles.

Channeling may occur when the incident beam is parallel to a set of
atomic planes (planar channeling). Axial channeling, however, takes place
along the intersection of two atomic planes so that the ion is steered down a
specific "passage" or "axis" of the crystal. This type of channeling results in
the detection of smaller minimum backscattering yields than those obtained
for the planar case. The planes and axes responsible for both types of

channeling are illustrated in figures 3.2(b) & (c).

The value of using the channeling technique in the study of ion
irradiated single crystals, lies in the fact that dechanneling is caused by
interétitial ions or at sites where defects, due to irradiation, have distorted
the latticee. By collecting backscattering spectra for ions incident in a
channeling direction it is possible to study both the range and level of
radiation damage. Two important advantages of the channeling technique is

that it is non-destructive and data accumulation is rapid.
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(c)

Figure 3.2 (Ref ) The atomic configuration of a diamond-type lattice viewed
along (a) random, (b) planar and (c) azial directions.

2. A TYPICAL RBS CHANNELING EXPERIMENT

The set—up of a typical channeling experiment using Rutherford backscat—
tering is illustrated in figure 3.3. A single crystal is oriented so that the
incident beam makes an angle ¥ > 1,/)c with a major crystallographic
direction. For this orientation a random RBS yield is detected. The sample

is then rotated in the direction of decreasing ¢. When the critical angle, ¢c,

TARGET
CRYSTAL
lcmumxmol <§yﬂf .
| e |
DETECTOR

Figure 3.8 (Ref 34) The set-up of a typical channeling ezperiment.

is reached the RBS yield at the detector starts decreasing as more and more
incident particles are steered into channeling "passages". The minimum RBS

yield is obtained when ¢ = 0. Subsequent increase of 9 past the minimum
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yield position, results in increase of backscattered yield until wc is once again

reached. (Refer to figure 3.5.)

Figure 3.4 shows a typical backscattering yield versus channel number (or
energy or depth) spectrum as displayed on the screen of a multichannel
analyser.  The "aligned" spectrum is obtained for beam incidence in a
maximum channeling direction of an undamaged crystal.  This plot is
compared to the random spectrum which is collected by holding ¥ > wc
whilst simultaneously rotating the crystal in a plane normal to the incident
beam. It is obvious from figure 3.4 that a significant decrease in

backscattering yield is obtained for alignment in a channeling direction.

The "surface peak" observed at the high energy edge of the aligned
spectrum is caused by large angle scattering undergone by incident particles

in the first few monolayers of the target. These first few surface layers may

Random

Yield

Aligned

Channel Number

Figure 3.4 MCA spectra obtained for beam incidence in both ‘aligned and
random.directions
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not be as ordered as those deeper within the material due to general surface
irregularities and possible oxidation processes. A high nuclear encounter

probability also exists for a perfectly ordered surface structure (see section 8).

After the incident particles have penetrated the first few monolayers the
RBS yield rapidly diminishes as the ordered lattice structure begins to assert
itself and channeling occurs. The yield remains low up to a certain depth in
the material, after which increasing electronic and nuclear large angle multiple
scattering causes more and more initially channeled particles to become
dechanneled resulting in an increasing probability for large angle backscat—
tering and subsequent detection. = The depth at which the yield starts
increasing and the sharpness of the gradient depends on factors such as
crystal temperature and the degree and depth of crystal perfection, as well as

on the Miller indices of the axis being used for the channeling experimexit.

When the yield from a single channel (corresponding to a depth x just
below the surface peak of the aligned spectrum) is measured whilst doing an
angular scan through the channeling direction, a plot as illustrated in figure
3.5 is obtained. In this figure the random yield obtained for ¥ > % has

been normalized to "1".

¢%, defined as that angle which causes a yield halfway between the
random and minimum values, can be accurately obtained experimentally and
is used in calculating a rough estimate of the critical angle. At an angle
just before the critical angle is reached, the yield takes on a value greater
than 1, resulting in the formation of the typical "shoulders" on either side of

the angular scan. This larger yield is due to the fact that an ion incident at
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an angle very close to the critical angle "sees" an atomic density considerably
higher than that of the random (average) value of the atomic density. (If
the ion beam were scanned over a large enough area the sum of all the
"shoulders" and "dips" (as illustrated in figure 3.5) should tend to the

average normalized yield value of 1.)

X {x)

Figure 3.5 (Ref 85) The normalized dechanneling yield as a function of the
incident beam angle.

3. THEORETICAL AND NUMERICAL DESCRIPTIONS OF
CHANNELING

22,23,33 computer

Both the "continuum model™!3? and Monte Carlo
simulations provide adequate descriptions of the channeling phenomenon.
Important channeling parameters such as critical angles and minimum yields

may be obtained from these descriptions.
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The continuum approach assumes each channeled ion may be treated as
a localized wave packet to which the laws of classical mechanics may be
applied. Bohr®*%° discussed the conditions under which a classical orbital
picture may be used to describe an individual collision between an incident
particle and a target atom and found that, for the energy range of interest in
channeling studies, and due to the small scattering angles required, classical
mechanics cannot adequately describe the collision process. Lindhard®!
however demonstrated that if the channeling process could be described in
terms of a series of many collisions (instead of individual interactions) a
classical treatment is viable. He showed that the width of the wave packet
for a channeled particle remains essentially constant during a set of collisions
with a string, and that quantal corrections to the classical description
actually decrease with increase in incident particle energy if a continuum
approach is used. The theoretical concept of a continuum potential will be
discussed after a brief overview of the general interaction potentials existing

between projectile and target atoms.

4. INTERACTION POTENTIALS

The interaction potential between an incident ion (of charge zle) and an
isolated target atom (of charge z,e) can be adequately described by the
stastistical Thomas Fermi model which assumes a Coulombic repulsion
potential, V(r), between the two bare nuclei modified by some function of the
separation which describes the electronic screening:

ZZC2

Ve = -9 () 3.1
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where r = the separation distance between the two particles
a = a screening parameter
;[)(%) = the Thomas Fermi screening function

The screening parameter, a, moderates the effect of the nuclear positive
charge on the outer electrons (such a moderation is necessary due to the fact
that the inner electrons shield some of the nuclear charge). Firsov®® used
numeral techniques to derive the interatomic potentials of two colliding
Thomas Fermi atoms, and after fitting these potentials to equation 3.1

obtained a best fit for:
-2/3
a = 0885 - a(a +23)Y 3.2

a is called the "Firsov screening parameter" and a = 0,5281 (the Bohr

radius).

The Thomas Fermi screening function, ;b(%), which reduces the potential
V(r) due to inner electron screening, does not exhibit detailed features such
as shell structure, but does approximate the results of Hartree calculations

reasonably well (though at large distances it causes V(r) to become too

large).

Though an explicit analytic form does not exist for w(-;-) there are

various good analytical approximations:

(i) The Lindhard approximation:

W3 = 1- 5537 a 3.3
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where ¢ is normally set to 3

(ii) The Moliére approximation:

W) = o1 e 6/2 | 035 e0/a | 55 ¢ L2/2 3.4
which has the advantage that at larger distances it tends to fall
below the Thomas Fermi result and therefore comes closer to the

Hartree value.

(iii) The Bohr approximation:

—r/a
I, _ B
W3 = e 3.5
where a, = ao(zf/ S+ zg/ 3)_% and is called the Bohr screening
parameter.

This approximation of the screening function has the disad-

vantage of providing excessive screening at large distances.

(iv)  The Born-Mayer approximation:

-r/a

I I BM

W) = a () - e 3.6
(a'BM) BM*apy

where Apu and apy are arbitrary parameters generally fitted to

experimental data.

5. THE CONTINUUM POTENTIAL

To a good approximation the motion of charged incident particles may
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be described by a "continuum potential". This potential is obtained by
replacing the actual periodic lattice potential, V(r), with a single "smeared
out" potential averaged along the rows or planes of atoms steering the

channeled projectile.

An assumption of this model is that the energy loss of a-channeled
particle is ignored. Both longitudinal and transverse components of the
projectile energy are assumed to stay constant. Furthermore, the rows of
target atoms forming the '"smeared out" potential are assumed to be

stationary. Thermal vibration effects are therefore ignored.

: Continuum
) model

Figure 3.6 (Ref 95) The channeling trajectory of an ion moving at an initial
angle ¢ to a row of atoms spaced at regular intervals d.

A continuum potential for axial channeling is derived as follows:
Figure 3.6 illustrates an ion moving at an initial angle ¥ to a row of atoms
spaced at regular intervals d. The row is situated along the z-axis and the
incoming ion is travelling on a plane containing the row. p(z) is the shortest

distance of the ion from the atomic string. The average interatomic potential

Digitised by the Department of Library Services in support of open access to information, University of Pretoria, 2022



UN\VERSIIEII VAN PRE ORIA
UN IVE RS OF TOR
YUNIBESI TH YA F!E OR A

56

<

(or "continuum potential") experienced by an ion at p(z) is then given by:

Vo) = fdzv J2 + ) 3.7

R indicates that the potential is due to a row of atoms while S symbolizes
the static situation. V is the interatomic potential between an ion-target

pair.

Substitution of the Lindhard potential (using the Lindhard screening

function of equation 3.3) into equation 3.7 yields

2z Z e2
Vesl) = —d_ frs(® 3.8
where
@) = lln{(@)2 + 1} 3.9
RS‘a 2 P :

Equation 3.8 is called the Lindhard standard potential. (Moliére, Bohr
and Born—-Mayer potentials may also be substituted into equation 3.7 yielding

different functional forms of fRS(g).)
The "characteristic axial channeling angle" is defined by Lindhard to be

22 7.6 3
o = (50
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where E is the energy of the incidient particle. ~ When this expression is

substituted into equation 3.9 one obtains:
2
Ves(e) = Y (8 3.1

A similar expression containing a characteristic planar channeling angle

may be derived for the planar case.

Equation 3.11 describes the continuum potential experienced by an axially
channeled particle due to a single row of atoms. When the whole
three—dimensional structure of the crystal is taken into account the total
potential field in which the particle moves may be obtained by summing over
all the potentials due to all the rows:

URS(p) = ?VRS(pi) -U_. 3.12
where Ups(P) = the net continuum potential exerted on an axially
channeled particle
VRS(pi) = the continuum potential exerted on the particle by the
i-th atomic row
U . = a constant substracted in order to make the minimum

min

value of Up(p) equal to zero
A similar expression may be obtained for the planar situation.

The net continuum potential for alpha particles in the {001} transverse
plane in copper37 is illustrated in figure 3.7. The black circles indicate
lattice atom positions. As may be expected, the total interaction potential

reaches a minimum at the centre of the channeling passage.
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Figure 8.7 (Ref 87) The net continuum potential for alpha particles in the
{001} transverse plane in copper.

6. CRITICAL ANGLES
For axial channeling Lindhard calculated two expressions for the critical
angle depending on the energy of the incoming ion:

2
2z.2,.€°\4
12 } 3.13

Yox ¥ = { Ed
for E > E’

where d = the distance between atoms along the <hkl> direction in question

and
i a
p =y, = 158 . Gyt 3.14
for E < E’
2z1z2e2d
where E/ = —— and a = the screening parameter
a’E

Expression 3.13 applies for conditions in which the screening is relatively
unimportant and the interaction is essentially Coulomb in nature.

Equation 3.14 applies for conditions under which the exact nature of the
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screening is important. For the 1-2 MeV alpha particles and the 150 keV
Ar ions used in the various metals of this study E > E’ and equation 3.13

applies.

1/)1 and ¢2 are essentially theoretical parameters. 1/)%, defined earlier, is
however an experimentally measurable quantity. For the high energy limit

(E > E’) Lindhard suggested the following linear relationship between z/)% and

X
¥, = 3.15
where ¢ is a constant ranging between the values 1 and 2.

So far only static lattices have been discussed. If thermal vibrations are

taken into account one would expect both the continuum potential and the

critical distance of closest approach (and therefore also the critical and half

angles) to be affected.

For MeV light ions Appleton and Foti?® provide the following tempera—

ture—dependent expression for 1#%:

% = 0,8 FRS(f)wl 3.16
h = 0,307 (zlzz)% in d
where ¢ = 0, &) (in degrees)
d = atomic spacing along axial direction
E = incident energy in MeV
u

£ = 1,2 El where u, = the thermal vibration amplitude

Fpg = the square root of the adimensional string potential
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Equation 3.16 predicts the value of 1/1% to decrease with increase in
ambient crystal temperature. This is to be expected due to the increased
thermal lattice vibrations effectively reducing the cross sectional area of a

channel.

7. MINIMUM YIELDS

A minimum backscattering yield is obtained when the angle between the
incident beam and the channeling axis is zero. @ The continuum model

predicts for axial channeling:

X . = Nd rpf 3.17

min

where  x . = minimum rbs yield

= the atomic density of the target

d = the spacing between atoms in the axial rows
p. = the minimum approach distance for channeling to still
occur

Due to the increase in thermal vibration of host atoms around their
lattice sites with increase in ambient temperature, one would expect an
increasing amount of initially channeled particles to become dechanneled with
increase in temperature. Lindhard suggested the following temperature
dependent expression for the minimum axial channeling yield: (this

expression applies for E > E’)

2 2
Ndr(u; + a°) + X, 3.18

min

where u, = <x? + y2>% ~ 2%u1
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and X; is a contribution from the divergence produced in the beam by

scattering in any amorphous region of the surface of the specimen.

Barrett? obtained values of the minimum yield using Monte Carlo calcu-
lations of 3 MeV protons along the <111> direction in W at various tempe—
ratures. He found the yield to increase with increasing temperature as may
be expected from equation 3.18 but found a more suitable approximation for

his results to be:

X_. =~ Ndr c(A)ug 3.19

min

where c(A) is dependent on the beam divergence A.

For A =0, ¢(A) ~ 3.

Appleton and Foti?® give the following expression for the minimum

channeling yield:

x. = Ndr(2ul + 3% 3.20

min

A more accurate expression was obtained by an empirical fit to computer

calculations:
x_. = 188 Ndul(1 + ¢} 3.91
126u1
For energies of interest to this study ¢ = - (1/)% given in degrees).
1d
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8. OSCILLATIONS IN NUCLEAR ENCOUNTER PROBABILITY

An aspect of channeling which has not yet been considered is the large
variation in nuclear encounter probability for an ion traversing the surface of
a target material. An expression for the nuclear encounter probability, P, is
given by Barrett?® and was used in his computer simulations to obtain the
plot of P versus penetration depth as illustrated in figure 3.8. This plot was
obtained for planar channeling. The nuclear encounter probability is very
high right at the surface of the material due to the random striking of
incident ions. This is because of two factors: (a) Even if the ion beam is
directed exactly along the crystal axis, a high probability exists for the ions
to interact with the surface atoms due to the fact that they have not yet
been "steered" into the "channels". (b) Relaxation of the first few surface
layers also contributes to dechanneling of ions right at the surface. A large
P causes an increase in the occurrence of backscattering collisions, resulting in

the formation of the surface peak present in a typical RBS spectrum.

Q4 MV N N A (11}
T=313°%

TRAJECTORIES |
as [+znn¢nuvc

2

NORMALIZED NUCLEAR ENCOUNTER PROBABAITY
b
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e
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o 400 800 1200 900
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g

Figure 3.8 (Ref 28) Oscillations in nuclear encounter probability.
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A bit further into the material incident ions become channeled, and as
they progress into the middle of a channel, P reaches the first minimum
shown in figure 3.8. Ions proceeding further are deflected towards the wall of
the channel, their closest approach distance corresponding with the second
maximum shown in figure 3.8. Deflection back into the mid—channel region
corresponds with the next minimum value of P, and thus the oscillation

proceeds.

This variation in P tends to be dampened with increasing depth as the
ion trajectories grow out of phase due to factors such as basic variations in
wavelength causing a wide range of transverse energies to be associated with

the different ions.

A similar dampened oscillation as the one shown in figure 3.8 for planar
channeling, may be obtained for the axial situation. In this case, howex)er, P
would in general be much smaller. The general behaviour of the oscillation
is more irregular due to the irregular way in which a trajectory moves from

row to row in two dimensions rather than from plane to plane in one.

Statistical equilibrium is only reached at depths in the order of 1000 A.
It is therefore evident that minimum yields must be measured at depths well
below the surface of the material to avoid these surface oscillations.
Alternatively yields can be averaged over a depth interval which is large

compared to the generally regular wavelength of the oscillations.
9. THE STOPPING AND RANGE DISTRIBUTION OF
CHANNELED IONS

Besides using the channeling phenomenon as an analytical tool for the
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study of damage ranges (using 1-2 MeV He ions) it is also necessary to
investigate the role (if any) which channeling plays in the actual formation of
the deep radiation damage incurred by metals implanted with heavy ions in
the 100 keV energy range. The stopping of channeled ions must therefore be

investigated for two different instances:

1. Stopping of 150 keV heavy (e.g. Ar) ions
2. Stopping of 1-2 MeV light (e.g. He) ions

One would expect a channeled ion, steered down a specific crystal axis
by a series of glancing collisions, to generally experience less slowing down

due to two factors:

1. The ion does not undergo close nuclear encounters (only large impact
parameter gentle steering collisions). |

2.  The ion spends a large amount of its time in the mid-channel region
where electron density is lower than in regions close to atomic

nuclei.

Due to the first factor one might expect (except for very low energy
ions) nuclear stopping of a channeled ion to be virtually non—existent.
However, because even the amorphous stopping powers for ions in the energy
ranges employed in this study have very small nuclear components associated
with them, one would not expect the reduced nuclear stopping due to

channeling to affect the overall LSS stopping power value significantly.

Eriksson®® proved by a detailed study of the energy dependence of

maximum channeling ranges in tungsten that electronic stopping is the only
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significant mechanism of energy loss for a wellchanneled ion. One would
however also expect electronic stopping to be reduced in a channeling

direction due to the lower electron densities encountered by the ion.

Due to the different degrees of openness associated with different <hkl>
directions one would expect stopping powers to vary for beam incidence in
various crystallographic directions. Even the stopping power for one specific
<hkl> direction could be expected to vary depending on the angle of
incidence of the channeled beam. A larger incident angle causes a closer
approach of the incident particles to the wall of the channel (as they oscillate
along the axis) thereby causing the stopping power to be larger than in the
case of a smaller angle of incidence. Energy straggling is therefore enhanced

in a channeling direction due to factors such as beam divergence.

The difference in the behaviour of ions implanted into amorphous
material as opposed to various low index crystal directions is illustrated in
figure 3.9 which shows the experimental range profiles of 40 keV radioactive
125xe implanted into bcc tungsten as obtained by Davies and Jespersgard39 .
(These profiles were obtained by measuring the remaining activity after

successive layer removal.) Similar results have been obtained for the fcc

metals nickel40, copper and gold41.

The LSS projected range for Xe in the bcc metal tungsten is about 70A
which corresponds to the amorphous curve in figure 3.9. For implantations
in various crystal directions the curves illustrated in figure 3.9 may be

subdivided into three regions:

(i) a rapid initial decrease in ion concentration with depth; roughly
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80% of all the injected ions become scattered from the aligned
direction whilst traversing the surface region of the crystal, and

hence penetrate only to about the "amorphous" range.

AMORPHOUS
TUNGSTEN
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Figure 3.9 (Ref 39) Ranges of Xe ions channeled along various <hkl> directions
in fungsten.

(ii) an intermediate (approximately exponential) region exists due to
initially channeled particles undergoing large angle scattering. From
figure 3.9 it can be seen that about 20% of the Xe ions penetrate
from 2-8 times deeper than the LSS range (depending on the <hkl>
direction involved) while about 10% penetrate 5-13 times deeper.
(For the <100> and <111> directions about 40% to 50% penetrate

2-3 times deeper).

(iii) Davies et al.*! defined R___as the deepest region to which very
well channeled particles can penetrate. A sudden bendover towards
this maximum range is observed in this example of bcc tungsten for
about 1% of the incident particles. Depending on the <hkl> indices
involved it may be seen in figure 3.9 that such perfectly channeled

particles can reach depths of up to 50 times the LSS predicted
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range. (For fcc metals Whitton*! did not observe such a sudden

cut-off at R as was found for bec tungsten.)

Beyond R~ about 0,1% of the ions exhibit the "supertail", a pheno—
menon whereby ions penetrate hundreds of times deeper than the LSS range.
It has been established that this supertail is not an enhanced penetration or
channeling effect®® but rather that it is caused by a rapid interstitial diffusion
process after perfectly channeled particles have lost their kinetic energy. This
effect was only observed in bcc tungsten and not in the fcc crystals Al, Cu
and Au!

To summarize: It is obvious that stopping powers decrease and ranges
increase in channeling directions. These parameters vary for different

target /projectile/energy/<hkl> combinations.

Channeled stopping powers for 1-2 MeV Helium

Gibson?® found the minimum channeled energy loss measured for 800 keV
He ions in gold to be about 60% of the random (amorphous) energy loss.
Eisen et al.*® found the ratio between channeled and random stopping powers
for He ions channeled in the <111> direction of Si, to reach a maximum of
well above 50% (up to 90%!) in the medium energy region. (The LSS and
especially the Bethe-Bloch stopping regions generally were found to
correspond to about a 50% reduction.) One might therefore expect the
energy loss of the medium energy 1-2 MeV alpha particles used in this study
not to be very greatly influenced by channeling. The precise amount of
reduction in He stopping powers along channeling directions is however not
known and no adjustments were made to amorphous stopping powers when

analyzing alpha particles incident in channeling directions.
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The amount of error induced by such an approach (which results in an
under—estimation of depth) may be minimized by setting up the experiment
in such a way that the total path travelled by a detected particle consists of
as small a channeled section as possible. This may be achieved by using a
single-alignment backscattering technique (so that all detected backscattered

particles travel back to the incident surface in non—channeling directions).

The channeling of heavy ions in the 100 keV range is discussed further

in Chapter 6.
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CHAPTER 4

DEFECTS OCCURING IN FCC AND BCC
LATTICE STRUCTURES

1. DISCUSSION OF FCC AND BCC LATTICE STRUCTURES

The two types of cubic lattices of interest to this study are the body-—
centred cubic (bcc) and face—centred cubic (fcc) structures. The conventional
unit cubes for both the fcc and bcc lattices are shown in figure 4.1. Super—
imposed on each of these is found the rhombohedral form of the primitive

unit cell associated with each structure.

Figure 4.1 (Ref 96) Conventional unit cubes for (a) the fcc and (b) the bece
lattices.

Both unit cubes have lattice parameter a. In terms of a, the nearest
neighbour distance (length of primitive cell vectors a, b and c) for the fcc

structure is a/y 2 and y 3 a2 for the bcc structure. Ni (a = 3,52 A),
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Cu (a = 3,61 A) and Pt (a = 3.92 A) all occur in the fcc form, whilst the

aFe (a = 2,87 A) used in this study exists in the bcc form.

Fcc crystals are more densely packed than bcc crystals due to all the
atoms being close-packed in an ABCABC stacking sequence. The conven—
tional unit cube for a fcc crystal is 74% full as opposed to the 68% for the
bcc unit cube where the ABABAB packing is not as close as in the fcc

instance.

Ion beams travelling in directions in which the crystal is relatively
"open" generally exhibit good channeling.  Planes perpendicular to good
channeling directions are, for both the fcc and bcc structures, the low index
{111}, {110}, {100} and {211} surfaces. Specific examples of these planes are
illustrated in figures 4.2 a,b,c and d. The arrangement of atoms on these
four types of plane are shown for both the fcc (ﬁgure 4.3(a)) and bcc (ﬁgure
4.3(b)) structures. Also indicated in these figures are the results of planar

atomic density calculations.

Robinson and Oen?? define the "transparency" (phkl) of a crystallographic
plane to be the number of <hkl> row lines passing through a unit area of
an {hkl} plane. They list the transparency values for fcc copper (in A2
units) as well as for a fictional bec copper. Taking lattice parameters into
account the transparencies of Ni, Fe and Pt could be calculated from the

copper data. The results are listed in Table 4.2.

For fcc crystals: P110) < P(100) < Pla11) < P(111)

For bcc crystals: p(111) < p(100) < p(110) < p(211)
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TABLE 4.1
Atomic
Atomic Atomic bce or Lattice Mass density Melting Thomas
Element Number Mass fce parameter density atoms cm S point Fermi
z | a (k) g em S « 1022 (°c) radius (A)

a-Fe 26 55,847 bee 2,867 7,87 8,50 1535 0,1056
Ni 28 58,71 fcc 3,524 8,91 9,126 1453 0,1042
Cu 29 63,546 " fce 3,615 8,93 8,45 1083,4 0,1035
Pt 78 195,09 fcc 3,923 21,47 6,62 1772 0,0844
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The {111 } plane

Figure 4.2(c)
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TABLE 4.2

Transparencies* (A’z) of various metals in various <hkl> directions (*the number
of <hkl> row lines passing through a unit (hkl) plane).

<hkl> direction Fe Ni Cu Pt
(bee) (fcc) (fce) (fce)
<110> 0,512 0,228 0,217 0,184
<100> 0,364 0,322 0,306 0,260
211> 0,889 0,395 0,375 0,318
<013> — 0,512 0,487 0,413
111> 0,314 0,558 0,530 0,450

The order of these results corresponds well to Robertson and Oen’s
calculated ranges of ions channeled in these four directions. By using a

Monte Carlo computer programme they calculated the order of the ranges to

be:
For fcc crystals: <110> > <100> > <211> > <111>
For bce crystals: <111> > <100> > <110> > <211>

The smaller the calculated transparency value, therefore, the greater the
penetration of an ion channeled in the specific <hkl> direction. It may be
noticed that the areal atomic densities indicated in figures 4.3(a) and (b) do
not correspond exactly with the order of transparencies and ranges found by
Robertson and Oen. The planar atomic density may not be used as an
accurate indication of the degree of "openness" due to the fact that atoms
directly beneath a low areal density plane might block the passage normal

to this plane.
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It is interesting to note the spacing, d, of atoms along the <hkl> row
perpendicular to each {hkl} plane. (These values are also indicated in figures

4.3(a) and (b) as well as being listed in Table 4.3.)

For fcc: der0s < ei00s < deonns < degnns
For bec: diirs < doges < degies < deonns
TABLE 4.3

Distances between atoms in various <hkl> directions

<hk1> fece (x a(h)) bee (x a(d))
100 1 ~ 1,00 1 ~ 1,00
110 1//2 0,71 | y 2 1,41
111 J3 1,73 v 3/2 0,87

210 N 2,24 | /5 2,24

211 J6/2 1,22 | /5 2,45

221 3 3,00 3 3,00

310 J10/2 1,58 /10 3,16

320 /13 3,61 /13 3,61

321 J14/2 1,87 y14 3,74

322 JI7 4,12 J17 4,12

331 Nit) 4,36 J/19/2 2,18

332 J22/2 2,35 /22 4,69

310 Y11 3,32 Y11/2 1,66

410 J17 4,12 J13 4,12

411 Y18/2 2,12 18 4,24
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These sequences correspond once again to the order of ranges mentioned
earlier. The more dense the atomic spacing of a row the better it is
therefore able to keep a particle channeled (the more difficult is for a
channeled particle to "leak out" of a row). This fact is also contained within
equations 3.13 and 3.16, where the critical channeling angle is found to

increase with decrease in the atomic spacing of a row.

2. DEFECTS OCCURING IN FCC AND BCC CRYSTALS
Defects, i.e. faults in the perfect crystal structure of a material, are

almost always presént in a crystal to a greater or lesser extent.

Generally defects may be divided into four types:
— point defects (vacancies and interstitials)
—  line defects (dislocations)
- planar defects (stacking faults, faulted dislocation loops and
grain boundaries)
— volume defects (voids, gas bubbles, precipitates and amorphous

regions).

As is explained in greater detail in Chapter 6, the bombardment of
energetic ions into fcc and bcc metals initially results in the formation of
generally unstable vacancy (i.e. "missing atom") agglomerates called "voids".
In the case of fcc metals these voids (which occur at depths corresponding
roughly to the LSS predicted range of the ion) readily collapse onto low
index planes where they form dislocation loops. The ensuing brief discussion
of the types of dislocation loops and defects generally found in fcc and bce
metals, is followed by a more detailed description of the character and

mobility of these defects.
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In fcc crystals, vacancy-type sessile faulted Frank dislocation loops with
b = % <111> have been observed as a result of void coll::xpse.44’45 These
loops are in the form of discs of missing atoms lying on the {111} planes of
the fcc structure. In silver and copper (both metals possessing low stacking
energies) the Frank loops have been observed to undergo further dissociation
towards stacking fault tetrahedra by the Silcox-Hirsh mechanism. With
increase in the irradiation temperature of copper, English and Eyre45 found
a

an increase in the number of perfect glissile b = 3 <110> loops (with a

simultaneous decrease in faulted loops).

Kirk et al.*® found the voids in the bee metal, a—Fe, not to collapse to
loops very easily, except when using very high ion doses. Jenkins et al.47,
using low dose (10"12 ions cm_z) 80 keV heavy ions to produce damage in
iron foils, found TEM visible damage in the form of b = % <111> and
b = a <100> vacancy dislocation loops. Irradiation with ions lighter‘ than
Ge caused no visible damage. Haussermann48, also finding % <111> vacancy
dislocation loops in bcc molybdenum and tungsten, found the amount of

damage to be appreciably smaller than that incurred by fcc copper and gold

crystals irradiated under identical conditions.

Besides the presence of vacancy-type defects occuring roughly within the
LSS range for ions, much deeper interstitial-type damage has been observed
especially in the case of fcc crystals (see Chapter 6). This deep damage has
been observed to be in the form of a dense network of dislocation loops and

small defect clusters49’50.

3. STACKING FAULTS AND DISLOCATION LOOPS

Insertion or removal of an extra half plane resulting in a disruption of
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the stacking sequence of planes parallel to a plane under observation causes a
two—dimensional disruption of the crystal called a stacking fault. If this
disruption only occurs on a small section of a plane (i.e. the disruption is
bounded on all sides by the "perfect" lattice structure) the defect is called a
dislocation loop. Dislocation loops are generally found lying on low index
planes of both fcc and bcc crystals. Depending on the planes on which they
lie as well as on the degree of edge or screw character they possess, dis—
location loops may be sessile (i.e. they will not slip if a stress is applied) or

glissile (mobile).

Figure 4.4 The hezagonal stacking fault on the {111} plane.

Dislocations may be perfect or faulted. An example of a faulted loop is
that of the Frank dislocation loop that occurs on the {111} planes of fcc
crystals (see figure 4.4). The insertion or removal of a {111} plane disrupts
the regular ABCABC stacking sequence and results in a faulted area descri-
bed by a hexagonal stacking sequence, e.g. BCBC. A single Frank
dislocation loop is formed by the removal of the {111} plane while a double
Frank loop is formed by its insertion (see figures 4.5(a) and (b)). The
burgers vector of a Frank dislocation, b = % <111>, lies normal to the {111}

plane in the <111> direction. It is immobile on this plane.
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Figure 4.5 (Ref 52b) The (a) single and gz double Frank stacking faults in an
fec crys
While the stacking sequence is disrupted for a faulted loop, this does not

occur in the case of a perfect dislocation. An example of a perfect dis—

a

3 <100> loop which has been found to occur in fcc

location loop is the b =
copper at elevated temperatures. Removal of a {100} plane in an fcc ciystal
does not disrupt the stacking sequence of atoms in the <110> direction.
This is because all atoms are situated directly above or below one another in
the <110> direction (see figure 4.6). Disruption is only present at the
circumference of the "inserted" (interstitial-type) or "removed" (vacancy-type)
plane and not inside the loop as occurs for the faulted instance. The defect
is thus in the form of a closed one—dimensional dislocation line or "perfect
prismatic dislocation loop". This loop is glissile in the <110> direction.
Perfect dislocation loops with b = % <111> lying on {110} planes are
found in bcc crystals. An attempt to create Frank dislocations along the

{110} closest packed planes of bcc crystals (which have an ABABAB stacking

sequence with no possibility of a C position) will result in the juxtaposition
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Figure 4.6 The removal of a {110} plane does not disrupt the fcc stacking
sequence in the <110> direction.

of two A planes or two B planes. In order to restore the proper stacking
sequence the planes may shift in a direction parallel to themselves. The
ABABAB stacking sequence will then be restored except at the circumference
of the removed or inserted plane, once more resulting in the formation of a

perfect dislocation loop. Such 2 <111> dislocations in bcc crystals are

2
glissile, i.e. they become mobile on their slip planes under stress.

4. SLIP AND CLIMB

Defects have been found to move when subjected to low stresses or to

increases in temperature.

During the process of slip one part of the crystal slides as a unit across
an adjacent part. The surface along which slip occurs is known as the slip
plane. Slip generally occurs along the close-packed planes of crystals, such as
the {111} planes in fcc metals and the {110} and {211} planes in bcc metals.
The preferred slip direction is along the line of closest atomic packing, i.e.

the <110> direction in fcc and the <111> direction in bcc metals. (When
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inhomogenous stresses are applied to a circular (or prismatic) perfect
dislocation loop, it can be made to slip in a direction normal to the plane on
which it lies.) Due to the phenomenon of slip, application of relatively low
stresses on a crystal may result in the diffusion of defects out through the
crystal surfaces with a resultant restoration of the perfect lattice structure

inside the crystal.

When vacancies are present in a material, diffusion of these defects (due
to an increase in temperature) may cause a dislocation to "climb". Figure
4.7 illustrates how lattice vacancies precipitating along an existing edge
dislocation can eat away a portion of the extra half plane of atoms, causing
the dislocation to "climb" at right angles to the slip direction. The migra—
tion of defects out of a crystal during annealing may be described by this

process of climb.

(@) (b) (C)

Figure {.7 (Ref 52c¢) The "climb" of an edge dislocation.

5. THE SELF-ENERGY OF A DISLOCATION
The displacement field of a dislocation line or stacking fault represents

stored energy. This energy is called the "self-energy" of a dislocation and
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has a magnitude proportional to the square of the burgers vector of the
dislocation. Due to the energy stored within them, dislocations are found to
exert either repulsive or attractive forces on one another. Such forces may
either lead to mutual annihilation or to the conglomeration of high

concentrations of defects in certain areas of a crystal.

6. THE PEIERLS-NABARRO FORCE

Due to the periodic potential existing between atoms in an ordered
lattice structure, the self-energy of a dislocation moving through a crystal
fluctuates with its position. Two possible periodic variations of dislocation

energy with position are shown in figure 4.8.
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Figure {.8 (Ref. 52d) Schematic diagram of the energy of an edge dislocation as
a function of its posilion in the lattice.

A consequence of the periodic self-energy associated with a dislocation is

the existence of a periodic force exerted by the lattice on dislocations. The
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force is greatest where the slope of the energy curve is a maximum. An
external force greater than this maximum force must be applied to a
dislocation lined up along a crystallographic direction if the dislocation is to
move freely over considerable distances. Peierls’! was the first to draw
attention to the periodic nature of the force a lattice exerts on a dislocation.
The first extensive calculation of its magnitude was attempted by Nabarro.
Thus the force is called a Peierls or Peierls—Nabarro force. A simplified
calculation of the Peierls stress of a screw dislocation has been done by

Weertman and Weertman®22.

The Peierls stress opposes dislocation motion and is expected to decrease
with increasing crystal temperature due to the greater ease of movement of

defects at higher temperatures.

The Peierls stress opposing dislocation motion on a slip plane, also
decreases with increasing planar packing density. Due to its overall lower
atomic density, one would therefore expect the Peierls force in a bcc crystal

to generally be larger than the force in a fcc crystal.
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CHAPTER 5

DECHANNELING AT DEFECTS

1. INTRODUCTION

Distortion of a lattice due to the presence of defects decreases the
steering effect experienced by a channeled ion, eventually resulting in
dechanneling of the particle. The probability that dechanneling will occur is
expressed by the "dechanneling cross section" which is dependent on both the
nature and size of the defects as well as on the charge and energy of the
channeled particle. The channeling technique can be used to provide infor—
mation on both the amount of disorder (which is proportional to the
magnitude of the dechanneling cross section) as well as on the depth of the
damage incurred by an irradiated crystal. The energy dependence of the
dechanneling cross section further yields information about the type of defects

causing the dechanneling.

2. RUTHERFORD BACKSCATTERING SPECTRA OF RADIATION
DAMAGED SINGLE CRYSTALS: ANALYSIS OF DECHANNELING
YIELD TO OBTAIN AN INDICATION OF THE DECHAN-
NELING CROSS SECTION

A typical energy spectrum of 450 keV channeled protons backscattered
from boron-implanted Si is illustrated in figure 5.1%% and provides a useful
basis from which to discuss general dechanneling concepts. The insert in this
figure contains a schematic diagram of the sample from which the spectrum
has been obtained. It may be seen that disorder (in this case the formation
of amorphous Si) has occurred in the region B at a certain depth below the

surface.
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Figure 5.1 (Ref 53) A dechanneling spectrum of damaged silicon.
Damage occurs in region B of the insert.)

The peak of the backscattering yield observed in the corresponding region
B of the <110> damage spectrum is due to the scattering of initially
channeled protons by displaced Si atoms in the damaged region of the
crystal. The scattering yield from region C of the crystal, which is below
the damaged region, is higher than the yield observed from the same depth
in the undamaged crystal. This is due to the fact that the component of the
incident beam managing to stay channeled during its progress through the
damaged region B, emerges into the undamaged region C with a larger
angular spread, and therefore has associated with it a larger dechanneling

probability than is the case for particles at a similar depth in the undamaged
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sample. Particles in the damaged sample will therefore, besides being
dechanneled in region B, also have a larger probability of being dechanneled

in region C, thereby causing a rise in the yield in both regions B and C.

The total dechanneling yield obtained from a damaged sample, and
collected in a certain channel number m of its RBS spectrum, is not a direct
indication of the density of the defects lying at the depth x corresponding to
the channel number in question. (It is therefore also not an indication of the
dechanneling cross section existing due to the defects at x.) The reason for
this is the fact that the incoming analyzing beam (aligned along the specific
axis) consists of both a random and a channeled fraction (refer to section 1
of Chapter 3). All channeled particles arriving at x, undergoing dechanneling
specifically due to the defects at x, and eventually being detected in the
backscattering experiment, constitute that fraction of the dechanneling yield
(in channel number m) indicative of the defect denmsity at x. The other
contribution to the total dechanneling yield in channel number m is the yield
due to backscattering of the random fraction at x. (As discussed in Chapter 3
the random fraction progressively increases with distance below the surface
due to incremental beam divergence caused by interactions with thermally
vibrating row atoms as well as with electrons.) If this random contribution
can be separated from the total RBS yield at x, an indication of the dechan—

neling cross section (due to defects at x) can be obtained.

Such a separation may be achieved by bringing the dechanneling yield
(at x) of the virgin (undamaged) spectrum into account. For a perfect
crystal (no damage existing at x) the dechanneling yield from depth x is only
due to backscattering of the random fraction of the incident beam. (An
incident ion dechanneled (due, say, to the incremental beam divergence which

causes delayed dechanneling) at x, is considered to be part of the random
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fraction.) If X,(x) is the aligned yield normalized to the random yield in the
virgin crystal, and XD(x) is the corresponding quantity in the damaged
crystal, then the probability P(x) for a projectile to be dechanneled at depth
x is given by:

Xp(x) — x,(x)

P(x) = = x.(x) 5.1

P(x) is an indication of the dechanneling cross section at x.

Quéré54’55

as well as Grob and Siffert>® assumed a simple additive form
of both the channeled and random fraction contributions to the total
dechanneling yield from x. They formulated the loss of channeled ion flux

(®) per unit length at depth x as follows:

& = - @[ + IoN(x) 5.2

where ¢ describes the random fraction contribution to the loss of channeled
ion flux and g, is the dechanneling cross section of type i defects whose

concentration at x is N,(x).

Grob and Siffert resolved equation 5.2 and obtained for one specific type

of defect i:
X
- g O’iNi(z)dz
d(x) = fbv(x)e 5.3
where @ (x) = <I>0e_fx
and q)O = (I)bea.m(1 B Xmin)
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where x . is the surface minimum yield and ¢ is the
min beam

incident beam flux before any interaction with the target.

Grob and Siffert expressed the probability P(x) for a projectile to be
dechanneled at a depth x on a defect of type i in terms of the dechanneling

flux:

¢ (x) - &(x)
P(X) = - 3 (x) 5.4
v
Substitution of 5.3 in 5.4 yields:
X
-/ JiNi(z)dz
Eliminating P(x) from equations 5.1 and 5.5 yields:
X
-/ GiNi(z)dz
RO O N
- X, (%) - °
1 - x5(x) *
D —
-In 1_—X(x)' = fUlNl(Z)dZ
Y 0
= I(x) 5.6

I(x) is called the integrated dechanneling probability due to defects and

is directly proportional to the dechanneling cross section g..
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3. A DAMAGE "KNEE"

In the case of crystalline metals the damage induced by ion irradiation is
in the form of dislocations (see Chapters 4 and 6). Because dislocations
usually lie on similar crystal planes their presence serves to collectively
increase the channeling angle of all channeled analyzing ions. This results in
an overall increase in the dechanneling probability of all channeled ions
reaching the damaged region. Instead of a definite damage peak as
illustrated in figure 5.1 (such a peak indicates the formation of amorphous
surface material), the spectrum of the dislocation-type damage is typified by
a distinctive damage '"knee" or "kink" which is observed at the channel
number corresponding to the maximum damage range (see figure 5.2). The
high dechanneling probability of all channeled ions reaching the end of the
damage region causes the backscattering yield not to decrease beyond the

damage knee.

andom

Aligned

(Y
L4

Channel Number

Figure 5.2 Dislocation—type damage is typified by the "knee" in the damage
spectrum.

4. DEFECTS THAT CAUSE DECHANNELING
Dechanneling at defects can be due to obstruction, distortion or to both

simultaneously.
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Obstructional defects

An obstructional defect, such as a point defect, a stacking fault,
a grain boundary or a void, causes only a very small amount of
distortion in its immediate neighbourhood. Such a defect will only

cause dechanneling when the channeled particle hits it directly.

The dechanneling cross section is assumed to be negligibly small
for isolated point defects (vacancies and interstitials). Jousset et
al®" found that the dechanneling cross section, a5 for planar

dechanneling due to interstitials could be expressed as follows:

2
z.z, e Lr
o = 2 5.7
P 2/ E V(x)
where L = the kalfwidth (in length units) of the channel
X = the maximum allowed value of x; x being the

distance measured from the midpoint between

two planes
V(xc) = a simplified power law planar potential
E = the energy of the channeled particle

The E? dependence of a, was confirmed in experiments by the
same authors. Such 2 Zependence was also obtained by Lindgreen58
Axial dechanneling due to interstitials was found to have a much
smaller cross section than that for the planar case®’. This can be
expected due to the higher potential barrier associated with an axial

channel.
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55

Quéré™ formulates the cross section due to dechanneling at a

stacking fault, as follows:

Igp = pS 5.8
where Ogp = the dechanneling cross section for a stacking fault

p = an energy independent dechanneling probability

S = the projected surface of the stacking fault

The dechanneling cross section for a stacking fault is not

affected by a change in energy of the channeled particle.

Figure 5.3 illustrates four situations which can occur when an
initially channeled particle comes across a stacking fault.  The
channeling can be made worse (case 1) or beter (case 2), dechanne—
ling may occur at the stacking fault (case 3), or dechanneling may

occur further on (case 4).

—L
X )

/
3 : 4

Figure 5.3 (Ref 97) An illustraiion. of what occurs when an initially channeled
particle encounters a stacking fault.

In general the total channeling stopping power is not changed
due to the presence of a stacking fault. This is because channeled

ions have an equal probability to either increase (case 1) or decrease
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(case 2) their transverse energies at the fault. (The effect of a
defect on channeled energy loss has been theoretically demonstrated
to be quite negligible also in the cases of dislocations and hydrogen

interstitialsGO.)

Distortional defects

Defects which cause large distortions in relatively large regions
in the surrounding lattice are called distortional defects. Examples
of such defects are straight dislocations, dislocation loops and
clusters. Distortion dechanneling results from some extra transverse
energy given to channeled ions by the curvature of channels in the
neighbourhood of the defect. Figure 5.4 illustrates how the distor—
tion is the greatest near the core of an edge dislocation and then
decreases with distance as the radius of curvature around the dislo-
cation increases. Quéréej‘ defines a "dechanneling cylinder" around
the dislocation axis in which volume the amount of distortion is
large enough to allow dechanneling. Outside this cylinder the dislo—

cation has no further effect on dechanneling.

The mean diameter of the dechanneling cylinder has been

defined by Quérél:

_ }
For axial channling: A (E) = [(—292E) 5.9
* @ z.z,e€
1%2
s bE ;
For planar channeling: Ap(E) = 5.10

2
8,6z1z2e Ndp
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Figure 5.4 (Ref 97) R_ is the minimum radius of curvature of a channel at a
distance T from an edge dislocation. At distances greater than T the radius of
curvature is too large to influence the dechanneling probability of a channeled
particle.

where d and dp are respectively the widths of the axial or planar

channel
b = the burgers vector of the dislocation
N = the atomic density of the material
E = the energy of the channeled ion
a = the Thomas Fermi screening radius
a takes on different values depending on whether the

dislocation is edge, screw or mixed

The diameter of the dechanneling cylinder defines the
dechanneling cross section per unit length (A) of a dislocation.
Both equations 5.6 and 5.7 indicate A to be proportional to the
square root of the energy of the channeled ion, although the
absolute value of A is much larger for the planar than for the

axial case.
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Mory and Quéré43 found that equations 5.6 and 5.7 slightly
overestimated the dechanneling probability due to various factors
such as the possible dissociation of dislocations and the instance
of non-straight dislocations (loops) not being taken into account.
Mory and Ligeon60 suggested the following equation for the

dechanneling cross section per unit length of a dislocation loop:

_ d
A(d) - A(D . a—ﬁg 5.11
where )\m = ) for a ciraight dislocation
d = the diameter of the dislocation loop
d, = an adjustable parameter.

0

Identification of defects

Different types of defects and the depths at which they occur in
a material may be identified by finding the relationship between
dechanneling yield and energy of the incident beam at a certain
depth. If the yield does not change with increase in beam energy,
the presence of stacking faults or voids may be suspected. An E
dependence of the yield indicates the presence of dislocations, while a
gt value points to interstitial point defects being the cause of
dechanneling. This identification is, however, not simple to achieve

due to mixtures of difierent types of defects that may exist.

Digitised by the Department of Library Services in support of open access to information, University of Pretoria, 2022



UNIVERSITEIT VAN PRETORIA
UNIVERSITY OF PRETORIA
YUNIBESITHI YA PRETORIA

(0233-

92

CHAPTER 6

HEAVY ION RADIATION DAMAGE AND THE
TEMPERATURE DEPENDENCE THEREOF

1. INTRODUCTION

The reaction of the target atoms to energetic ions bombarded into
various metals is considered in this chapter. One would expect a considerable
amount of agitation to be introduced among the constituent metal atoms as a
result of such ion bombardment (leading to defect formation as discussed in
Chapter 4). Whether the extent of the agitation among the target atoms
would coincide with or lie shallower or deeper than the depth of the
implanted ions (as predicted by the LSS theory) and whether the range
profile of the target atom disruption would be broader or thinner than that
of the final incident ion distribution would depend on factors such as the
amount of energy transferred to the target atoms (and what happens after
the initial transfer).

Radiation damage profiles in the fcc crystals copper,49’50’62’63’64’65’66
nickel®” aluminium® and platinum65 have been observed by various authors
to lie many times deeper than the depths predicted by the LSS mean
projected ranges of ions in the amorphous counterparts of these metals. The
half width of the damage profiles have also been found to be broader than
those predicted by the LSS theory63. The damage in the bcc metal a-iron
has been found to be only slightly deeper than the LSS ion range for
amorphous iron65’67, although Linker et al.%® has found considerably larger
damages ranges in bcc vanadium than predicted by LSS. RBS dechanneling
techniques have proved useful in the investigation of these deep damage

49,50

ranges. From various dechanneling studies it is known that the radiation
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damage in single crystals consists of two parts: a shallow part extending to
a depth roughly coinciding with the range of the implanted particles in the
amorphous material as predicted by LSS range theory, and a deep part

extending to much greater depths.

The shallow part of the damage has been observed to consist mainly of
vacancy-type defects found in the region where cascade formation takes

49,4950 The mechanism of collapse of the vacancy-rich inner cores of

place.
cascades to form vacancy-type dislocation loops is wused to explain the
presence of defects in the shallow damage region. The deep component of
irradiation damage has been found to consist mainly of interstitial-type

defects .49

For self-ion implantation in Cu, Vos and Boerma!® found the deep
damage ranges to increase gradually with increase in implantation temperature
from 77 K to 660 K. This was also found by Lindgreen et al %08 who self-
implanted copper at both 300 and 555 K. Friedland and Alberts®® similarly
found damage ranges in Ar'-implanted copper to increase from 77 to 300 K.
While Sood and Deamadey63 found the deep damage ranges to increase for
Mo" implantations into copper when increasing the substrate temperature
from 77 to 300 K, they surprisingly found the deep damage ranges to
decrease quite dramatically above 300 K until at 623 K no damage knee
could be discerned in dechanneling spectra. To summarize: for Ar’ and Cu’
implantations into copper, damage ranges have been found to increase with
increase in implantation temperature throughout the 77-660 K temperature

49,50,58,65 The unexpected reverse trend observed for the M3

spectrum.
implantation863 above 300 K might have something to do with the choice of

ion used. Similar dosages and implantation energies were used in all the
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examples quoted above. Furthermore all implantations mentioned were done
off-axially to avoid channeling as much as possible, the only exception being
the work of Vos and Boerma® who implanted Cu® ions along various low—

index <hkl> directions.

An increase in implantation temperature has also been found by various
authors to cause a decrease in the levels of both shallow and deep

50,63,64

components of the damage. At sufficiently high temperatures a

virtually defect free zone has been observed between the shallow and deep

regions in copper.49’50

An important aspect to bear in mind as regards the influence of implan—
tation temperature on deep radiation damage is that the temperature—depen-—
dent damage is incurred during implantation at the temperature of interest.
Vos and Boerma® implanted copper crystals at room temperature and found
that subsequent annealing to an elevated temperature, T, did not produce the
same type of damage that was observed for the crystal implanted at the

temperature T.

Three explanations have been proposed by various authors for the

occurrence of deep, mainly interstitial-type damage in single crystals:

50,58 49

(1) Sood and Dearnaleyﬁs, Lindgreen et a and Vos and Boerma
proposed that deep radiation damage is caused by the migration of
highly mobile self-interstitial atoms, which form clusters or loops at

greater depths.

(ii) Friedland et al.®* considered an energy—dependent driving force,
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created by strongly time—dependent strain—field gradients along the
ion tracks, to be the major cause of deep radiation damage. Every
ion stopped may create a shock-wave due to fast thermal expansions
which can travel deep into the bulk. Defects, initially created in the
shallow (cascade) region, may then be propagated deeper into the
crystal under influence of this strain field. Sood and Dearnadey63
also considered a compressive stress to be the cause of defect
propagation, but suggested that such a stress was created due to
defect accumulation in the lattice. (This explanation can, however,
not explain the fact that damage ranges have generally been found

to have either no® or very small® dosage dependence.)

(iii) Diehl et a,l.69, Eyrem, Friedland et a1.64, Ecker et al.*’ Vos and
Boerma®® as well as Borders and Poate®? discussed the probability
that channeling could be responsible for the deep penetration of
defects into single crystals.  Although ions directed exactly in a
main axial direction can be expected to penetrate deeper than the
LSS projected ion range (due to channeling) the possibility that such
channeled ions would be the cause of the deep damage is small due
to the fact that only a small fraction of such ions penetrate to the
Rmax channeling depth defined by Davies et a1.42(see Chapter 3

64,67 Deep radiation damage ranges have also been

section 9)
observed in single crystals which were implanted at angles well off
low index <hkl> directions (as mentioned earlier) where the

channeled component reaching Rmax is expected to be even smaller.

In order to discuss all three these explanations in more detail, and
thereby to obtain a greater understanding of the temperature dependence of

deep radiation damage, an overview of the basic mechanisms and parameters
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involved in radiation damage processes is given in sections 2 to 6. The

current discussion is resumed in section 7.

2. THE FORMATION OF POINT DEFECTS

For the energy range of implanted ions used in this study, a considerable
component of the projectile energy is lost through interaction with electrons.
Due to the nature of the metallic bond (positive nuclei, vibrating around
lattice sites, are surrounded by a '"sea" of non-localized electrons) the
electronic structure of a metal can quickly recover and no permanent damage
is caused by electronic excitation. (The energy transferred to electrons is

dissipated as heat.)

The mainly elastic nuclear interactions, however, do lead to radiation
damage. According to classical elastic scattering theory27, the incident ion
transfers the following amount of energy to the first atom (nucleus) it
encounters: (this atom is called the "primary knock-on atom" or PKA)

4E M M,

E = 5 sin’(
(M, + M,)

0
9 6.1

where E = the energy of the incident ion
M, = the mass of the incident ion
M, = the mass of the target ion
6

= the centre of mass scattering angle

The maximum energy transferred to the PKA occurs for a head—on

collision, where § = 180°. Whatever the angle of collision, however, if the
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energy transferred to the PKA is larger than a certain threshold energy, E,
the lattice atom will vacate its regular position thereby leaving an empty
lattice site or "vacancy" behind. The PKA may come to rest at an
interstitial non-lattice site within the material. Collectively, such a "self-
interstitial atom" (or SIA) and the vacancy left behind by it are known as a

"Frenkel pair" (see figure 6.1). Both SIA’s and vacancies are examples of

point defects.

Vacancy

Interstitial

Figure 6.1 (Ref 52¢) A Frenkel pair.

The threshold energy for creating a permanently displaced interstitial, E &
is anisotropic and has a value ranging between 15 and 50 eV (the smallest
value is in the direction of the most densely packed atomic row). Since the
separation distance of a Frenkel pair created with the threshold energy is
only a few lattice parameters, the whole displacement event is completed
within 10* to 107! seconds. For such a short time the surrounding lattice
atoms, though exhibiting thermal vibrations, may be considered to be at rest
because, in metals, their frequencies lie below 10'® Hz. The eventual

response of the lattice to the formation of a Frenkel pair may cause it to
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recombine if its constituents are not sufficiently well separated. The volume
in which a Frenkel pair is unstable is defined as the "instability volume" 30
which has a typical size of 100 atoms for metals. This instability volume is
both orientation and temperature dependent. Gibson et al.”! have also
reported the existence of such an "annihilation zone" around a vacancy "upon

entering which the interstitial atom occupies an ordering position and the

vacancy disappears."

3. THE EFFECT OF TEMPERATURE ON THE MOBILITIES OF
VACANCIES AND INTERSTITIALS

211.72

Townsend et relate the amount of defect migration to the

temperature by the following equation:

Eact ~ 25 kBT 6.2
where E_, = the activation energy for a defect to start migrating
T = the temperature in kelvin
k = the Boltzmann constant

B

This estimation is reasonably accurate for materials such as metals which

have lattice vibration frequencies of ~ 108 Ha.

Eyre70 divided irradiation temperatures into three groups (refer to

Table 6.1):

(1) Temperatures at which vacancies and interstitials are both immobile

(T < Stage I).
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(i) Temperatures at which interstitials are mobile but vacancies are
immobile (Stage I < T < Stage III).
(iii) Temperatures at which both vacancies and interstitials are mobile

(T > Stage III).

TABLE 6.1
Metal Structure Helting point Stage I Stage III
temperature (K) (K) (K)
Ni fcc 1728 60 375
Cu fec 1357 50 300
a-Fe bece 1800 120 375
Pt fcc 2046 30 600

It is important to discern between two possible processes taking place
during irradiation of metals: At low temperatures, where no interstitial or
vacancy migration is possible, energetic ions only produce disordering. At
higher temperatures both disordering and thermal migration of point defects

can take place.

4. COLLISION CASCADES

Instead of immediately forming an interstitial, the PKA, if it has
sufficient energy (in the order of 1 keV) may displace other atoms from their
lattice sites. These secondary knock-on atoms (SKA’s) may in turn displace
further atoms which in turn create higher order knock-on atoms.  This
repeated process results in the formation of a displacement cascade which is
illustrated in figure 6.2. A single ion can produce a succession of PKA’s,

(each of which produce a cascade) before it finally comes to rest.

Digitised by the Department of Library Services in support of open access to information, University of Pretoria, 2022



UNIVERSITEIT VAN PRETORIA
UNIVERSITY OF PRETORIA
YUNIBESITHI YA PRETORIA

(0233—

100

Figure 6.2 (Ref 80f ) Schematic representation of a displacement cascade: O,
starting point of the PKA; P, stopping point of the PKA; , trajectory of the
PKA; o wvacancies; e, interstials, — — — —, trajectory of higher order knock-ons.

Calculations’® of the energy distributions for even rather heavy projectile
masses and high ion energies reveal that low energy transfers (mostly below
1 keV) are highly favoured between PKA and target atoms. The low ener-
gies involved cause the average spatial dimensions of the collision cascades to
be rather small compared to the range of the implanted ions, leading to
primary damage profiles (the shallow damage component) closely correlated to
the projected ion range. The depth at which such displacement cascades
occur therefore corresponds roughly to the LSS range of ions in amorphous

materials.
Cascade developement with time may be divided into three phases:

(1) The collisional or displacement phase

In this phase (which takes ~ 10713 seconds to complete) a large
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number of Frenkel pairs which branch out due to various order
knock-on collisions (as shown in figure 6.2) are formed. An example
of the number of Frenkel pairs formed in this early stage of cascade
development is illustrated in region I of figure 6.3. (This graph was
obtained from a computer simulation for a 2,5 keV cascade in a bcc

crystal.74b)

N
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Figure 6.3 (Ref 74b) The time evolution of the number of Frenkel pairs formed
in a collision cascade.

During the collisional phase there is a tendency for vacancies to
be located more towards the centre of the cascade region (CR)
(where they form a "depleted zone") while interstitials tend to
cluster at the peripheries of the cascade forming a shell around the
vacancy-rich zone. This segregation of defects in a cascade can be
understood if one considers the evolution of the displacement cascade
as an explosion which starts at a point (first displacement), the

extending front to the undisturbed lattice being formed by newly
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displaced interstitials while the vacancies stay behind.

The Thermal Spike phase

At the end of the collisional phase of the cascade, the relatively
small percentage of the lattice atoms that took part in the cascade
process, are in a highly excited (kinetic) state, while the rest of the
lattice atoms in this volume remain unaffected. (An "athermal"
state of excitation exists.) During the thermal spike phase the
energy of the excited atoms is distributed among all the atoms in
the cascade volume. (This distribution takes place mostly by way of
pair collisional processes.75) All the atoms in the CR are therefore
in a highly excited thermal vibrational state, a state to which a
certain "highly localized temperature" as well as an "energy density"
may be assigned. This state of agitation corresponds to Seitz
and Koehlers’'® concept of the "thermal spike" and lasts for

712 _ 710 seconds, during which time the localized thermal

10
energy is dissipated into the surrounding lattice until thermal
equilibrium is finally attained. Temperatures as high as 10* K have
been proposed to exist in the inner core of the CR during this
ultra—short period of time' . (The inner cascade region may
therefore be viewed as "molten".) During the thermal spike the
centre or core of the cascade is therefore considered to be the
hottest region, from where the temperature slowly decreases to the
peripheries of the CR. Such a temperature gradient between the
core and periphery of the cascade was observed by Averback et al.’®
in a molecular dynamic simulation of radiation damage in copper
(using the relationship E, = % kT per atom). They found the

average temperature in the centre of the cascade (radius < 10 A) to

be about 5000 K, and the temperature gradient outside the core to
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be about 300 K/A. The temperature only began to fall below the
melting temperature of copper at about r = 17 A, a radius which
closely corresponds to the radius of the "disordered zone" obtained in

their calculations. (MDS calculations are discussed at a later stage.)

Due to the high temperatures associated with the thermal spike,
both vacancies and interstitials can be considered to be highly mobile
in the cascade region. The larger the thermal gradient between the
core and periphery of the CR, the larger the effect of the "thermo-—
transport" mechanism proposed by Protasov and Chudinov’’. By
therrgo—transport is meant the phenomenon that vacancies produced
in the displacement phase of the cascade migrate from its
peripheries, up the thermal gradient to the centre of the cascade,
where they form a region of high vacancy concentration (a "void").
Due to self-intersitial atoms diffusing to the peripheries of the
cascade region and beyond (by way of replacement collision sequences
— see next section), the cascade region at the end of the thermal
spike phase is found to consist of a vacancy-rich core surrounded by
high concentrations of interstitials (which tend to form clusters78).
The size and concentration of the vacancy-rich core is determined by
factors such as the size of the temperature gradient associated with
the thermal spike as well as its lifetime.

The combination of thermo—transport of vacancies and diffusion
of SIA’s is an additional mechanism to explain defect segregation in
a cascade, a process which has already been explained in the

previous section using the collisional model.

Kapinos and Platinov ' proposed a second mechanism for defect

segregation occuring during the thermal spike phase. Their
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description involves the nucleation of large vacancy clusters during

the cooling stage of the thermal spike.

During the thermal spike stage of the cascade, computer
simulations have shown that the large number of Frenkel pairs
formed in the initial collisional phase drop rather drastically to a
value much smaller than that predicted by the modified Kinchin-

Pease expression.so

N(E) ~ ¢(m) - 2% 6.3
where N(E) =  the average number of Frenkel pairs created by a
PKA with energy E in a random collision
cascade
E, = the effective displacement threshold energy
§(m) = varies between 0 and 1

According to the original Kinchin—Pease model®! N(E) obeys the
boundary condition:

N(E):{O E < E, }

1 Ed<ES2E

d

This model, however assumes hard-sphere scattering which leads
to an overestimate of N(E). (A higher portion of energy is actually
spent in subthreshold collisions (E < E d) than hard sphere scatte-

ring, and thus less Frenkel pairs are actually produced.)

The reason for the sharp reduction in the number of vacancies

and interstitials at the end of the thermal spike phase (refer to
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region II in figure 6.3) is obviously due to all the spontaneous
recombination processes taking place in the "thermally agitated"

state of the cascade.

Two important parameters used in the study of thermal spikes
are "thermal spike lifetime" and "energy density". The lifetime of
the thermal spike (TS) describes the time necessary to attain
equipartion of energy, i.e. the time needed for the cascade to cool
down to ambient temperature. The TS lifetime depends on the size
of the temperature gradient between the cascade core and the outer
crystal. The TS lifetime is also dependent on the thermal
conductivity of the metal in which it occurs. The time duration of
the thermal spike is of importance as it is a determining factor as

regards the amount and type of defects eventually formed.

The term "energy density" (ED) of the TS refers to the amount
of energy per atom distributed in the cascade region. It is a tempe-
rature dependent property of each material. Kim et al.82 show the
energy densities for metals used in this study to decrease in the

following order: (the last 3 densities do not differ greatly)

ED_, > ED > EDNi > ED

Pt Cu Fe

This ordering corresponds to the ordering of the mass densities

of the materials.

(iii) The relaxation phase
At this stage the thermal energy of phase two has dissipated so

that thermal equilibrium of the cascade region with the rest of the
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crystal has been reached. In the relaxation phase, which lasts
between 107° and 1077 seconds, the lattice reacts to the formation of
the cascade, e.g. the vacancy-rich core may collapse to form disloca—
tion loops. Further Frenkel pair recombination can also take place
as indicated in region III of figure 6.3. The number of Frenkel pairs
slowly tends towards a value of one third of the Kinchin—Pease

estimate.

It has been observed by various authors that the number of
point defects after the final stage of the cascade is considerably
overestimated by the Kinchin—-Pease expression. Averback et al.”
found the increase in the resistivity of copper foils after implantation
with heavy ions to lead to a damage efficiency of only 35% relative
to the modified Kinchin—Pease expression. Molecular dynamic
simulations by Averback et al.”® furthermore show that a 5 keV
cascade in copper finally produces little more than 10 stable Frenkel
defects whilst the Kinchin-Pease model predicts about 80. The
overestimation of Frenkel pairs by the modified Kinchin—Pease
expression is brought about by a single substitution of the full ion
energy into equation 6.3. Friedland and Alberts®® in their study of
deep radiation damage in various metals used the TRIM programme
to predict the number of vacancies created by various 100 keV ions.
Because the TRIM code carries out the modified Kinchin—-Pease
calculation for each PKA, the number of vacancies reported by
Friedland and Alberts®® were considerably less than would have been
the case had the full ion energy been substituted a single time into
equation 6.3. Sood and Dearnaley63 also found the amount of
disorder induced by Cu, Au and Mo ions in copper to be consider—

ably smaller than the Kinchin—Pease estimate.
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5. REPLACEMENT COLLISION SEQUENCES (RCS)

A primary knock-on atom may displace a host atom from its lattice site
but not retain enough energy to escape from that site after the collision.
Such an event is called a "replacement collision". The knocked out atom
may similarly proceed to knock out and take the lattice site of its nearest
neighbour, the neighbour in its turn doing the same to the atom closest to it
(see figure 6.4). Such a "replacement collision sequence" (RCS), focussed
along a low index axis of the crystal, may cause an interstitial with relatively
little energy to migrate unexpectedly large distances into the crystal, even—
tually coming to rest at an interstitial site when the kinetic energy has
dissipated sufficiently so that no further replacements can occur. RCS there-

fore enable the formation of a stable, well separated Frenkel pair;

Silsbee® hypothesized that such atom-atom collision sequences were
focussed along major crystallographic directions by way of an impulse, trans—
ferred from one atom to another, gradually coming closer and closer to the
axis of the atomic sequence along which the energy is transferred. Kirk and
Blewitt84, in their investigation of radiation damage in ordered Ni,Mn
obtained very direct evidence for the existence and magnitude of RCS. Diehl
et al.% proposed RCS to be responsible for the deep penetration of damage

into copper and gold foils irradiated with 1-5 keV Ar ions.

Replacement collision sequences, which are most likely to occur at
energies near the displacement threshold energy, E g oceur mostly along the
<110> and <100> close—packed directions for fcc crysta1385 and the <111>

direction for bcc crystals. Due to RCS occuring at the extending front of a
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Figure 6.4 (Ref 309) Successive collisions along a row of equally spaced hard
spheres.

86b

cascade, the cascade develops principly in these close—packed directions (see

figure 6.5).

The effect of elevated temperatures on RCS

Elevated temperatures, causing increasing thermal vibrations of host
atoms around their lattice sites, have a defocussing effect on replacément
collision sequences. Sequences that, with zero thermal vibration, could cause
an interstitial to come to rest at about 200 atomic spacings from its nascent
vacancy87, become increasingly shorter with increase in irradiation tempera—
ture. The effect of temperature ‘increase in the direction of cascade deve—
lopment is illustrated in figure 6.5. Agranovich and Kirsanov®® calculated
crowdion trajectories (i.e. long chains of correlated displacements) in a-Fe at
various temperatures by using Monte Carlo computer simulations. They
found the trajectory of a 50 eV PKA suffering RCS along the <111> direc-
tion to extend over 22 interatomic distances, d. Incorporation of zero point
vibrations resulted in a decrease of trajectory to 11d and at T = 42 K the
sequence extended only over 8 atomic distances. Diehl et al.%? found the
ratio between room temperature and 130 K implantation of 1-5 keV Ar" ions

to be 0,6 for Cu and 0,8 for Au.
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Figure 6.5 (Ref 86b) The displacement threshold energy is dependent on the
crystal direction. This anisotropy decreases with increase in crystal temperature.
(As calculated for a—Fe by Kirsanov.)

This discovered reduction of crowdion trajectories with increase in
temperature leads to a significant effect, namely to spatigl localization of
collision sequences.  Self-interstitial atoms unable to escape the cascade
volume due to increased lattice vibrations, cause there to be an intensification
of recombination and replacement processes within the cascade region itself,

leading to intensification of the thermal spike.

Kim et al.%? stated that such collective motion in the CR during the
thermal spike phase is the main cause of "ion beam mixing" (IM), i.e. diffu-
sion induced in a metal by ion irradiation. They did a systematic study of
the spread (or diffusion) of tracer impurities in thin metal films and

concluded that such atomic mixing took place primarily during the thermal
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spike phase of cascade development (the collisional phase contribution to IM
was considered to be only of secondary importance). The greater the ion
mixing of tracer impurities in metals, the greater therefore the amount of
thermal agitation and collective motion taking place in the cascade zone

during the TS phase.

Kim et al.%? investigated the dependence of IM on matrix and thermo-
chemical properties such as target mass, cohesive energy and energy density.
Figure 6.6 contains a plot of mixing efficiency as a function of the square of
the energy density (the ordinate) and as a function of the inverse square of
the cohesive energy (the abscissa). Ion mixing or "mixing efficiency”" values
are situated inside the circles. The cohesive energy decreases from left to
right on the abscissa. Also indicated are values of the melting point tempe-

ratures for metals of interest to this study.
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Figure 6.6 (Ref 82) Mizing efficiency as a function of both the square of the
energy density and the inverse square of the cohesive energy.
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As might be expected, the mixing efficiency increases with increase in
energy density (i.e. energy per atom in the CR during the TS phase) for ele—
ments with similar cohesive energies (and therefore also similar melting point
temperatures). The ion beam mixing is also seen to increase with atomic

mass for elements of similar energy densities.

The differences in deep damage incurred by various metals may be ex—

plained from figure 6.6. This will be done in section 7.

6. MOLECULAR DYNAMIC SIMULATIONS (MDS)

In order to review the general philosophy behind MDS one of the first
applications as discussed by Gibson et al.™t will briefly be described: By
computer modelling they considered a Cu crystallite (at zero kelvin) con-—
taining a reasonably large number of atoms which interacted according' to a
Born—-Mayer type potential. Atoms on the surface of the crystallite are
supplied with extra forces simulating the reaction of atoms outside, as though
the crystallite were imbedded in an infinite matrix. One atom is then
initially endowed with an arbitrary kinetic energy and direction of motion, as
though it had been struck by a bombarding particle. A high speed computer
then integrates the classical equations of motion for the whole set of atoms
inside the crystallite. The dynamic state (degree of disorder) of the whole
crystallite is therefore followed by the computer (as opposed to the "static"
type Monte Carlo simulations described earlier where the trajectory of an
incident ion interacting with undisplaced lattice (or random) atoms is fol-
lowed). After lattice agitation has died down below a certain threshold, a
second ion is introduced and the whole calculation is done again; this

process is repeated until sufficient statistics have been obtained.
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The computer programme of Gibson et al.™' was used to study various
properties of lattice defects permitted by the model. Limitations of the
calculations were small crystallite sizes (500-1000 atoms) and limited
allowable energies for the PKA. (Due to the relatively large boundary
surfaces of small crystallites, too large PKA energies would cause boundary

effects to adversely influence the accuracy of calculations.)

With increase in computer capacity larger crystallites, disordered by more
energetic PKA’s, have been modelled. In 1988 Averback et al.”® summarized
results of MDS calculations of cascades in Cu and Ni at energies up to
5 keV. By way of molecular dynamic simulations both Averback et al.78, as
well as Protasov and Chudinov’® have observed the important role played by
the thermal spike in many properties of energetic displacement cascades.
Figure 6.7 shows a disordered zone in a crystallite modelled by Protasov and

Chudinov'>. Though full MDS of highly energetic cascades is probably |

Figure 6.7 (Ref 75) Spontaneous sites of atoms of the central part of a crys-
tallite at the instant T = 2 - 10 s (plane 100 of Cu); O denotes mobile atoms
remaining at the initially given lattice sites, @ denotes atoms
which have left their initial sites; ® are immobile atoms.
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beyond the scope of present day cornputersss, investigations of cascade
evolution during the thermal spike phase have been made possible by this

computing technique.

7. EXPLANATIONS FOR THE OCCURRENCE OF DEEP
RADIATION DAMAGE

The various explanations given for the occurrence of deep radiation
damage will now be discussed in more detail. The influence of irradiation

temperature on radiation damage will also be investigated.

(i)  The possibility that deep radiation damage might be caused by the
migration of highly mobile interstitials to form clusters and loops at
greater depths. _

Both Vos and Boerma?® as well as Lindgreen et al.?° proposed
this explanation of deep damage formation. Although they did not
discuss a possible mechanism as to how interstitial migration actually
occurred, Diehl et al.% nave proposed that replacement collision
sequences could be the mechanism for deep interstitial migration.

The extent of RCS has, however, been shown to decrease with

69,86b

increase in irradiation temperature. This would be inconsistent

with general observations of increase in the range of deep radiation

damage with increase in irradiation temperature.‘ig’50

Although replacement collision sequences have been reported to
extend over 200 atomic spa.cing587, such calculations omitted thermal
vibrations of lattice atoms. Computations by Averback’® as well as
Agranovich and Kirsanov®® taking such thermal activity into account,

reveal that RCS rarely exceed distances of more than twenty atomic
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lattice positions. Thermal migration of interstitials by way of RCS
does therefore not provide a consistent explanation of deep radiation
damage. Another mechanism for interstitial migration would have to

be proposed.

As mentioned in section 4 of this chapter, the molecular
dynamic simulations of Averback et al.’”® as well as the example
illustrated in figure 6.3 show that significantly less stable Frenkel
defects are finally formed than predicted by the modified Kinchin—
Pease expression. It seems therefore unlikely that sufficient numbers
of self-interstitial atoms are produced to effect the observed high
damage density in the deep damage region (even if they manage to
penetrate that far by interstitial migration).

1.65’67’89 considered the enormous differences in

Friedland et a
ranges of deep radiation damage observed in different metals and
found this to be inconsistent with an interstitial migration theory
due to the fact that the migration energies for interstitials are quite
similar in many solids. (Sood and Deaunaley63 quotes the migration

energies in Cu to be as follows: for vacancies: 1,05 eV; for:

interstitials: 0,71 eV.)

Using the interstitial migration theory Lindgreen ‘et al.% gave an
explanation for the sharpness of the "kink" observed in the
dechanneling spectrum corresponding to the deep radiation damage
region. (The sharp kink indicates a rather sudden cut—off between
the damaged and non-damaged regions.) After explaining the
mechanism of interstitial clusters forming dislocation entanglements,

and thereby creating the deep damage, they stated that the depth

Digitised by the Department of Library Services in support of open access to information, University of Pretoria, 2022



UNIVERSITEIT VAN PRETORIA
UNIVERSITY OF PRETORIA
YUNIBESITHI YA PRETORIA

<

115

limit at which such loop entanglement could occur must be sharp.
Lindgreen said that at the outer limits of the deep damage region,
the concentration of mobile defects becomes too low for fusion into
large clusters. According to Lindgreen, the probability for cluster
formation is proportional to C" (where C is the concentration of
coagulating defects and n > 2). Therefore the cut—off point between
the situation where the interstitial concentration is high enough for
coagulation and the situation where interstitial concentration is too
low for cluster formation (and subsequent dislocation entanglent,
thereby creating the deep damage) is sharp. However, if such a
cut—off exists, one would expect the sharpness of the kink to be
dependent on the ion dosage. Only a weak implantation dosage
dependence has, however, been observed for deep damage ranges in
Cu.%® Friedland and Alberts67, assuming an exponential type
decrease in point defect density with depth and a continuous
decrease in cluster formation with decrease in number of point
defects, felt that the interstitial migration theory could not explain

the sharpness of the "knee" in the damage spectrum.

The possibility that deep radiation damage is caused by a
compressive stress field gradient propagating defects into the crystal
It has already been discussed how most of the kinetic energy of
the PKA is transformed to thermal energy resulting in the thermal
spike associated with cascade development. Especially for heavy
ions, this heat energy is released into a very small volume resulting
in very high energy densities within the cascade region. One reason
for the occurrence of such high energy densities is the fact that the
lifetime of the thermal spike is an order of magnitude larger than

the stopping time of the ion and therefore all the cascades created
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by one single ion interact simultaneously with the lattice.  For
instance they all simultaneously release energy due to Frenkel pair
recombination within the relatively small cascade region. In addition
the phonon energy due to subthreshold collisions is released at the
same time. Extremely high temperatures can then be expected to
exist for a very short period in the vicinity of the ion track. Even
if one assumes that a large amount of energy is dispersed by the
electron gas it is feasible to assume that, due to thermal expansion,
a strong stress field gradient will exist for a very short period of

time.

Although it has been shown that considerably less interstitials
are formed than predicted by the modified Kinchin-Pease expression,
small interstitial-type clusters or loops that may have developed due
to previous cascade damage (e.g. due to migration of interstitials to
the peripheries of a previous cascade and subsequent clustering) may
exist just beyond the molten region of the specific cascade under
observation. Vacancy-type loops due to previous void collapse also
exist. Both these interstitial- and vacancy-type defects may be
propagated deep into the bulk of the material when subjected to the

90,91 The range of such dislocation

high stress field or shock wave.
propagation would depend on the crystal structure of the material
because the Peierls force, resisting dislocation motion, depends

sensitively on the crystal structure.

Although both vacancy— and interstial-type defects may be
propagated, Vos and Boerma™*? explained that the final deep damage
would be more of the interstitial-type due to the larger capture

radius of interstitial loops for capture of interstitials as compared to
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the radius for the capture of vacancies at vacancy loops.

The increase in deep radiation damage with increase in
irradiation temperature might also be explained using the thermal
spike model. Although crowdion trajectories have been found to be
small, the definite reduction of these trajectories with increase in
temperature (due to defocussing of replacement collision sequences by
thermally vibrating lattice atoms) and the subsequent increase in
localized replacement and recombination processes, lead to the
intensification of the thermal spike (as discussed earlier).  Such
intensification is due to the increased amount of thermal motion
within the cascade region, as well as to greater amounts of energy
being released due to more Frenkel pair recombination incidents. An
intensified thermal spike will have associated with it a greater stress
field. Interstitial-type defects will therefore be propagated deeper
into the crystal the higher the implantation temperature. Defect
propagation should also be easier the higher the temperature of the
substrate due to the fact that the Peierls force decreases with

increasing temperature.

As the defect structures formed in the cascade regions in fcc
crystals are rather immobile (as discussed in Chapter 4 the
dislocation loops are of the B = % <111> type which are sessile)
one would not expect these defects to move easily to form the
damage that has been observed in the deeper radiation damaged
regions of fcc crystals. A stress field of sufficient strength could
however cause such defects to propagate. Furthermore, as mentioned

in Chapter 4, evidence that defects in fcc structures become more

mobile with increase in irradiation temperature has been supplied by
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English and Eyre.45 They found the number of sessile b =

a
3

gradualiy decrease with increase in temperature whilst the number of

<111> Frank dislocation loops (initially formed in copper) to

perfect glissile b = % <211> type loops simultaneously increased.
(Although these defects were of the vacancy-type one might expect
similar trends for interstitial-type defects lying in the cascade

region.)

The effect of lattice atomic number on the deep c;)mponent of
irradiation damage has been investigated: Friedland and Alberts®?
found deep damage ranges in nickel to be appreciably smaller than
those found in copper89 under similar irradiation conditions. The
deep damage produced in a-iron was found to be significantly
shallower than found in either nickel or copper. In their study of
deep damage incurred in single crystals of copper, platinum and a-
iron, Friedland et al.% found extremely large, but comparable,
damage ranges in copper and platinum, but once more found the

range in iron to be much smaller.

Still using the model of stress field propagation due to the
existence of a thermal spike, but turning now to the relationship
between energy density, cohesive energy, melting temperatures and
ion beam mixing as discussed by Kim et 31.82, one may interpret
these differences observed in the deep radiation damaged regions of

the various metal crystals: (refer to figure 6.6)

Copper and nickel both have similar energy densities. For

identical incident ion energies and irradiation temperatures, both
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therefore experience similar average distributions of energy per atom
during the collisional phase of cascade development. Cu, however,
possesses lower cohesive energy between constituent atoms (and
therefore also a lower melting point temperature) and will therefore
experience a greater amount of agitation inside the cascade region
than Ni, which has a similar energy density but higher cohesive.
energy. Evidence that this is so is given by the higher IM value for
Cu determined experimentally by Kim et al.82, as well as obtained
through MDS calculations by Averback et al.”® Cu can therefore be
expected to yield a more intense thermal spike than Ni irradiated

under similar conditions, thereby causing defects to propagate deeper

into Cu than into Ni.

Pt, as may be seen from figure 6.6, possesses a higher energy
density than Cu and will therefore absorb more energy per atbm in
the TS phase than Cu. It, however, also possesses a higher cohesive
energy than copper. These two opposing tendencies could
counterbalance and cause both metals to experience similar amounts
of agitation inside the cascade zone (corresponding to the similar IM
82).

values obtained by Kim et al. Similar thermal spike intensities

leading to similar deep radiation damage depths will therefore result.

The phenomenon that deep radiation damage ranges in alpha
iron have been found to be smaller than those found in similarly

65,67 may be explained if one takes into account

irradiated fcc metals
the strong dependence of dislocation motion on the crystal structure
of a material. The bcc—structure of a—iron has a lower packing
density than that of the fcc ordering and therefore the Peierls force

opposing glide along planes of highest density in iron should be
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appreciably larger than in the case of fcc metals. This would result
in defects not being able to propagate as far into iron as they are

able to in fcc crystals.

The collapse of voids to dislocation loops has been found to
occur at temperatures as low as 20 or 30 kelvin.*®%?  The fact that
a void can collapse at temperatures where (according to Table 6.1)
both vacancies and interstitials are immobile (i.e. "athermal collapse"
occurs) is further evidence for the existence of a "localized melted
zone" where both interstitials and vacancies would be highly
mobile.®®  Kim et al.%? suggested the following mechanism for void
collapse: ~ The high mobility of vacancies in the thermal spike
enables those vacancies created in the collisional phase of the cascade
to precipitate out as loops during the lifetime of excitation.
Averback et al.”® suggested a regrowth mechanism for void collépse.
Figure 6.8 illustrates void collapse as simulated by Protasov and

Chudinov.75
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