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Abstract—Privacy disclosures and malevolent data intrusions
targeting adversarial agents pose significant menaces to cyber-
physical systems, a reality that extends to the intricate realm
of micro-grid energy management. This paper proposes a
homomorphic encryption based resilient distributed algorithm
with an event-triggered mechanism to address this problem.
Due to the potential information disclosure issue, exchange in-
formation is encrypted to an arbitrary neighbor and decrypted
with a private key to protect agents. Considering the potential
security attacks on adversary agents, an event-trigger based
resilient distributed optimization with trusted agents (ETRDO-
T) is proposed. It ensures the convergence of distributed
algorithms, as well as relives the communication burden caused
by homomorphic encryption. The simulation results, it can
be seen that even under data attacks from malicious nodes,
this method can effectively protect privacy information in
information exchange while ensuring the convergence of energy
management.

Index Terms—malicious data attack, cyber-physic system,
homomorphic encryption, event-trigger, distributed algorithm.
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M ICRO-GRIDS have attracted increasing attention due
to their convenient utilization of diverse distributed

energy resources, including wind power, solar energy, and
battery storage [1], [2]. The economic operation of micro-
grid is an important issue that many researchers are con-
cerned about, while system security and stability are met in
the cyber-physical environment. Conventionally, centralized
control is utilized to collect all necessary information to a
control center to solve the economic problem [3], [4], [5].
With the integration of distributed energy into microgrid
infrastructure, the centralized approach overly depends on
single-point cyber security and has tight limits on compute
power and communication capacity [6]. A distributed ap-
proach offers superior scalability, flexibility, and resilience
for micro-grid control, contrasting with the limitations of
a centralized method. This paradigm shift not only en-
hances system performance but also aligns with the evolving
demands of modern energy management. As microgrids
become more prevalent, communication-based distributed
control is becoming more and more crucial in networked
microgrids for coordinating a large number of heteroge-
neous and spatially dispersed distributed energy resources.
These distributed energy resources have improved efficiency,
privacy-preserving, scalability, and reliability when com-
pared to traditional centralized control [7]. Reference [8]
develops a reinforcement learning technique to address load
scheduling and energy management problems, creating a
multiagent-based distributed energy management model.

Given the escalating frequency of cyber intrusions over
recent decades, cyber security has attracted considerable
attention during energy management of power systems,
and a distributed smart-grid control mode, with its decen-
tralized nature and extensive information communication,
may be better suited to address the cyber-attack issue.
By emphasizing scalar local cost functions, the scholarly
literature [9] advances efforts in addressing the envisaged
Byzantine resilient multi-agent optimization challenge. It
also studies Byzantine perturbation-resistant optimization in
the absence of a central coordinating agent and describes
convex coefficient structures that can achieve the global
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objective. The literature [10] delves into the exploration of
the distributed robust economic dispatch quandary within
the realm of integrated energy systems amidst cyber as-
saults, develops a protocol that protects privacy, and propose
a distributed resilient economic dispatch methodology for
orchestrating energy management within integrated energy
systems amidst the presence of deviant units. To describe
the adversaries, cyber security, and system dynamics of
consensus-based distributed economic dispatch, the literature
[11] suggests an all-encompassing framework known as
the resilient collaborative distributed energy management
system. To enhance the robustness of the system against both
non-collusive and collusive false data injection attacks that
are prevalent, thereby fortifying its resilience, a reputation-
driven distributed approach for detecting and mitigating
such threats is proposed. In the literature [12], the issue
of cyberattacks is addressed using a distributed optimum
frequency control technique that is durable, resilient, and
capable of dynamic power adjustment and quick frequency
recovery. In [6], a modified attack resilient method with
a weighted mean subsequence reduction algorithm is sug-
gested to mitigate potential vulnerabilities stemming from
false data injection attacks. In [13], it proposes an adaptive
load frequency control method in which the controller gains
can be readily changed on the basis of the intensity of
the assault. Using IEC 62351–7:2017 network and system
management as a foundation, the references [14] showcase
the first microgrid security monitoring platform design and
implementation. The literature [15] proposition involves a
jump-style trial-and-discard protocol, coupled with the con-
struction of an impulsive closed-loop model that is agnostic
to the specifics of the attack model. This model aims to
address issues of node congestion and mitigate Denial of
Service (DoS) attacks effectively. This unified framework
combines the effects of DoS attacks with the proposed
protocol to ensure the necessary dynamic output feedback
performance. Though cyber attack issues can be addressed
by these above distributed methods, the information ex-
change process can lead to privacy information disclosure
of energy investors and load consumers. Hence, this paper
utilizes a homomorphic encryption technique to address
this problem during information exchange. Employing this
method serves as an efficacious means for safeguarding the
privacy of a load/power agent within the realm of energy
management. The study proposed by the authors in [16]
presents a groundbreaking private collaborative distributed
energy management system, employing a novel primal-dual
subgradient distributed optimization methodology alongside
a homomorphic encryption algorithm. It is then used for the
distributed and private solution of the AC optimum power
flow issue. In the literature [17], the issue of individual
agent privacy leaking is addressed by a proposed distributed
optimum power flow method that preserves privacy using
partly homomorphic encryption. However, homomorphic
encryption can bring high communication complexity during
information exchange, affecting the optimal control effi-

ciency in energy management.
It is well recognized that reducing the communication

load issue with an event-triggered method may be rather
successful [18], [19], [20], [21], [22], [23], [24]. Therefore,
this paper integrates an event-triggered mechanism into an
distributed optimization algorithm designed to alleviate the
communication overhead stemming from the utilization of
homomorphic encryption. In comparison to existing work in
the literature, the principal contribution of this manuscript
can be succinctly encapsulated as follows:

(1) With consideration of the privacy-preserving issue,
a Pailler cryptosystem is employed to an improved infor-
mation exchange process with additive homomorphism and
multiplicative homomorphism, which encrypts agents’ state
information and decrypts its neighbors’ information with a
private key to ensure privacy security of each agent;

(2) To tackle the issue of cyber-attacks and communica-
tion overload in cyber-physical micro-grid systems, a robust
distributed optimization method using an event-triggered
mechanism is suggested. Based on the connected dominating
set conditions, each agent can converge well with less
communication number even under adversarial attacks;

(3) The suggested resilient distributed optimization tech-
nique has been shown to have both good convergence and
optimality, and the tolerable effect of the adversarial attack
is also deduced in a cyber-physical micro-grid system, which
also guides the verification results in the simulation results.

The subsequent sections of this manuscript are structured
as follows: Section II presents the cyber-physical systems
oriented energy management framework for the micro-grid,
and the proposed resilient distributed method is provided
in section III. Section IV presents a resilient distributed
optimization algorithm utilizing homomorphic encryption,
augmented with an event-trigger mechanism. Convergence
and optimality properties of this algorithm are rigorously
established in Section V. Simulation outcomes are delineated
in Section VI, followed by conclusive remarks in Section
VII.

II. CYBER-PHYSICAL SYSTEMS BASED ENERGY
MANAGEMENT MODEL OF MICRO-GRID

A. Cyber-network model with homomorphic encryption of
information exchange

As the physical system based energy management devel-
ops into the cyber-physical systems, the privacy protection
and cyber-attack issue can be very important issues for
energy management, while those existing literatures seldom
take both privacy protection and cyber-attack into consid-
eration. To address this problem, this paper considers the
homomorphic encryption for privacy protection and adver-
sary nodes for cyber-attack in the cyber-physical systems
based energy management model as follows:

1) Topology information of cyber-network: As illustrated
in the literature [25], a cyber-network for electricity can
be conceptualized through the framework of a graph G =
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(v, e), where v = {v1, v2, · · · , vN} represents the node set
of cyber-network, e ⊆ v × v denotes the edge set of cyber-
network, N is the number of nodes in cyber-network. For
two arbitrary nodes i and j 6= i in node set, (i, j) ∈ e
represents the connection state between node i and node j,
it can be expressed with adjacent matrix A = [aij ]N×N as
follows:

aij =

{
> 0, (i, j) ∈ e
0, (i, j) /∈ e (1)

2) Homomorphic encryption of information exchange: In
this study, the utilization of homomorphic encryption is im-
plemented to enhance data privacy safeguards within smart
grid systems, mitigating the risk of inadvertent disclosure
of sensitive information during data exchange processes,
especially during data aggregation and analysis, which can
be computed without decryption, ensuring data security
and privacy. Although quantum key distribution provides
unconditional security in theory, its practical deployment
faces technical and cost challenges, especially in large-scale
network environments such as smart grids. In addition, quan-
tum key distribution suffers from the side channel problem
[26]. In order to protect the data while allowing complex
computations, encryption methods need to satisfy both ad-
ditive and multiplicative features. Homomorphic encryption
has additive and multiplicative properties, leading to dis-
tributed optimization that can use homomorphic encryption,
whereas quantum key distribution methods do not satisfy
this property and their encryption process is more complex.
In contrast, homomorphic encryption schemes are easier to
implement. Homomorphic encryption schemes are able to
perform complex analysis and processing tasks directly on
the encrypted data without the need for key distribution and
management, as is the case with quantum key distribution
[27], thus simplifying the operational process and reducing
the overall complexity of the system. Since the system load
may involve the privacy of the load users, information secu-
rity must be considered during the information processing.
Homomorphic encryption is a cryptographic technique that
maintains the encrypted state of a ciphertext while computa-
tion is performed on it. This means that even in the encrypted
state, we can perform computation on the data without de-
crypting it. Generally, homomorphic encryption consists of
additive homomorphism and multiplicative homomorphism.
Since two ciphertexts can be combined to form a single
plaintext, this is known as additive homomorphism, which
can be described as follows:

D(E(a)
⊕

E(b)) = a+ b (2)

where E(·) represents encryption primitive, D(·) denotes
decryption primitive. Multiplicative homomorphism can be
described similarly as follows:

D(E(a)
⊗

E(b)) = a× b (3)

In this paper, Pailler cryptosystem is utilized for key gener-
ation, encryption and decryption, which can be referred in
Literature [28].

B. Physical model of optimal operation

With consideration of networked graph, the node set v
consists of ng distributed power generators and nd demand
consumers, they can also be described as vg and vd, and then
it has v = vg ∪ vd. The economic cost of power generation
at each unit i ∈ vg can be expressed in the following form:

Ci(Pg,i) = α1,iP
2
g,i + α2,iPg,i + α3,i (4)

where α1,i, α2,i and α3,i represent the cost coefficients of
power generation at ith power generator, Pg,i denotes power
output of ith power generator. In terms of demand, the utility
function of load consumer j ∈ vd can be expressed in the
following form:

Uj(Pl,j) =

{
µjPl,j − ζjP 2

l,j , Pl,j ≤ µj
2ζj

µ2
j

4ζj
, Pl,j >

µj
2ζj

(5)

where β1,j , β2,j and β3,j represent the utility coefficients
of jth load consumer, Pl,j denotes system load of jth
consumer, µj and ζj are the cost efficients of jth consumer.
Therefore, the societal well-being of a micro-grid can be
articulated as follows:

minF =
∑
i∈vg

Ci(Pg,i)−
∑
j∈vd

Uj(Pl,j) (6)

In addition, Pg,i and Pl,j must satisfy some limits as:{
Pming,i ≤ Pg,i ≤ Pmaxg,i

Pminl,j ≤ Pl,j ≤ Pmaxl,j
(7)

where Pming,i and Pmaxg,i represent upper and lower limits
output bounds of ith power generator, Pminl,j and Pmaxl,j

denote the upper and lower limits adjustable load of jth
load consumer. Furthermore, it is imperative to ensure
equilibrium between the exigencies of load demand and
the capacity of generation, thereby upholding the essential
balance of power within the system:∑

i∈vg

Pg,i − Ploss =
∑
j∈vd

Pl,j (8)

where Ploss represents the transmission loss, which can be
defined as:

Ploss =
∑
i∈vg

∑
k∈vg

BikPg,iPg,k +
∑
i∈vg

B0iPg,i +B00 (9)

where Bik, B0i and B00 represent the coefficients of trans-
mission loss.

C. The malicious data attack on adversary node

On the demand side of micro-grid, consumers’ load in-
formation will upload to the load aggregator, which can be
tampered by malicious data attack. Each load aggregator
can be taken as a controller/cyber-physical node, some
conditions must be satisfied during information exchange.
(1) Privacy preservation: Private state information xi of
arbitrary node i can not be delivered to other node j(j 6= i),
and node j also can not deliver its private state information
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to other nodes including node i.
(2) Three nodes: The cyber-physical nodes include three
types: normal nodes, trusted nodes and adversarial nodes.
The attacker may be able to gain access to the normal nodes.
Trusted nodes have an elevated level of safeguarding and are
impervious to assault. Adversarial nodes contains Byzan-
tine/malicious attackers, which know the update mechanism
for normal nodes alongside the network architecture.
(3) Connected dominating set: Here are some definitions
about the connected dominating set formed by trusted nodes
in graph G = (v, e):
Definition 1: A set C of graph G = (v, e) can be called a
connected dominating set if two conditions can be satisfied:
1) All nodes in C form a connected graph; 2) An arbitrary
node i /∈ C has at least one neighbor in C.
Definition 2: A graph G1 = (v1, e1) can be called a
subgraph of G = (v, e), if v1 ⊆ v consists of mere trusted
nodes and normal nodes, and its edge set e1 ⊆ e consists of
all connections between trusted nodes and all directed edges
originating from trusted nodes towards neighboring normal
nodes.

III. DISTRIBUTED OPTIMIZATION ALGORITHM FOR
CYBER-PHYSICAL ECONOMIC DISPATCH MODEL

Given the computational capabilities inherent to each
power generator/load aggregator, the optimization algorithm
may be crafted in a distributed manner without altering its
intended essence. The Lagrangian function can be created
as:

Lλ =
∑
i∈vg

Ci(Pg,i)−
∑
j∈vd

Uj(Pl,j) + λ1(
∑
i∈vg

Pg,i − Ploss

−
∑
j∈vd

Pl,j) +
∑
i∈vg

λ+
2,i(P

min
g,i − Pg,i + d+

i,1)

+
∑
i∈vg

λ−2,i(Pg,i − P
max
g,i + d−i,2)

+
∑
j∈vd

λ+
3,j(P

min
l,j − Pl,j + d+

j,3)

+
∑
j∈vd

λ−3,j(Pl,j − P
max
l,j + d−j,3)

(10)

where λ1, λ+
2,i, λ

−
2,i, λ

+
3,j and λ−3,j > 0 represent the

Lagrangian operators, d+
i,1, d−i,2, d+

j,3 and d−j,3 > 0 denote
the control parameters. The gradient can be deduced as:

∂Lλ
∂Pg,i

= ∇Ci(Pg,i) + λ1(1− 2
∑
k∈vg BikPg,k −B0,i)

−λ+
2,i + λ−2,i

∂Lλ
∂Pl,j

= −∇Uj(Pl,j)− λ1 − λ+
3,j + λ−3,j

(11)
Define λi as the marginal outlay entailed by each power
generator, which can be explicated as follows:

λi =
2α1,iPg,i + bg,i

B0,i + 2
∑
k∈vg Bi,kPg,k − 1

, i ∈ vg (12)

where parameter bg,i denotes α2,i − λ+
2,i + λ−2,i, and it must

satisfy B0,i + 2
∑
k∈vg Bi,kPg,k 6= 1. Define λj as the

increment utility of load aggregator, it can be described as:

λj =

{
µj + 2ζjPl,j + bl,j , Pl,j ≤ µj

2ζj
& j ∈ vd

0, Pl,j >
µj
2ζj

& j ∈ vd
(13)

where parameter bl,j = λ−3,j − λ
+
3,j . Without loss of gener-

ality, it mainly considers the situation when λi 6= 0 (i ∈ vg)
and λj 6= 0 (j ∈ vd).

IV. HOMOMORPHIC ENCRYPTION BASED RESILIENT
DISTRIBUTED OPTIMIZATION ALGORITHM WITH

EVENT-TRIGGER MECHANISM

A. Homomorphic encryption based distributed privacy
preservation algorithm

In the course of the information exchange phase within the
framework of a distributed consensus algorithm, homomor-
phic encryption is employed to ensure the privacy security
of each agent. For each agent i ∈ N (N represents agents
set) and its arbitrary neighbor k ∈ Ni (Ni denotes neighbor
set of agent i), the weight denoting the interaction intensity
between agent i and agent k is defined as aik. Suppose
state of agent i and agent k are λi and λk, public key and
private key operator of agent i are ε1 and ε2, the confidential
interaction protocol can be seen in Fig.1 as follows:
(1) Agent i will encrypt its negative state information −λi
with public key ε1 as ε1(−λi), and send public key ε1 to
its neighbor agent k.
(2) Encrypt state information λk with public key ε1 as
ε1(λk), and compute the difference between two agents as:

ε1(λk) + ε1(−λi) = ε1(λk − λi) (14)

(3) Agent k generates weight parameter ak→i, which is
merely known by agent k. Then, multiply it with the
difference value as:

ε1(ak→i(λk − λi)) = (ε1(λk − λi))ak→i (15)

(4) Agent k transfer ε1(ak→i(λk − λi)) to agent i, then
agent i will decrypt it with private key D1 and multiply
the decrypted information with generated weight parameter
ai→k, which is also merely known to agent i. The procedure
can be described as:

ε1(ak→i(λk−λi))
D1−−→ ak→i(λk−λi)

ai→k−−−→ ai→kak→i(λk−λi)
(16)

Here, the weight value aik can be designed as ai→kak→i,
and ∆λik can be described as aik(λk − λi).

B. Resilient distributed optimization with event-triggered
mechanism

This paper introduces a robust distributed optimization
framework utilizing homomorphic encryption, coupled with
an event-triggered mechanism, to mitigate cybersecurity
challenges in energy management. To relive the commu-
nication and computation burden caused by homomorphic
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Fig. 1. The structure of cyber-physic network of micro-grid

encryption, the event-triggered mechanism is involved into
the distributed optimization. To tackle with the cyber-attack
on the malicious nodes, the malicious nodes are recognized
firstly with the deviation between trusted nodes and current
nodes during the coordinated optimization process, and then
a resilient distributed optimization strategy can be made to
avoid the cyber-attack on the malicious nodes.

Combined with distributed optimization strategy, here it
can improve the iteration algorithm as:

λi(k+1) = λi(k)+
∑
j∈Ni

aij(λj(k)−λi(k))−γk∇fi(λi(k))

(17)
where γk represents step size parameter, the objective
function fi(λi(k)) of agent i satisfies

∑
i∈vg fi(λi(k)) −∑

i∈vd fi(λi(k)) = Lλ(λi(k)), ∇fi(λi(k)) denotes the
derivation of fi(λi(k)). Pg,i(k) and Pl,j(k) can be deduced
as follows:

Pg,i(k + 1) =
arg min

Pming,i ≤Pg,i(k)≤Pmaxg,i

[Ci(Pg,i(k))− λi(k)Pg,i(k)], i ∈ vg

Pl,j(k + 1) =
arg min

Pminl,j ≤Pl,j(k)≤Pmaxl,j

[λj(k + 1)Pl,j(k)− Uj(Pl,j(k))], j ∈ vd

(18)
The iteration algorithm of Pg,i(k) and Pl,j(k) and its
convergence analysis have been provided in many existing
publications. Then, the above iteration algorithm can be
rewritten as follows:

λi(k + 1) =
1

|Ri(k)|
∑

j∈Ri(k)

λj(k)− γk∇fi(λi(k)) (19)

where |Ri(k)| represents the cardinality of set Ri(k). Sup-
pose set Ri(k) is defined as:

Ri(k) = {j|λmini ≤ λj(k) ≤ λmaxi , j ∈ Ni ∪ {i}} (20)

where λmini and λmaxi represent the minimum and maximum
information bound of ith agent. For an arbitrary neighbor

node j of node i, it participates iteration process merely
when node j satisfies the requirement of set Rki . Here, this
paper mainly focuses on the information exchange security
under cyber-attack on adversary node. Event-triggered com-
munication is taken into consideration, and it provides an
ETRDO-T algorithm based on [29], trusting a subset of
agents to fend off adversarial assaults. Each normal node
in ETRDO-T is limited by its own boundaries and the
states of its nearby trustworthy nodes. Meanwhile, each
node sends its value to its neighbors if and only if the
variation between its previous state and current state sent
to its neighbors is greater than the preset threshold. Let
it satisfy

∑∞
k=0 γk = ∞,

∑∞
k=0 γ

2
k < ∞ and γk+1 ≤ γk.

λ̃ij(k) represents the state that agent i sends to its neighbor
agent j at the k-th iteration of agent i. The trusted neighbor
set of node i is denoted by Ti = {j|j ∈ Ni, j ∈ Vt}. In
ETRDO-T, node i sorts λ̃ji(k) for all j ∈ Ti ∪ {i} and
obtains the upper and lower limits states represented by
λ̃maxi (k) = max {λ̃ji(k)|j ∈ Ti ∪ {i}} and λ̃mini (k) =
min {λ̃ji(k)|j ∈ Ti ∪ {i}}, respectively. Combined with
event-triggered mechanism and power balance deviation, it
can deform the agents update formula as follows:

λi(k + 1) = λi(k) +
1∣∣∣R̃i(k)
∣∣∣

×
∑

j∈R̃i(k)

[
λ̃ji(k)− λi(k)

]
− γk∇fi + ηξi(k)

=
1∣∣∣R̃i(k)
∣∣∣
∑

j∈R̃i(k)

λj(k)− γk∇fi

+
1∣∣∣R̃i(k)
∣∣∣
∑

j∈R̃i(k)

eji(k) + ηξi(k)

(21)

where R̃i(k) can be expressed as:

R̃i(k) = {j|λ̃mini (k) ≤ λ̃ji(k) ≤ λ̃max(k), j ∈ Ni ∪ {i}}
(22)

where λ̃ji(k) can be expressed as:

λ̃ji(k) =

{
λj(k), if k ∈ kti
λ̃ji(k − 1), otherwise

(23)

where the deviation term eji(k) can be describe as:

eji(k) =

{
λ̃ji(k)− λj(k), if i ∈ Nj
0, otherwise

(24)

kti represents the triggering time, it can be described as:

kt+1
i = min{k > kti | ‖ τi(k) ‖≥ a ∗ e−b(k−k0)} (25)

where a and b denote the parameters of triggering function.
With consideration of potential cyber-attack on adversary
node, resilient distributed optimization algorithm can be
improved on the basis of trusted nodes. Then let ei(k) =
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1

|R̃i(k)|
∑

j∈R̃i(k)

eji(k) + ηξi(k), where η satisfied 0 < η < 1

and ξi(k) can be expressed as follows:
ξi(k + 1) =

∑
j∈Ni

aijξj(k) + ∆P (k)−∆P (k + 1)

, i ∈ vg
ξi(k + 1) =

∑
j∈Ni

aijξj(k) + PL,i(k + 1)− PL,i(k)

, i ∈ vd
(26)

where ∆P (k) denotes the power balance deviation, which
can be described as:

∆P (k) =
∑
i∈vg

Pg,i(k)− Ploss(k)−
∑
j∈vd

Pl,j(k) (27)

where Ploss(k) can be calculated by transmission loss func-
tion of Pg,i(k). By referring to [29], we know the transition
matrix M(k) ∈ RN0×N0 exists exactly. The above iteration
algorithm of λi(k) can be reformulated in a vector version
as follows:

Λ(k + 1) = M(k)Λ(k) + E(k)− γkF
′
(k) (28)

where vector Λ(k) = [λ1(k), λ2(k), · · · , λN0
]T , and matrix

M(k) = [mij ]N0×N0
, E(k) = [e1(k), e2(k), · · · , eN0

(k)]T ,
gradient vector F

′
(k) = [∇f1,∇f2, · · · ,∇fN0 ]T . Then we

can obtain that,

Λ(k + 1) = M(k)Λ(k)− γkF′(k) + E(k)

= M(k)M(k − 1) · · ·M(0)Λ(0)

−
k∑
t=0

M(k) · · ·M(t+ 1)γtF
′(t)

+

k∑
t=0

M(k) · · ·M(t+ 1)E(t)

= Φ(k, 0)Λ(0)−
k+1∑
t=1

Φ(k, t)γt−1F
′(t− 1)

+

k+1∑
t=1

Φ(k, t)E(t− 1)

(29)

where Φ(k, t) is a backward product of M(k) and Φ(k, t)
defines as follows:

Φ(k, t) =


k∏
i=t

M(i), t < k

M(k), t = k
In0 , t = k + 1

(30)

V. CONVERGENCE ANALYSIS OF PROPOSED RESILIENT
DISTRIBUTED ALGORITHM

A. Preparation for convergence analysis

By refering to [29] and [30], we present the following
lemma forthwith.
Lemma 1 : If the presumption remains valid, under
ETRDO-T, Φ(k, t) has the following attributes.

• For Φ(k, t), there holds limk≥t,k→∞ Φ(k, t) = 1ψT (t),
In this formulation, ψ(t) represents a stochastic vector
contingent upon the variable t.

• For any Φ(k, t), |Φij(k, t)− ψi(t)| ≤
(1− ϕn0)

⌈
k−t+1
n0

⌉
.

By refering to [30], we make the following assumption:
Assumption 2 : Consider a scenario wherein all actors,
both non-faulty agents and faulty agents cease computing
∇fi after some iteration k̄, i.e., after k̄ gradient is replaced
by 0.
Remark 1 : Assumption 2 means that the values of all

agents will not change after iteration k̄. Then we can obtain
that E = 0 [31]. On the other hand, the values of all agents
will not change implies that the threshold has no effect on
the convergence of ETRDO-T. Therefore, in the later proof
process, we assume that after iteration k̄, the event trigger
threshold is set to 0.

Since k > k̄,∇fi = 0 and E = 0, for k > k̄, according
to lemma 1, applying restrictions to (3) yields on each sides,
it can obtain:

lim
k→∞

Λ(k + 1) = lim
k→∞

Φ(k, 0)Λ(0)−

k̄∑
t=1

lim
k→∞

Φ(k, t)γt−1F
′(t− 1) +

k̄∑
t=1

lim
k→∞

Φ(k, t)E(t− 1)

= 1ψT (0)Λ(0)−
k̄∑
t=1

γt−11ψ
T (t)F′(t− 1)+

k̄∑
t=1

1ψT (t)E(t− 1)

=

〈ψT (0),Λ(0)
〉
−

k̄∑
t=1

〈
ψT (t), γt−1F

′(t− 1) + E(t− 1)
〉1

(31)

The above illustrates where ETRDO-T’s ultimate value will
fall, it can be seen that all elements of limk→∞ Λ(k + 1)
equal to a constant expressed as y(k̄), where y(k̄) =〈
ψT (0),Λ(0)

〉
−

k̄∑
t=1

〈
ψT (t), γt−1F

′(t− 1) + E(t− 1)
〉
.

According to (31), we have

y(k̄) =
〈
ψT (0),Λ(0)

〉
−
k̄−1∑
t=1

〈
ψT (t), γt−1F

′(t− 1)−E(t− 1)
〉

−
〈
ψT (k̄), γk̄−1F

′(k̄ − 1)−E(k̄ − 1)
〉

= y(k̄ − 1)−
〈
ψT (k̄), γk̄−1F

′(k̄ − 1)−E(k̄ − 1)
〉

(32)

We use {y(k)}∞k=0 to represent the sequence generated
by (32). In order to evaluate where ETRDO-T eventually
converges, we propose the following lemma auxiliary proof.
Lemma 2 : Let {ak}∞k=0 , {bk}

∞
k=0 and {ck}∞k=0 be non-

negative sequences. Suppose that ak+1 ≤ ak−bk+ck,∀k >
0, and

∑∞
k=0 ck <∞. Then,

∑∞
k=0 bk <∞ and {ak}∞k=0

converges to a nonnegative value.
Proof : The demonstration of lemma 2 can be found in

[30].
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Lemma 3 : If the presumption remains valid, under
ETRDO-T, ∀x ∈ R, k ≥ 0, it can obtain the following
inequality:

|y(k + 1)− λ|2 ≤ |y(k)− λ|2+

4γkL
∑

j∈Vn∪Vt
ψj(k + 1) |y(k)− λj(k)|

− 2γk
∑

j∈Vn∪Vt
ψj(k + 1)((fj(y(k))− fj(λ))

+ 2E(k)
∑

j∈Vn∪Vt
ψj(k + 1) (y(k)− λ)

+
∑

j∈Vn∪Vt
(γk∇fj − ej(k))

2

(33)

Proof : The proof of Lemma 3 can be demonstrated in
Appendix A.
Lemma 4 : Let u = mini∈Vn∪Vtλi(0) and U =

maxi∈Vn∪Vtλi(0). If Assumption 1 holds, ∀i ∈ Vn ∪ Vt,
We have the following inequality

|y(k)− λi(k)| ≤ N0 max {|u| , |U |} (1− ϕN0)

⌈
k
N0

⌉

+N0L

k−1∑
t=1

αt−1

(
1− ϕN0

)⌈ k−t
N0

⌉
+ 2(γk−1L+ E(k − 1))

(34)

Proof : The lemma 4 can be proved in Appendix.B.

B. Convergence Analysis

Referring to [29], the collection of functions is supplied
in order to assess where the final value of ETRDO-T will
belong. C(µ, ν) = {g(λ)|g(λ) =

∑
i∈Vt βifi(λ), βi ≥

0,
∑
i∈Vt βi = 1,

∑
i∈Vt I{βi ≥ µ} = ν}. Then Y (µ, ν) is

defined as follows:

Y (µ, ν) = ∪g(λ)∈C(µ,ν) arg min
x∈R

g(λ) (35)

It should be point out that the idea of the proposition of
lemma 3 and lemma 4 is inspired by [29] and [30]. However,
the contents of lemma 3 and lemma 4 vary since we now
have to take into account how event-triggered communi-
cation affects convergence because it was introduced in
ETRDO-T. Let λ̃ ∈ Y (µ, ν), where µ ≤ ϕd, ν = N2. One
has that Y (µ, ν) is a convex set if µ ≤ ϕd, ν = N2. Based
on Lemma 3, it can be concluded:∣∣∣y(k + 1)− λ̃

∣∣∣2 ≤ ∣∣∣y(k)− λ̃
∣∣∣2+

4γkL
∑

j∈Vn∪Vt
ψj(k + 1) |y(k)− λj(k)|

− 2γk
∑

j∈Vn∪Vt
ψj(k + 1)((fj(y(k))− fj(λ))

+ 2E(k)
∑

j∈Vn∪Vt
ψj(k + 1)

(
y(k)− λ̃

)
+
∑

j∈Vn∪Vt
(γk∇fj − ej(k))

2

(36)

Then the following definitions are given:

ak =
∣∣y(k)− λ̃

∣∣2
bk = 2γk

∑
j∈Vn∪Vt

ψj(k + 1)((fj(y(k))− fj(λ̃))

ck = 4γkL
∑
j∈Vn∪Vt ψj(k + 1) |y(k)− λj(k)|

+2E(k)
∑
j∈Vn∪Vt ψj(k + 1)

(
y(k)− λ̃

)
+
∑
j∈Vn∪Vt (γk∇fi − ej(k))

2

(37)

Obviously, ak+1 ≤ ak−bk+ck, ak and ck are nonnegative
sequence. Moreover, by referring to [29], we have bk is also
a nonnegative sequence. For lemma 2, it requires to discuss
the boundedness of

∑∞
k=0 ck.

Lemma 5 : If the presumption remains valid, under
ETRDO-T, it can obtain:∑∞

k=0
ck <∞ (38)

Proof : The proof of lemma 5 can be fined in Appendix C.
Combine (37), (38) and lemma 2, it can obtain∑∞
k=0 bk <∞, i.e.,

∞∑
k=0

2γk

 ∑
j∈Vn∪Vt

ψj(k + 1)
[
fj(y(k))− fj(λ̃)

] <∞
(39)

Since
∞∑
k=0

γk =∞, suppose that lim
i→∞

y(k) /∈ Y (µ, ν) and it

can obtain:
lim
j→∞

fj(y(k))− fj(λ̃) 6= 0 (40)

contradicts with
∑∞
k=0 bk <∞, namely, lim

i→∞
y(k) ∈

Y (µ, ν). Recall (31) and (32), it is known that y(k̄) is the
limit of λi(k), i ∈ Vn ∪ Vt. For {y(k)}∞k=0, when k ≥ k̄,
y(k) = y(k̄). Therefore, it can obtain:

limk→∞ |y(k)− λi(k)| = 0 (41)

Thus, it can get lim
i→∞

λi(k) ∈ Y (µ, ν), which means that
the convergence analysis is completed.

VI. CASE STUDY

The proposed scheme is implemented on an IEEE 9-bus
system and an IEEE 39-bus system to testify its efficiency
under privacy protection and cyber-attack environment. In
these two experimental frameworks, the power generator
and system load nodes are categorized into three distinct
classes: trusted nodes, conventional nodes, and adversarial
nodes, all nodes have been labeled with different color,
which can be found in Fig.2 and Fig.3. Trusted nodes are
set as known and adversary nodes are unknown. In the
algorithm, each normal node will be constrained by its own
boundaries as well as the state of neighboring trusted nodes.
Also, each node sends values only to its neighbors and
when the change in its previous state and current state from
the values sent by its neighbors is greater than a preset
threshold, the node will be considered as an attack node.
Through the combination of event triggering mechanism
and power balance bias, the agent update formula can be
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modified to protect private information while dealing with
security attacks. The coordination procedure of ETRDO-T
is executed employing homomorphic encryption technique
to safeguard the privacy of individual nodes.
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Fig. 2. The cyber-physical structure of IEEE 9-bus system
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Fig. 3. The cyber-physical structure of IEEE 39-bus system

A. The results analysis on IEEE 9-bus system

Due to cyber-attacks targeting adversary nodes, it is
evident that the coordinated information, denoted as λi for
adversary agents, fails to converge, in stark contrast to the
effective convergence observed among the remaining five
agents over the course of 100 iterations, as depicted in Fig.4.
Combined with trusted agents, all the power generator agents
and load demand agents can still finish distributed energy
management tasks. The deviation control parameter ξ for
each agent exhibits robust convergence to zero within 100
iterations, indicative of stringent adherence to all constraint
limits. Within 100 iterations, the value of trigger time has
stabilized, indicating that the states of the nodes in the
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Fig. 4. The optimization process of proposed method on IEEE 9-bus system
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system are close to the optimal solution and that changes
in these states no longer trigger the preset thresholds. As
a result, nodes no longer need to update their states or
exchange information with neighboring nodes, indicating
that the system has converged to a stable state. The number
of information interactions under the event-triggered mech-
anism is significantly less than that under the traditional
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cycle, indicating that the event-triggered mechanism can suf-
ficiently reduce the number of communications, save com-
munication energy, and help improve the real-time reliability
of the algorithm. In Fig.5, power output and system load
can still converge within 100 iterations even under cyber-
attack on adversary nodes, demand load is conceptualized
as a negative power output for the sake of simplicity. In
contrast to the prevailing energy management algorithm
(CEMA) delineated in literature, [31], the proposed method
can also perform well as CEMA even under a cyber-attack
on adversary nodes, which is shown in Fig.6.

B. The results analysis on IEEE 39-bus system

The scalability of the suggested solution is additionally
validated using the IEEE 39-bus system within the frame-
work of this manuscript, and the optimization process is
shown in Fig. 7. All trusted and normal nodes converge well,
while the those malicious nodes cannot converge well. Since
malicious nodes update their states differently from other
nodes, their states cannot be optimized by normal local cost
functions and neighbor relationships. Instead, their states
may oscillate or keep increasing during the iteration process.
In Fig. 7, five malicious nodes cannot converge throughout
the optimization process. The power deviation of all trusted
and normal nodes also converges to zero, and the total power
mismatch still converges to zero, which indicates that all
constraint limits are well satisfied. The method proposed
in this paper employs an event-triggered mechanism, which
triggers the communication based on the changes in the
system state instead of communicating according to fixed
time intervals, hence reducing the communication burden. It
reduces the number of required communications and saves
the communication energy compared to traditional periodic
communication, ensuring the system’s ability to converge in
energy management and perform well even in the case of
malicious data attacks by malicious nodes. In Fig.8, all the
power outputs converge well within 500 iterations, including
those of malicious nodes. Compared to CEMA, the approach
delineated in this manuscript excels even amidst network
assaults and also converges well to the optimum in Fig.9.

VII. CONCLUSION

With consideration of a cyber-attack on a cyber-physical
system of distributed micro-grid energy management, this
paper introduces an advanced algorithm for distributed op-
timization, leveraging homomorphic encryption techniques
alongside a sophisticated event-triggered mechanism to en-
sure resilience. In microgrid energy management, homo-
morphic encryption is used to protect private information
during information exchange. In addition, distributed algo-
rithms combining homomorphic encryption algorithms and
malicious data attacks from adversary nodes. This com-
bined approach cannot only protects the privacy information,
but also ensures that the convergence capability of energy
management can be realized even in the case of malicious
data attacks on the adversary nodes. Backed by theoretical
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underpinnings and corroborated by simulation outcomes, it
has been ascertained that the suggested approach adeptly
safeguards the integrity of energy administration amidst
cyber intrusions targeting adversary nodes, safeguard each
agent’s personal information as well, and the incorporation
of an event-triggered mechanism can effectively mitigate the
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communication overhead through the utilization of homo-
morphic encryption, and the proposed method still shows
better performance and converges to the optimal value
even under cyber-attacks on adversary nodes. The prevail-
ing research endeavors primarily concentrate on distributed
optimization algorithms fortified with homomorphic cryp-
tographic techniques, designed to withstand attacks, while
incorporating sophisticated event-triggered mechanisms, and
future research will focus on exploring more efficient en-
ergy management approach for different cyber-attack mod-
els, communication networks, and better privacy-preserving
techniques.

APPENDIX

A. Proof of lemma 3

Recall (31), it can obtain:

|y(k + 1)− λ|2

=
∣∣y(k)−

〈
ψT (k + 1), γkF

′(k)−E(k)
〉
− λ
∣∣2

= |y(k)− λ|2 +
∣∣〈ψT (k + 1), γkF

′(k)−E(k)
〉∣∣2

− 2
〈
ψT (k + 1), γkF

′(k)−E(k)
〉

(y(k)− λ)

(42)

For the second term on the right of inequality (42), we
can make the following scaling:∣∣〈ψT (k + 1), γkF

′(k)−E(k)
〉∣∣2

a
≤
∥∥ψT (k + 1)

∥∥2‖γkF′(k)−E(k)‖2

b
≤‖γkF′(k)−E(k)‖2

=
∑

j∈Vn∪Vt

(γk∇fi − ej(k))
2

(43)

Inequality (a) follows from Cauchy-Schwarz inequal-
ity. Inequality (b) follows because

∥∥ψT (k + 1)
∥∥2

=∑
j∈Vn∪Vt ψ

2
j (k + 1) ≤

∑
j∈Vn∪Vt ψj(k + 1) = 1.

Now consider the third term on the right of (42):

− 2
〈
ψT (k + 1), γkF

′(k)−E(k)
〉

(y(k)− λ)

= −2γk
∑

j∈Vn∪Vt

ψj(k + 1)∇fj × (y(k)− λ)

+ 2
∑

j∈Vn∪Vt

ψj(k + 1)ej(k)(y(k)− λ)

(44)

By referring to [21], it provides the following inequality
directly:

− 2γk
∑

j∈Vn∪Vt

ψj(k + 1)∇fj × (y(k)− λ)

≤ 4Lγk
∑

j∈Vn∪Vt

ψj(k + 1) |y(k)− λj(k)|

− 2γk
∑

j∈Vn∪Vt

ψj(k + 1) (fj(y(k))− fj(λ))

(45)

Combine (42), (43), (44), and (45), lemma 3 holds. �

B. proof of lemma 4

Recall (29), for k > 0,

Λ(k) = Φ(k − 1, 0)Λ(0)−
k∑
t=1

Φ(k − 1, t)γt−1F
′(t− 1)

+

k∑
t=1

Φ(k − 1, t)E(t− 1)

(46)

Then each λi(k) can be written as

λi(k) =

N0∑
j=1

Φij(k − 1, 0)λj(0)

−
k∑
t=1

N0∑
j=1

Φij(k − 1, t) (γt−1∇fj(t− 1)− ej(t))

(47)

Recall (31), y(k) can be written as

y(k) =
〈
ψT (0),Λ(0)

〉
−

k∑
t=1

〈
ψT (t), γt−1F

′(t− 1)−E(t− 1)
〉

=

N0∑
j=1

ψj(0)λj(0)

−
k∑
t=1

N0∑
j=1

ψj(t) (γt−1∇fj(t− 1)− ej(t− 1))

(48)

Combine (47) and (48), it can obtain that

|y(k)− λi(k)|

=

∣∣∣∣ N0∑
j=1

(ψj(0)− Φij(k − 1, 0))λj(0) +

k∑
t=1

N0∑
j=1

(Φij(k − 1, t)− ψj(t)) (γt−1∇fj(t− 1)− ej(t− 1))

∣∣∣∣
≤

∣∣∣∣∣∣
N0∑
j=1

(ψj(0)− Φij(k − 1, 0))λj(0)

∣∣∣∣∣∣
+

∣∣∣∣ k∑
t=1

N0∑
j=1

(Φij(k − 1, t)− ψj(t))

× (γt−1∇fj(t− 1)− ej(t− 1))

∣∣∣∣
(49)

It first considers the first term to the right of the inequality,
according to lemma 1, it can obtain:



11

∣∣∣∣∣∣
N0∑
j=1

(ψj(0)− Φij(k − 1, 0))λj(0)

∣∣∣∣∣∣
≤

N0∑
j=1

|ψj(0)− Φij(k − 1, 0)| |λj(0)|

≤
N0∑
j=1

(1− ϕN0)

⌈
k
N0

⌉
max {|u| , |U |}

=N0 max {|u| , |U |} (1− ϕN0)

⌈
k
N0

⌉

(50)

Then, the second term on the right side of the inequality can
obtain:∣∣∣∣∣∣
k∑
t=1

N0∑
j=1

(Φij(k − 1, t)− ψj(t)) (γt−1∇fj(t− 1)− ej(t− 1))

∣∣∣∣∣∣
≤
k−1∑
t=1

N0∑
j=1

|Φij(k − 1, t)− ψj(t)| |γt−1∇fj(t− 1)− ej(t− 1)|

+

∣∣∣∣ (γk−1∇fi(k − 1)− ei(k − 1))

−
N0∑
j=1

ψj(t)γk−1∇fj(k − 1)− ej(k − 1)

∣∣∣∣
≤
k−1∑
t=1

N0∑
j=1

|Φij(k − 1, t)− ψj(t)|γt−1L+ 2(γk−1L+ Π(k − 1))

≤ N0L

k−1∑
t=1

γt−1

(
1− ϕN0

)⌈ k−t
N0

⌉
+ 2(γk−1L+ Π(k − 1))

(51)

Where Π(k) is the upper bound of ei(k). Combine (49), (50)
and (51), lemma 4 holds.

C. proof of lemma 5

The Proof of lemma 5 can be presented as follows:
∞∑
k=0

ck =

∞∑
k=0

4γkL
∑

j∈Vn∪Vt

ψj(k + 1) |y(k)− λj(k)|

+

∞∑
k=0

2E(k)
∑

j∈Vn∪Vt

ψj(k + 1)
(
y(k)− λ̃

)
+

∞∑
k=0

∑
j∈Vn∪Vt

(γk∇fj(k)− ej(k))
2

(52)

Recall remark 1, after k̄ iterations, ∇fi(k) = 0, ei(k) = 0
and E(k) can be regarded as 0. Thus, it can obtain:

∞∑
k=0

∑
j∈Vn∪Vt

(γk∇fj(k)− ej(k))
2

=

k̄∑
k=0

∑
j∈Vn∪Vt

(γk∇fj(k)− ej(k))
2
<∞

(53)

Then, it can obtain:
∞∑
k=0

2E(k)
∑

j∈Vn∪Vt

ψj(k + 1)
∣∣∣y(k)− λ̃

∣∣∣
=

k̄∑
k=0

2E(k)
∑

j∈Vn∪Vt

ψj(k + 1)
∣∣∣y(k)− λ̃

∣∣∣ <∞ (54)

Since
∑
j∈Vn∪Vt ψj(k + 1) = 1, by lemma 4, it can obtain

for all i ∈ Vn ∪ Vt.∑
j∈Vn∪Vt

ψj(k + 1) |y(k)− xj(k)|

≤
∑

j∈Vn∪Vt

ψj(k + 1)

(
n0 max {|u| , |U |} (1− ϕn0)

⌈
k
n0

⌉

+n0L

k−1∑
t=1

αt−1(1− ϕn0)

⌈
k−t
n0

⌉
+ 2(αk−1L+ Π(k − 1))

)
=n0 max {|u| , |U |} (1− ϕn0)

⌈
k
n0

⌉

+ n0L

k−1∑
t=1

αt−1(1− ϕn0)

⌈
k−t
n0

⌉
+ 2(αk−1L+ Π(k − 1))

(55)

By utilizing the fact that 1
2 (x2 + y2) ≥ xy, it can be

concluded that
∞∑
k=0

4αkL
∑

j∈Vn∪Vt

ψj(k + 1) |y(k)− xj(k)| <∞ (56)

Similar to that in [21], the comprehensive evidence is not
included here. Combine (52), (53), (54) and (56), lemma 5
holds. �
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