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A B S T R A C T

Sustainable energy resource implementation has several advantages in terms of energy efficiency, reliability,
and resilience. However, there are still challenges with the power quality in suitable energy balance and
acceptable voltage levels in the electrical network. Therefore, this study presents novel energy coordination
for implementing grid-tied microgrids, including photovoltaic and battery energy storage systems. Thus,
multi-agent modelling based on system analysis is implemented to formulate the dynamic performance of
independent, interconnected and autonomous microgrids. Three optimal control schemes, including open-
loop, closed-loop and model predictive control, are combined with the optimal power flow algorithm to
dynamically coordinate each independent agent and the entire microgrid. The system results demonstrate that,
by combining these strategies with several smart homes, the dynamic coordination of microgrids brings various
benefits, such as important economic, environmental and operation performance indicators, voltage stability,
power loss minimisation and power-saving. The validation of the designed approaches is bench-marked within
a 33-bus IEEE network in the residential sector. The developed intelligent coordination structures achieve
significant energy savings ranging from 23.99% to 36.14% while maintaining suitable system voltage levels and
minimising power loss. Besides, the developed dynamic coordination offers an adequate scalability framework
for an effective microgrid implementation.
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Nomenclature

Ha Hours of autonomy of the BESS [hour]
𝐴𝑝𝑣 PV panel surface [m2]
𝑐𝑖 Carbon intensity
𝑖𝑛𝑓 Inflation rate
𝑁 Computational time horizon
𝑡, 𝛥𝑡 Sampling time and time variation [hour]
TE𝑑𝑝 Total of energy produced from DEG
𝜖 Cost coefficient of the balance of the system
𝜂 Number of principal component
𝜂𝑐ℎ, 𝜂𝑑𝑖𝑠 Charging and discharging efficiencies of the

BESS
𝜂𝑖𝑛𝑣, 𝜂𝑝𝑣 Inverter and PV panel efficiencies
CB Capacity of the BESS [kWh]
TE𝑜𝑝 Total opportunity energy
𝜀 Cost coefficient of the control system and

design
𝜁𝑐 , 𝜁𝑑 Charging and discharging coefficients

[1/kWh]
𝐴 State matrix
𝐵 Input matrix
𝐶 Output matrix
𝑐𝑜𝑠𝑡𝑥 Energy cost from 𝑥 component [kWh/Rand]
𝐼𝑝𝑣 Solar irradiation incident measured on the

PV panel [kW/m2]
𝐼𝑐𝜆 Installed capacity of component, 𝜆 [kWh or

kW]
𝐽 Objective function
𝑁𝑐 , 𝑁𝑝 Control and predicated horizons
𝑃𝑏𝑎𝑡 Power flow on the BESS
𝑝𝑐𝑎𝑝𝜆 Price of component, 𝜆, [$/kWh or $/kW]
𝑃𝑐ℎ, 𝑃𝑑𝑖𝑠𝑐 Power to charge and discharge the ESS

[kW]
𝑃𝑑.𝑎𝑣𝑟𝑔 Hourly average power demand [kW]
𝑃𝑑𝑐 Power from the BESS to supply the load

[kW]
𝑃𝑑 Power demand
𝑝𝑂&𝑀𝜆

, 𝑝𝑅𝑒𝑝𝑙𝜆 𝑂&𝑀 and replacement price [$/kWh or
$/kW]

𝑃𝑜𝑝 Opportunity power [kW]
𝑃𝑝𝑣 Generated power by the PV [kW]
𝑝𝑟.𝑢𝑔 , 𝑝𝑑𝑒𝑟 Real-time electricity pricing from the utility

grid and DER [Rand]
𝑃𝑢𝑔 Power supplied by the UG [kW]
𝑅 Reference signal
𝑆, 𝑄 Apparent and reactive powers [kVA],

[kVAR]
𝑢 Input vector/signal
𝑉 Voltage [p.u]
𝑥 State vector/signal
𝑦 Output vector/signal
𝑦𝑟, 𝑁𝑦𝑟 Number of year [year]

1. Introduction

The digitisation or modernisation of the energy system in the con-
text of power flow is a technique that involves the energy efficiency of
2 
B&DCost Annual Breakdown Cost
O&MCost Annual Operation and Maintenance Cost
ACS Annual Cost Savings
BESS Battery Energy Storage System
BU Battery Utilisation
CapCost Capital Cost
CER Carbon Emission Reduction
CL Closed-Loop
COE Cost of Energy
CS Cost Savings
DEG Distributed Energy Generation
DER Distributed Energy Resource
DES Distributed Energy Storage
DOD Depth of Discharge
DR Demand Response
Dr Discount Rate
DSM Demand Side Management
DSO Distribution System Operator
ECS Energy Coordination System
EMS Energy Management System
EPBT Energy Payback Time
ESS Energy Storage System
IEEE Institute of Electrical and Electronics Engi-

neers
InvCost Investment Cost
KPI Key Performance Indicator
LCOE Levelized Cost of Energy
MAS Multi-Agent System
MPC Model Predictive Control
NPV Net Present Value
OL Open-Loop
OPEMS Optimal Energy Management System
OPF Optimal Power Flow
PV Photovoltaic
ReplCost Annual Replacement Cost
RER Renewable Energy Resource
RF Renewable Fraction
ROI Return on Investment
SalCost Salvage Cost
SCR Self-Consumption Ratio
SCRE Self-Consumed Renewable Energy
SH Smart Home
SMS Smart Metering System
SOC State of Charge
SOH State of Health
SSR Self-Sufficiency Ratio
TBC Total Battery Capacity
TBEU Total Battery Energy Used
TC Total Cost of Project [$]
TCO2E Total CO2 Emissions
TE𝑐 Total Energy Consumption [kWh]
TREP Total Renewable Energy Production
UG Utility Grid
VS Voltage Stability

the electrical system. The dynamic modelling of microgrid applications
is a platform that introduces different power coordination approaches
in the power sector [1]. Those approaches establish several energy
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efficiency schemes in the electrical network that mainly apply modern
technologies. The commonly used concept to describe the digitisa-
tion or modernisation of the current electrical system is the smart
grid [2,3]. The concept of intelligent grids brings an opportunity for
real-time monitoring for both consumption and generation of power,
bidirectional energy flow, and optimal integration of sustainable energy
resources [4–6]. This opportunity leads to the overall improvement of
the power system for all stakeholders, including end-users, distribution
system operators (DSOs), distribution network operators, national or
international power producers, and more [7].

The integration of energy resources (RERs) into the utility grid
assists the DSO with better power flow efficiency when demand is
increasing and power generation from conventional resources is un-
able to satisfy the total load demand [8]. In most scenarios of the
energy management system (EMS), low-scale integration of RERs is
implemented on the demand side [9] and large-scale integration on
the distribution side for smart grid microgrid applications [10,11].
Therefore, the optimal sizing of distributed energy generation (DEG)
technologies is critical for a suitable EMS scheme [12]. Through in-
telligent dynamic coordination, such as the EMS of a microgrid struc-
ture, the grid-tied RER brings more resilience and reliability into the
power system behaviour of a given electrical network [13]. The intel-
ligent dynamic coordination concept effectively relies on all benefits
of microgrid development, deployment, and implementation, includ-
ing autonomy, compatibility, cost-friendliness, efficiency, flexibility,
peer-to-peer, scalability, and stability [7].

Aktas et al. [14] have implemented a dynamic energy management
strategy to promote principal components of grid-tied microgrids based
on RER. The implementation system manages the energy of a hybrid
power storage system, ultra-capacitor and PV within a smart grid
environment. The designed model assesses the dynamic change of the
PV system. Thus, it is observed that the developed model improves
the dynamic of energy management and system operations. Consumers
get the opportunity to achieve optimal operational patterns, but it is
challenging to identify the system modelling of the proposed dynamic
algorithm. Besides, smart grid technologies offer novel approaches
to control diverse end-user assets with an opportunity to dynami-
cally model the electrical system [5,15]. Therefore, the consumers
can effectively deal with the power flow into the electrical network
by using the demand-side management (DSM) and demand response
(DR) strategies [16,17], which introduce diverse energy price-based
programs [18].

A dynamic energy management framework that combines a DR
scheme with plug-in electric vehicles for residential rebound peaks is
developed in [19]. The model is based on DSM using the features of
intelligent metering. The optimal control strategy is modelled using
the appliance timing dynamics controller, where the number of con-
trollable devices and the price of electricity are suitably designed to
assess the performance of the system. This conception can be regarded
as a disadvantage of the proposed dynamic model when user-flexibility
is required. In [20], a peer-to-peer power trading model is evaluated.
This strategy is based on a near-optimal algorithm to optimise the
system energy trading cost. It is observed that DSM plays an essential
role in energy trading coordination [21]. Therefore, an alternating
direction method of multiplier algorithm is developed for an effec-
tive decentralised energy market under peer-to-peer mode [22]. This
strategy aims to create demand-side flexibility and give consumers an
opportunity to mutually share energy. Ref. [23] also developed peer-
to-peer energy trading in the framework of demand management with
more focus on heater appliances. It has been observed that those energy
trading schemes for the local community have a limited interaction
on the DSO side as well as DEGs, even though the DR program was
considered.

A performance assessment of different optimal control schemes is
developed in [24] to create a full interaction on diverse DEGs and

DSOs with more control action taken from the dynamic of the energy
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storage system (ESS). This is a real-world implementation of a smart
home (SH) without any opportunity for the end-user, regardless of its
technical advantages expressed by effectively handling the dynamic un-
certainty of various DERs. In [25], energy coordination architecture for
an SH is also presented without any opportunity through a combined
power generation and energy consumption monitoring strategy for cost
minimisation. This strategy-based communication applies ZigBee for
the energy consumption and power line communication to coordinate
RERs. Opportunity energy from the RERs and ESS is considered to be
injected into the grid [26]. This is an occasion for the end-users to
sell power to the DSO. Energy storage is regarded as one of the best
options for an intelligent energy system to offer an opportunity frame-
work [27]. This is because the ESS actively participates in decentralised
electricity generation by creating a new type of power consumer called
the prosumer that supplies and stores energy. In the EMS, the ESS is
challenged by the total load hours for a given electrical system [28].
In [21], an MPC scheme is designed for the online energy market of the
DSO that can coordinate ESS and power demand with wind power inte-
gration. The MPC strategy also provides a design scheme to effectively
formulate a robust optimisation strategy based on feedback control that
can effectively handle the system uncertainty from RERs [29].

In EMS, the robustness of the MPC implementation avoids the
negative impact of the intrinsic uncertainties from DERs and secures
the effectiveness of the system operation and a high penetration of
RERs [30]. The dynamic modelling of the MPC-based optimal en-
ergy management scheme is implemented for hybrid electric vehicles
in [31]. This is a new and improved MPC framework that is only limited
to minimising the fuel consumption of plug-in hybrid electric buses,
which coordinate the energy flow between electric vehicles. In [32],
a combination of MPC with a decision tool and a multi-objective
optimisation algorithm has been developed to formulate a novel EMS
for a picogrid, a single household of less than 10 KVA demand [24].
This combined approach offers some trade-off solutions for microgrids
while minimising the energy cost and carbon dioxide emissions of the
entire system. Besides, the robustness of the MPC scheme provides
an opportunity to handle various system uncertainties and forecast
multiple variables. Ref. [33] proposes a combination of the MPC with
reinforcement learning to design a novel reinforced MPC algorithm for
building automation-based-EMS. This strategy lacks scalability due to
the limitation of mathematical modelling but ensures continuous learn-
ing that can guarantee satisfaction and system automation. In [34],
a distributed MPC is implemented to manage a grid-tied microgrid
community with various distributed energy resources (DERs). The mod-
elling strategy is formulated under a cooperation EMS to differ from the
centralised strategy and resolve the complexity and difficulty of con-
trolling a microgrid community without considering the opportunity of
using ESS for the voltage stability of the entire system. Albeit, an op-
timal share of available power reciprocally that reduces operation cost
and preserves the power balance between the DSO and all microgrids
is guaranteed.

The power losses in the power system negatively affect the DSOs.
The EMS has satisfied consumers by offering them an excellent energy
cost profile, and the DSO by minimising the power losses in the entire
network [10]. In [35], a novel intelligent energy system is developed
to manage the energy system by reducing the cost and loss of power in
the electrical grid. The model uses two-way energy and communication
between the different components of a microgrid system. The model
ensures the power balance between all active and passive distributed
systems by integrating an intelligent storage system. The multi-agent
system (MAS) is also used to minimise energy bills on the demand
side, power transportation losses, and maximise grid service, especially
during peak hours [15].

In [36], a MAS that constitutes a novel distributed event-based
algorithm is designed for the EMS to maintain the power balance
of the microgrid and improve the cycle life of the storage system.

The EMS deals with the cost model of the power system within the
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Table 1
Overview assessment of various applications for dynamic coordination of microgrids.

Ref.: Year VS EMS OPF DR Op MAS Application

[30]: 2024 ✗ ✓ ✗ ✗ ✓ ✓ Game theory-based MPC for EMS with a large ESS
[40]: 2024 ✗ ✗ ✗ ✓ ✗ ✓ Peer-peer based on an optimal power sharing of ESS
[41]: 2024 ✗ ✗ ✗ ✓ ✗ ✗ Congestion coordination for a suitable energy market
[42]: 2023 ✗ ✓ ✗ ✗ ✗ ✓ Distributed EMS to coordinate multi-microgrids
[43]: 2023 ✗ ✗ ✗ ✓ ✗ ✓ Coordination of energy market and power system
[44]: 2022 ✓ ✓ ✓ ✗ ✓ ✗ Central control-based game theories for DSM
[45]: 2022 ✓ ✓ ✓ ✗ ✗ ✗ Coordinate large solar PV integration
[46]: 2022 ✗ ✗ ✗ ✗ ✗ ✓ Virtual power plant trading platform for DER market
[47]: 2022 ✓ ✗ ✗ ✗ ✗ ✗ Congestion management and cost minimisation
[48]: 2020 ✓ ✓ ✓ ✓ ✗ ✗ Coordination of an aggregation based-EMS
[49]: 2020 ✗ ✓ ✗ ✓ ✓ ✗ DR-day-ahead for optimal sizing and EMS of DERs
[50]: 2019 ✗ ✓ ✗ ✗ ✗ ✗ A framework for sizing and EMS various DERs
[51]: 2019 ✓ ✗ ✓ ✓ ✗ ✗ Voltage-load sensitivity scheme-based-DR
[14]: 2018 ✓ ✓ ✗ ✗ ✓ ✗ A dynamic EMS of grid-tied DES
This work ✓ ✓ ✓ ✓ ✓ ✓ Apply system analysis to formulate optimal coordination of

MAS with autonomous agents to guarantee cost reduction,
energy savings and power loss minimisation of microgrids
based-EMS and OPF.

VS: Voltage stability Op: Opportunity
active grid control strategy for intelligent grid applications [37,38].
An event-based mechanism is implemented to formulate a distributed
optimisation strategy to coordinate different system agents [36]. The
same conceptual approach based on an incentive mechanism to allevi-
ate active power congestion is developed in [39]. The advantage of a
multi-agent strategy is its ability to create an optimal decision from the
ESS. This minimises operational costs and improves the overall system
revenue by reducing power losses [7]. Table 1 compares the state-of-
the-art methods of dynamic coordination of microgrids. This analysis
details some relevant published works, including their pros and cons,
to determine the absolute feasibility and uniqueness of this work.

The distributed energy system (DES) is essential in improving the
EMS for both the DSO and the consumer [7,52]. This impact can be
expressed in terms of energy efficiency of the entire system, network
voltage stabilisation and energy loss reduction in the power lines [48].
From related works, a gap exists in implementing a DR-based real-
time electricity pricing environment combined with an optimal power
flow (OPF) to dynamically coordinate the energy flow in the electri-
cal network. Besides, the optimal control of the energy management
of microgrids is developed at the tertiary control layer with a high
complexity level regarding the system modelling and its implementa-
tion in the MAS environment [7]. Besides, it has been observed that
no one works, as presented in Table 1, has considered formulating
some key performance indicators (KPIs) for microgrid implementation.
Therefore, the novelty in this work is to develop dynamic microgrid
coordination that consists of several smart homes (SHs) based on
an optimal control scheme in a smart grid application. The system
is validated with the 33-bus IEEE network, which offers scalability
opportunities even in a residential application, as presented in [53–
55]. The developed approach used the DR-price model to dynamically
implement the power flow from the different components into the
electrical network [56]. The design model applies the vision of con-
trol development and implementation of smart microgrids [7]. This
invention is based on a tertiary control layer to formulate EMS of
microgrids in the framework of linear and predictive techniques to
harmonise a distributed control of MAS and ensure voltage stability
and flexibility of grid-tied several autonomous SHs containing DERs.
Thus, this dynamic microgrid modelling implements the tertiary control
coordination based-EMS of a MAS through OPF under a DR technology.
The contributions of this paper are as follows:

• Develop an intelligent approach to coordinating the power flow
of microgrids. The method combines an optimal EMS with an OPF
algorithm in the framework of the DR. Several independent and
autonomous microgrids are coordinated within an electrical net-

work for the effective operation of DSO. Therefore, the developed
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coordination strategy aims to dynamically manage microgrids
and improve the system performance, including the acceptable
voltage profile of the electrical network, optimal operation of
grid-tied DERs and system efficiency.

• Apply the dynamic behaviour of the DES and DR real-time price
schemes to develop three optimal control methods, including
open-loop and closed-loop schemes and a quadratic model-based
MPC. These control schemes are based on the tertiary control
level of microgrids. They incorporate the EMS and OPF schemes
to formulate a global performance index that can handle all the
constraints of the electrical network and the variability of DERs.

• Design a flexible approach to a MAS constituting grid-tied mi-
crogrids, including solar PV and DES. Therefore, the developed
dynamic coordination of microgrids is a multi-agent application
where system modelling and analysis require a suitable combina-
tion framework between the designed optimal schemes of SHs and
the OPF algorithm. Besides, the developed algorithm-based com-
bination methods deliver a real-time and robust computational
process for excellent system performance of an electrical power
network with DER integration to guarantee acceptable voltage
levels and offer suitable power saving while stabilising the power
network with minimal power loss.

• Formulate KPIs based on economic viability, environmental im-
pacts, and user satisfaction to assess the intrinsic dynamic be-
haviour of microgrids. The KPIs are developed within the energy
trilemma perspective of microgrids, as presented in [7]. These
are critical aspects that look at the economic, environmental and
operational performances of dynamic modelling development for
the effectiveness of microgrid coordination.

The remaining content of this work is divided as follows: Section 2
describes the network structure and DERs applied to the microgrid.
Section 3 details the developed EMS. Section 4 presents results and
discussions. Finally, a conclusion and perspectives for future research
studies are highlighted in Section 5.

2. System description

2.1. Network configuration

The system configuration of the designed model is for residential
applications and is illustrated in Fig. 1. The configuration model of this
work used the electrical network presented in Ref. [57]. The network
consists of a total of 33 buses, which are divided into three sections:
buses 2, 3, and 4. For a comprehensive overview of the network,

Table 2 provides a description based on all the buses in the system.
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Fig. 1. Feeder: IEEE Network of 33 buses with 3 sectors.

Table 2
Electrical network identification.

Buses number Type of buses Load and DEG

1 Reference bus –
2, 4, 5, 6, 8, 12, 18, 20,
21, 23, 28, 32 and 33

Load Bus Only load

7, 9, 10, 11, 13, 16, 17, 22,
24, 25, 26, 27, 29, 30 and 31

Generator bus Both load and DEG

3, 14, and 15 – –

It is important to note that the generator buses in this configuration
contain both load and DEGs.

As shown in Fig. 1 and detailed in Table 2, the DEGs comprise
hybrid PV and BESS for each smart home. These components are
connected to the grid at the generator buses. The utility grid functions
as a backup to supply the total load demand when the DEG cannot
generate sufficient power.

2.2. Distributed energy resources

In the electrical network depicted in Fig. 1, each generator bus
employs a combination of PV panels and a BESS. Power is injected into
the electrical grid from the BESS, primarily charged by energy produced
from the PV system and also supplied to the load. Thus, the energy
output from the PV system can be expressed as follows:

𝑃𝑝𝑣(𝑡) = 𝜂𝑝𝑣𝐴𝑝𝑣

𝑁
∑

𝑡=1
𝐼𝑝𝑣(𝑡) (1)

where 𝑃𝑝𝑣 represents the power generated by the PV [kW], and 𝑡 is the
resolution [h]. The efficiency of the PV is denoted by 𝜂𝑝𝑣. The surface
area of the PV [m2] is represented by 𝐴𝑝𝑣. The computational time
horizon, expressed in hours [h], is indicated by 𝑁 . Lastly, 𝐼𝑝𝑣 signifies
the hourly solar irradiance incident on the PV [kW/m2].

The state of charge (SOC) of the battery describes the dynamic
model of the BESS. Thus, ∀𝑡 ∈ 𝑁 ⇔ 𝛥𝑡 = 1h ⇒ 𝐸𝑏𝑎𝑡 = 𝛥𝑡.𝑃𝑏𝑎𝑡, with
𝐸𝑏𝑎𝑡 and 𝑃𝑏𝑎𝑡 are respective the energy and power flow on the BESS;
thus, SOC can be formulated in function power flow on the battery as
follows:

SOC(𝑡 + 1) = SOC𝑖(𝑡) + 𝜁𝑐 (𝑡).𝛥𝑡.𝑃𝑐ℎ(𝑡) − 𝜁𝑑𝑐 (𝑡).𝛥𝑡.𝑃𝑑𝑖𝑠𝑐 (𝑡) (2)

where 𝜁𝑐 , 𝜁𝑐 (𝑡) = 𝜂𝑐ℎ(𝜂𝑖𝑛𝑣.CB(𝑡))−1, is the charging coefficient [1/kWh],
𝑃𝑐ℎ is the power to charge the battery [kW], 𝜁𝑑𝑐 , 𝜁𝑑𝑐 (𝑡) = (𝜂𝑑𝑖𝑠𝑐 .𝜂𝑖𝑛𝑣.CB
(𝑡))−1, is the discharging coefficient [1/kWh] and 𝑃𝑑𝑖𝑠𝑐 is the discharg-
ing power from the BESS [kW]. Both coefficients of the battery during
the charging and discharging process are determined by the function
of their respective efficiencies (𝜂𝑐ℎ and 𝜂𝑑𝑖𝑠𝑐) of the energy storage, the
inverter coefficient (𝜂𝑖𝑛𝑣) and the battery capacity (CB) [kWh], which
is formulated as:

CB(𝑡) =
Ha.𝛥𝑡.𝑃𝑑.𝑎𝑣𝑟𝑔 (3)
𝜂𝑖𝑛𝑣.𝜂𝑑𝑖𝑠𝑐 .DOD(𝑡)

5 
where Ha is the autonomy of the BESS [h], 𝑃𝑑.𝑎𝑣𝑟𝑔 is the average power
demand for a given horizon 𝑁 [kW/h], and DOD(𝑡) is the depth of
discharge of the ESS [50]. Thus, ∀𝑡 ∈ N ⇒ DOD(𝑡) = 100 − SOC(𝑡 − 1).
Besides, in this work, the energy demand for each end-user is generated
by the high-resolution energy demand model developed in [58].

3. Model development

The modelling process of the electrical network, depicted in Fig. 1,
integrates the energy management of SHs into the electrical grid. This
process involves the development of an isolated EMS, which requires
coordination with the OPF of the power network.

3.1. Smart home description

The system model incorporates several distributed EMS, utilising
a Smart Metering System (SMS) to function intelligibly within a grid
environment. This EMS applies DR technology under a real-time elec-
tricity pricing scheme. As illustrated in Fig. 2 and detailed in Table 2,
each Smart Home (SH) connected at every generator bus employs an
optimal EMS (OPEMS). The OPEMS computes and coordinates system
performance based on the DR scheme, optimally managing system
switches such as S1, S2, S3, S4, and S5.

The control of the OPEMS is structured on an open or closed-loop
model, ensuring it can supply optimal power to the smart home energy
demand. Simultaneously, it must coordinate DERs and the utility grid
(UG). This coordination aims to reduce power draw from the UG,
maximise utilisation of DERs, and inject surplus power from the DER
into the UG whenever possible. For the system described in Fig. 2, the
vector 𝑢(𝑡) defines the system input vector. Thus, ∀𝑡 ∈ N ⇒ 𝑢(𝑡) =
[𝑃𝑝𝑣𝑙 (𝑡), 𝑃𝑢𝑔(𝑡), 𝑃𝑑𝑐𝑙 (𝑡), 𝑃𝑜𝑝(𝑡), 𝑃𝑝𝑣𝑏 (𝑡)]

𝑇 , with 𝑃𝑝𝑣𝑙 is the power flow from
the PV to the load, 𝑃𝑢𝑔 is the power from the utility grid to supply the
load, 𝑃𝑑𝑐𝑙 is the discharge power from the BESS to supply the consumer,
𝑃𝑜𝑝 is the opportunity power from the DES which serves as the power
to sell to the grid, and 𝑃𝑝𝑣𝑏 (𝑡) is the power from the PV to charge the
battery which is also symbolised by 𝑃𝑐ℎ(𝑡).

Therefore, considering the number of input signals 𝑗 = 5, the power
balances for the SH are formulated in Eqs. (4)–(6), as follows:

𝑃𝑑 (𝑡) =
5
∑

𝑗=1

⎡

⎢

⎢

⎢

⎢

⎢

⎣

⎡

⎢

⎢

⎢

⎢

⎢

⎣

1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 0 0
0 0 0 0 0

⎤

⎥

⎥

⎥

⎥

⎥

⎦

𝑢(𝑡, 𝑗)

⎤

⎥

⎥

⎥

⎥

⎥

⎦

(4)

with 𝑃𝑑 is the power drawn on the demand side. In Eq. (4), this relation
describes the first part of EMS on the SH system that supplies the load
demand. The second part of the EMS is based on the energies that flow
on the DERs. These also influence the load demand and the utility grid,
and ∀𝑡 ∈ 𝑁 ⇒ 𝑃𝑏𝑎𝑡 = 𝑃𝑑𝑖𝑠𝑐 or 𝑃𝑏𝑎𝑡 = 𝑃𝑐ℎ, where the charging energy is
from the PV supply, as presented in Fig. 2. The energy flow during the
charging process is formulated as:

𝑃𝑐ℎ(𝑡) = 𝑃𝑝𝑣(𝑡) − 𝑃𝑑 (𝑡) (5)

Eq. (5) ⇔ ∀𝑡 ∈ 𝑁 , if 𝑃𝑑 (𝑡) ⩽ 𝑃𝑝𝑣(𝑡) ⇔ 𝑃𝑐ℎ = 𝑃𝑝𝑣𝑏 , with 𝑃𝑝𝑣𝑏 is the power
from the PV panel to charge the battery. Besides, Eq. (6) expressed the
balance of the discharging process of the battery as follows:

𝑃𝑑𝑖𝑠𝑐 (𝑡) = 𝑃𝑜𝑝(𝑡) + 𝑃𝑑𝑐𝑙 (𝑡) (6)

3.2. Energy management based-MPC

Dynamic modelling of the EMS can effectively be implemented
using MPC strategy. The MPC scheme is formulated with three principal
parts, including a predictive model, rolling optimisation and feedback
correction. The objection function is the core of the predictive control

that assists in predicting the future output response in the function of
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Fig. 2. An intelligent coordination of the smart home system.

the system state and the historical input of the system [40]. The MPC is
also a robust and intelligent control technique that optimally handles
several constraints and system uncertainty. These advantages make the
MPC approach one of the most advanced and popular controllers to
be used in various control engineering applications [7]. Fig. 3 presents
the implementation formulation of the MPC strategy. An MPC design
is model-based an optimal control method to optimally coordinate
any dynamic system. Therefore, the dynamic scheme of the intelligent
model developed in Fig. 2 can be implemented using an MPC approach.
∀𝑡 ∈ N if 𝑘 = 𝑡, the control modelling of this dynamic system can
be designed using a state-space model, as detailed in Eq. (7). In this
work, the autonomous EMS for an individual agent is modelled with a
quadratic MPC due to the formulation of its performance index.
[

𝑥(𝑡 + 1)
𝑦(𝑡)

]

=
[

𝐴 𝐵
𝐶 0

] [

𝑥(𝑡)
𝑢(𝑡)

]

(7)

where 𝐴, 𝐵, 𝐶, and 𝑥(𝑡) are the state matrix, the input matrix, the
output matrix and the state vector. 𝑢(𝑡) and 𝑦(𝑡) denote the input and
output variables. Thus, as presented in Fig. 2, the number of inputs
𝜈 = 5. The system state vector 𝑥 given Eq. (7) to be identified in the
function of 𝑢(𝑡)

MPC can be designed based on the costs of energy flow from
each component, including the UT, PV, battery and the consumer. For
instance, the cost of energy to pay the UG is defined as 𝐶𝑜𝑠𝑡𝑢𝑔(𝑡 + 1) =
𝐶𝑜𝑠𝑡𝑢𝑔(𝑡)+ 𝑝𝑟.𝑢𝑔(𝑡)𝛥𝑡𝑃𝑢𝑔(𝑡). This formulation can effectively be used with
all other components. Thus, Eq. (7) can be reduced as follows:

𝑥𝑎(𝑡 + 1) = 𝐼(𝜈−1)𝑥𝑎(𝑡) + 𝐵𝑎(𝑡)𝑢(𝑡) (8)

where 𝑥𝑎(𝑡) = [𝐶𝑜𝑠𝑡𝑢𝑔(𝑡), 𝐶𝑜𝑠𝑡𝑝𝑣(𝑡), 𝐶𝑜𝑠𝑡𝑏𝑎𝑡(𝑡), 𝐶𝑜𝑠𝑡𝑙(𝑡)]𝑇 , with 𝐶𝑜𝑠𝑡𝑝𝑣,
𝐶𝑜𝑠𝑡𝑏𝑎𝑡, and 𝐶𝑜𝑠𝑡𝑙 are the cost of energy flow on the PV, BESS, and on
the demand side; 𝐼(𝜈−1) is a 4 × 4 identity matrix with 𝜈 = 5; 𝐵𝑎(𝑡) can
be identified as a reduced input matrix which is formulated depending
of each cost variable in 𝑥𝑎(𝑡) and 𝑢(𝑡) as:

𝐵𝑎(𝑡) = 𝛥𝑡

⎡

⎢

⎢

⎢

⎢

⎣

0 𝑝𝑟.𝑢𝑔(𝑡) 0 0 0
𝑝𝑑𝑒𝑟(𝑡) 0 0 0 𝑝𝑑𝑒𝑟(𝑡)

0 0 𝑝𝑑𝑒𝑟(𝑡) 𝑝𝑑𝑒𝑟(𝑡) 𝑝𝑑𝑒𝑟(𝑡)
𝑝𝑑𝑒𝑟(𝑡) 𝑝𝑑𝑒𝑟(𝑡) 𝑝𝑑𝑒𝑟(𝑡) 0 0

⎤

⎥

⎥

⎥

⎥

⎦

(9)

where 𝑝𝑑𝑒𝑟 and 𝑝𝑟.𝑢𝑔 are the real-time energy prices from the DER and
the UG. Thus, for the robustness of the system design, the state vector
becomes the combination linear of SOC(𝑡) from Eq. (2) in the function
of Eqs. (5)–(6) and 𝑥𝑎(𝑡), and it is described as
[

𝑥(𝑡)
]

=
[

SOC(𝑡), 𝑥𝑎(𝑡)
]𝑇 (10)

The state matrix of the system design is determined in function of
Eq. (10) as:

𝐴 = 𝐼 (11)
𝜈
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with 𝜈 is the rank of a matrix 𝐴, and 𝐼𝜈 is a 5 × 5 identity matrix. There-
fore, the input matrix, 𝐵, can be unidentified, based on Eqs. (7)–(11),
as follows:

𝐵(𝑡) = 𝛥𝑡
[

𝜁, 𝐵𝑎(𝑡)
]𝑇 (12)

with 𝜁 is the vec tor coefficient of the battery charging and discharging
processes, 𝜁 = [0, 0, 𝜁𝑑𝑐 , 𝜁𝑑𝑐 , 𝜁𝑐 ]. The output matrix is determined in
Eq. (13) based on Eqs. (7) to (12).

𝐶 = 𝐼𝜈 (13)

From Eq. (13), the output variable, 𝑦(𝑡), can be identified to be the
same as the state vector, i.e. 𝑦(𝑡) = 𝑥(𝑡). Thus, by considering the moving
horizon presented in Fig. 3(b), the quadratic objective function of the
MPC design presented in Fig. 3(a) is formulated as follows:

𝐽 (𝑡) = min
𝑁ℎ
∑

𝑡=1

𝑁𝑐=𝑡
∑

𝑗=1
(𝑦(𝑡|𝑗) − 𝑅(𝑡|𝑗))(𝑦(𝑡|𝑗) − 𝑅(𝑡|𝑗))𝑇 (14)

with 𝑅(𝑡) is the reference or target of the output signal, 𝑁ℎ is the
predicted time horizon, 𝑗 = 𝛥𝑡 is the control horizon sample with 𝑁𝑐
the control horizon. The manipulated variable is then defined as

𝑦(𝑡) = 𝐹𝑥(𝑡) +𝛷(𝑡)𝑢(𝑡) (15)

where 𝐹 (𝑡) =
[

𝐶𝐴 𝐶𝐴2 ⋯ 𝐶𝐴𝑁ℎ
]𝑇 , and

𝛷(𝑡) =

⎡

⎢

⎢

⎢

⎢

⎣

𝐶𝐵(𝑡) 0 ⋯ 0
𝐶𝐴𝐵(𝑡) 𝐶𝐵(𝑡) 0

⋮ ⋮ ⋱ ⋮
𝐶𝐴𝑁ℎ−1𝐵(𝑡) 𝐶𝐴𝑁ℎ−2𝐵(𝑡) ⋯ 𝐶𝐴𝑁ℎ−𝑁𝑐𝐵(𝑡)

⎤

⎥

⎥

⎥

⎥

⎦

. The MPC de-

sign for each SH is based on a quadratic performance index, while the
open-loop and closed-loop schemes are linear models.

3.3. Smart network configuration

The configuration structure combines the OPEMS for each SH with
the energy coordination system (ECS) of the entire electrical network.
In Fig. 1, the system model between the network and the isolated
SH, as described in Fig. 2, can be summarised in Fig. 4 by using a
system analysis application. This structure derives from the network
identification based on the type of buses from Table 2 to present
the energy coordination network of the entire electrical system. The
coordination of energy in the electrical grid, as proposed in Fig. 4,
regardless of the hierarchical network of the system depicted in Fig. 1,
operates in the EMS of all buses and their power flow, as shown in
Fig. 1. Consider a given bus of the electrical network, such as the
generator bus; the power flows in that 𝑖𝑡ℎ-bus can be expressed as:

𝑃𝑖 =
∑

𝑗

[

𝑉𝑖𝑉𝑗 (𝐺𝑖𝑗𝑐𝑜𝑠(𝜃𝑖 − 𝜃𝑗 ) + 𝐵𝑖𝑗𝑠𝑖𝑛(𝜃𝑖 − 𝜃𝑗 ))
]

(16)

𝑄𝑖 =
∑

𝑗

[

𝑉𝑖𝑉𝑗 (𝐺𝑖𝑗𝑠𝑖𝑛(𝜃𝑖 − 𝜃𝑗 ) + 𝐵𝑖𝑗𝑐𝑜𝑠(𝜃𝑖 − 𝜃𝑗 ))
]

(17)

with 𝑃𝑖 and 𝑄𝑖 are the real and reactive power injected at the 𝑖th bus.
𝑉𝑖 and 𝜃𝑖 are the voltage magnitude and phase angle at the 𝑖th bus. 𝐺𝑖𝑗
and 𝐵𝑖𝑗 are the conductance and susceptance between bus 𝑖 and bus 𝑗.
The sum is over all buses 𝑗 in the system.

From Eqs. (16) and (17), the power balance of the apparent power
at any time 𝑡 in the AC system network can be written as follows:

𝑆𝑖(𝑡) = 𝑆𝑔𝑖(𝑡) − 𝑆𝑙𝑖(𝑡) = 𝑃𝑖(𝑡) + 𝑗𝑄𝑖(𝑡) (18)

where 𝑆𝑖, 𝑄𝑖, and 𝑃𝑖 are the measured apparent, reactive and active
powers, i.e. ∀𝑡 at a given bus 𝑖 of the microgrid; 𝑆𝑔𝑖(𝑡) = 𝑃𝑔𝑖(𝑡) + 𝑗𝑄𝑔𝑖(𝑡)
and 𝑆𝑙𝑖(𝑡) = 𝑃𝑙𝑖(𝑡) + 𝑗𝑄𝑙𝑖(𝑡) are powers from the generator and load
demand at the given bus 𝑖. The difference between buses depends on
their type, whether load and DEG are connected or disconnected in
the bus. For the stability of the electrical network, it is requested that

the sum of Eq. (18) for all buses of the electrical network be zero.
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Fig. 3. MPC: Implementation-based closed-loop optimal control scheme [59].
Fig. 4. A reduced dynamic MAS of grid-tied microgrids.

The possibility of respecting this hypothesis is to have the equilibrium
between load and generator, expressed as:
𝑛
∑

𝑖=1
𝑆𝑖 = 0 (19)

with 𝑛 is the number of buses, which is 33, as presented in Fig. 1 and
Table 2. Thus, ∀𝑡 ∈ N ⇒

∑𝑛
𝑖=1 𝑃𝑔𝑖 =

∑𝑛
𝑖=1 𝑃𝑙𝑖 and ∑𝑛

𝑖=1 𝑄𝑔𝑖 =
∑𝑛

𝑖=1 𝑄𝑙𝑖.
The structure of this relation for the ideal power flow of the electrical
system aims to have no power losses. When the SHs are not connected
to any bus, which means that all generator buses in the system are off
and there is only the load demand, Eq. (18) can be rewritten as follows:

𝑆𝑢𝑔 =
𝑛
∑

𝑖=1
𝑆𝑙𝑖 (20)

In practice, a power loss may be associated with the relationship,
as described in Eq. (20). Therefore, the energy coordination of the
network, as illustrated in Fig. 4, aims to minimise the power loss
and the reactive powers to enhance the system voltage. The reactive
powers are determined by the function of the power factor of the entire
electrical network, i.e. ∀𝑡 ⇒ 𝑐𝑜𝑠𝑡𝜑 = 0.8.
𝑖

7 
3.4. System performance index

The cost functions of the model are designed to evaluate the per-
formance of each input system, considering their direct influence on
the overall system behaviour. In the case of the SH system, illustrated
in Fig. 2, the model’s performance is determined by how well it
coordinates the switching devices (S1, S2, S3, S4, and S5) to ensure
an optimal power flow in the electrical system. When considering a
specific SH of the electrical system, as presented in Section 3.1 and the
energy cost in Eq. (8), if at (𝑡− 1), it is assumed that the energy cost in
the DERs is negligent, this can be formulated as:

𝐶𝑜𝑠𝑡𝑑𝑒𝑟(𝑡) = 𝛥𝑡.𝑝𝑑𝑒𝑟
𝑁
∑

𝑡=1

[

𝑃𝑝𝑣(𝑡) + 𝑃𝑏𝑎𝑡𝑠 (𝑡)
]

(21)

with 𝐶𝑜𝑠𝑡𝑑𝑒𝑟 is the energy cost of DERs based on the power from the
PV and from the battery, including both the charging and discharging
process, 𝑃𝑝𝑣(𝑡) = 𝑃𝑝𝑣𝑙 + 𝑃𝑝𝑣𝑏 and 𝑃𝑏𝑎𝑡𝑠 (𝑡) is defined as the power supply
from the battery. Thus, ∀𝑡 ∈ N ⇒ 𝑃𝑏𝑎𝑡𝑠 (𝑡) = 𝑃𝑑𝑐𝑙 (𝑡) + 𝑃𝑜𝑝(𝑡).

The performance evaluation of the SH system is conducted under
three different scenarios: open-loop, closed-loop and MPC schemes.
Each scenario has its objective function to dynamically compute the
microgrid. Eq. (21) is a function of power from the DERs, denoted by
𝑃𝑑𝑒𝑟(𝑡). Thus, ∀𝑡 ∈ N ⇔ 𝑃𝑑𝑒𝑟(𝑡) = 𝑃𝑝𝑣𝑙 + 𝑃𝑝𝑣𝑏 + 𝑃𝑑𝑐𝑙 (𝑡) + 𝑃𝑜𝑝(𝑡). In the
case of linear open-loop strategy, the objective function is determined
by Eq. (22). This relation is the computational objective that combines
the system dynamic of each SH component based on Fig. 2 and the
integrated vision in Fig. 1. Furthermore, Eq. (22) captures the collective
performance behaviour of the system, as described in Figs. 1–4.

𝐽𝑂𝐿.𝑏𝑖 (𝑡) =
𝑛𝑔
∑

𝑖=1

𝑁
∑

𝑡=1
𝛥𝑡

(

𝑝𝑟.𝑢𝑔𝑃𝑢𝑔𝑏𝑖
(𝑡) − 𝑝𝑑𝑒𝑟𝑃𝑑𝑒𝑟𝑏𝑖

(𝑡)
)

(22)

where 𝐽𝑂𝐿.𝑏𝑖 is the open-loop (OL) objection function of the system for
each bus 𝑏𝑖; the same sub-index, 𝑏𝑖, is illustrated for each put variable
𝑢(𝑡), i.e. the PV, UG, discharging of battery, opportunity and charging
process of the battery; 𝑛𝑔 denotes the number of generator buses where
the SHs are deployed. Thus, Eq. (22) can also be expressed as:

𝐽𝑆𝐻.𝑂𝐿(𝑡) = min𝐽𝑂𝐿.𝑏𝑖 (𝑡) (23)

Based on Eqs. (14) and (23), the performance index for the micro-
grid using MPC for the entire network is expressed in (24).

𝐽𝑆𝐻.𝑀𝑃𝐶 (𝑡) = min
𝑛𝑔
∑

𝑖=1
𝐽.𝑏𝑖 (𝑡) (24)

with 𝐽𝑆𝐻.𝑀𝑃𝐶 is the MPC performance index for all SHs in the function
of Eq. (14). The closed-loop performance index can be determined by
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introducing a loop function in the cost signal of Eq. (22) to enable
feedback. This concept is presented in Eq. (25). In this scheme, the
introduction of 𝑗 sampling is associated with the control horizon 𝑁𝑐
o define the loop tactic. By incorporating feedback through the loop
unction, the closed-loop control strategy allows adjustments and opti-
isation based on the system performance throughout a control time
orizon.

𝑆𝐻.𝐶𝐿(𝑘) = min
𝑛𝑔
∑

𝑖=1

𝑁
∑

𝑘=1

𝑁𝑐=𝑘
∑

𝑗=1
𝛥𝑘(𝑝𝑟.𝑢𝑔𝑃𝑢𝑔.𝑘𝑗 𝑏𝑖

(𝑘)−

𝑝𝑑𝑒𝑟𝑃𝑑𝑒𝑟.𝑘𝑗 𝑏𝑖
(𝑘))

(25)

with 𝐽𝑆𝐻.𝐶𝐿 is the closed-loop (CL) objective function for all SHs in the
system. It is necessary to note that the computation of open-loop and
closed-loop schemes for this microgrid uses the dynamic of the energy
storage system, as presented in Eq. (2), to perform an optimal control
strategy.

In the open-loop process, the system has an initial state, SOC0,
at a specific starting time to influence the dynamic of the microgrid.
However, it lacks the capability to compute time series data based on
a variable input time horizon defined by 𝑁𝑐 , as shown in Eq. (22).
Besides, the closed-loop scheme enables a dynamic computation of
time series data for the state variable by incorporating feedback and
adjusting the system behaviour accordingly, as formulated in Eq. (25).

Fig. 4 describes the energy coordination of the entire electrical
network. Assume that there is no SH-tied to the power network; the
objective function of the network at a given time 𝑡 = 𝑘 can be
eformulated by using Eq. (20) as follows:

𝐸𝑁 (𝑘) = min
𝑛
∑

𝑖=1
𝑃𝑖(𝑘).𝑝𝑟.𝑢𝑔 .𝛥𝑘 (26)

ith 𝐽𝐸𝑁 is the objective function of the electrical network. Eq. (26)
erves to compute the dynamic of an OPF control scheme for the
nergy coordination system of the developed electrical network, as
ummarised in Fig. 4. If it is hypothesised that open-loop and closed-
oop contain a computational time horizon, 𝑁 , Eq. (26) can be rewrit-
en as Eqs. (27) and (28). These relations reflectively formulate the
pen-loop and closed-loop control schemes to dynamically compute the
PF algorithm.

𝐽𝐸𝑁.𝑂𝐿(𝑡) = min
𝑛
∑

𝑖=1

𝑁
∑

𝑡=1
𝑃𝑏𝑖 (𝑡).𝑝𝑟.𝑢𝑔 .𝛥𝑡 (27)

𝐸𝑁.𝐶𝐿(𝑡) = min
𝑛
∑

𝑖=1

𝑁
∑

𝑡=1

𝑁𝑐=𝑡
∑

𝑗=1
𝑃𝑏𝑖 .𝑘𝑗 (𝑡).𝑝𝑟.𝑢𝑔 .𝛥𝑡 (28)

When considering the entire electrical system with the integration
f DER through the SH systems, the objective function for the microgrid
n both open-loop and closed-loop scenarios involves combining the
ost functions of the SHs, Eq. (23) or (25), and the electrical net-
ork, Eq. (27) or (28). Therefore, their respective combined objective

unctions are formulated as follows:

𝑂𝐿(𝑡) = 𝐽𝑆𝐻.𝑂𝐿(𝑡) + 𝐽𝐸𝑁.𝑂𝐿(𝑡) (29)

𝐶𝐿(𝑡) = 𝐽𝑆𝐻.𝐶𝐿(𝑡) + 𝐽𝐸𝑁.𝐶𝐿(𝑡) (30)

here 𝐽𝑂𝑃 is the open-loop objective function of the entire system and
𝐶𝐿 is the performance index for the control scheme for closed-loop
trategy.

Based on the quadratic model of the MPC scheme developed in (24)
nd the linear closed-loop scheme derived from Eqs. (25)–(30), the
erformance index of the MPC for the microgrid can be described in
q. (31). This strategy is formulated by considering the moving horizon
resented in Fig. 3(b).

𝑀𝑃𝐶 (𝑡) = 𝐽𝑆𝐻.𝑀𝑃𝐶 (𝑡) + 𝐽𝐸𝑁.𝑀𝑃𝐶 (𝑡) (31)

here 𝐽𝑀𝑃𝐶 is the MPC objective function of the entire system, and
is the MPC objective function for the electrical network,
𝐸𝑁.𝑀𝑃𝐶
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hich is based on the development perspective of Eqs. (14) and (28).
or optimal computation, Eqs. (29)–(31) must be subjected to the
ystem constraint, as detailed in 3.5.

.5. System constraints

The system computation of the performance indexes, as detailed
n Eqs. (29) and (30), is subjected to the same limits. The model
mplementation aims to compute the dynamic strategy of the energy
torage based on the SOC approach, PV and utility grid through the
se of DR as presented from Sections 3.1 to 3.4. The system constraint
epends on the inequality limits of all the control variables [60].
esides, SH for Eq. (31) is also subjected to state variables constraints

n the function of Eq. (10). The minimum values of the input variables
re set to zero. Therefore, for a given agent 𝑖, the maximum value of
he input variable and the relevant components of the microgrid is a
unction of Eqs. (33)–(36).

𝑢𝑖(𝑡) ≤ 𝑢𝑚𝑎𝑥𝑖 (32)

𝑃𝑢𝑔𝑖 (𝑡) ≤ 𝑃𝑑𝑚𝑎𝑥𝑖
(33)

𝑃𝑝𝑣𝑖 (𝑡) ≤ 𝑃𝑝𝑣𝑚𝑎𝑥𝑖
, 𝑒.𝑖,∀𝑡 ⇒ 𝑃𝑝𝑣𝑙𝑖 + 𝑃𝑝𝑣𝑏𝑖 = 𝑃𝑝𝑣𝑖 (34)

𝑏𝑎𝑡𝑖 (𝑡) ≤ 𝑃𝑏𝑎𝑚𝑎𝑥𝑖
, 𝑒.𝑖,∀𝑡 ⇒ 𝑃𝑐ℎ𝑖 + 𝑃𝑑𝑖𝑠𝑐𝑖 = 𝑃𝑏𝑎𝑡𝑖 (35)

𝑃𝑜𝑝𝑖 (𝑡) ≤ 𝑃𝑏𝑎𝑡𝑚𝑎𝑥𝑖
(36)

where 𝑢𝑚𝑎𝑥𝑖 , 𝑃𝑑𝑚𝑎𝑥𝑖
, 𝑃𝑝𝑣𝑚𝑎𝑥𝑖

and 𝑃𝑏𝑎𝑡𝑚𝑎𝑥𝑖
are the vector of the maximum

value of each input signal, maximum power demand, maximum power
from the PV and the maximum power flow from BESS, respectively,
for the 𝑖th agent or bus. ∀𝑡 ∈ N ⇒ 𝑃𝑐ℎ𝑖 (𝑡)𝑃𝑑𝑠𝑖𝑐𝑖 (𝑡) = 0 ⇔ charging and
discharging processes of the battery simultaneously are forbidden in the
entire microgrid. This can also be expressed as

[𝜆𝑖, 𝜆′𝑖 , 𝜇𝑖]
𝑇 𝑢𝑖(𝑡) = 0 (37)

with 𝜆𝑖 and 𝜆′𝑖 represent the no-discharging process during the charging
of the battery, respectively attached to 𝑃𝑜𝑝𝑖 and 𝑃𝑝𝑣𝑏𝑖 , and 𝜇𝑖 is the
no-charging process while the battery is discharging. ∀𝑡 ∈ N ⇔ 𝜆𝑖 =
[0, 0, 0, 1, 0], 𝜆′𝑖 = [0, 0, 0, 0, 1], and 𝜇𝑖 = [0, 0, 1, 0, 0]. Thus, 𝜆𝑖 and 𝜆′𝑖
also indicate that during the discharging process, 𝑃𝑜𝑝𝑖 and 𝑃𝑝𝑣𝑏𝑖 are
independent variables based on the dynamic performance of the entire
systems. Besides, the SOC equality constraints also play an essential
role in the computation of Eqs. (29)–(31). These are summarised by
Eq. (38).

SOC𝑚𝑖𝑛𝑖 (𝑡) ≤ SOC𝑖(𝑡) ≤ SOC𝑚𝑎𝑥𝑖 (𝑡) (38)

where SOC𝑚𝑖𝑛𝑖 and SOC𝑚𝑎𝑥𝑖 are the minimum and maximum SOC𝑖
of BESS. Eqs. (4) to (6) are considered the equality constraints of
the system, as depicted in Fig. 2. These should be attached to each
respective bus.

It is essential to note that, from Eqs. (33) and (38), the system
details the constraints applied for a given SH. This approach can also be
used for all intelligent demands in the system. For the entire electrical
network, the system constraints must be subjected to the following:

𝑆𝑈𝐺(𝑡) ≥
𝑛
∑

𝑖=1
𝑆𝑑𝑖 (𝑡) (39)

where 𝑆𝑑𝑖 is the apparent power demand at given bus 𝑖, 𝑆𝑈𝐺 is the
maximum apparent power generated from the grid, which is different
from the power supply–demand from the main grid to feed the end-
user as shown in Eq. (33). Eq. (20) expresses the same maximum
utility power, which is described in Eq. (39). The performance index
aims to minimise the power loss on the electrical network. The voltage
constraints are also considered to stabilise the system performance as
designed in 3.4 for an excellent computational of an OPF algorithm.
These constraints are expressed as:

𝑉 (𝑡) ≤ 𝑉 (𝑡) ≤ 𝑉 (𝑡) (40)
𝑚𝑖𝑛𝑖 𝑖 𝑚𝑎𝑥𝑖
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Table 3
KPIs for the coordination of microgrid.
Performance indicators Formulation Eq.#

Ec
on

om
ic

Cost of Energy (COE) COE = TC∕(TE𝑐 + TE𝑜𝑝) (41)
Cost Savings (CS) CS = (TE + TE𝑜𝑝𝑐 − E𝑢𝑔 )𝑝𝑟.𝑢𝑔 (42)
Energy Payback Time (EPBT) EPBT = TC/ACS (43)
Levelized Cost of Energy (LCOE) LCOE = TC∕TE𝑝 (44)
Net Present Value (NPV) NPV =

∑

(ACS∕(1 + Dr)𝑦𝑟) − TC (45)
Return on Investment (ROI) ROI = (CS − TC)∕TC (46)

En
vi

ro
n. Carbon Emission Reduction (CER) CER = (TE𝑐 + TE𝑜𝑝 − E𝑢𝑔 )𝑐𝑖 (47)

Renewable Fraction (RF) RF = TREP/TE𝑐 (48)
Total CO2 Emissions (TCO2E) TCO2E = E𝑢𝑔𝑐𝑖 (49)

O
pe

ra
t. Battery Utilisation (BU) BU = TBEU/TBC (50)

Self-Consumption Ratio (SCR) SCR = SCRE/TREP (51)
Self-Sufficiency Ratio (SSR) SSR = SCRE/TE𝑐 (52)

Envrion.: Environmental Operat.: Operational
o

w
n
r
r
g
a

Fig. 5. System flowchart of the optimal control scheme.

here 𝑉𝑖, 𝑉𝑚𝑖𝑛𝑖 and 𝑉𝑚𝑎𝑥𝑖 are the voltage, minimum and maximum
oltage at a given bus 𝑖.

The computational model solves the optimal strategies using a
pecific plan to compute the performance indexes, especially for open-
oop and closed-loop methods with a different control process. This is
bserved in the control models formulated in Eqs. (29) and (30).

.6. System flowchart and algorithm

Fig. 5 describes the flowchart of the developed model. The structure
ontains the control scheme for the linear open-loop, linear closed-loop
nd quadratic MPC models. At the start point, the system computes
he control variable (CV) at time 𝑡 = 1, which means all the input

variables of the control scheme. These CVs are based on the entire
network power from the solar PV, BESS with both the charging and
discharging process, UG to load, and the opportunity power from DER
to the power grid. It is important to note that on buses with no DER,
the CV is the only power supply from the UG to the consumer for a
given load bus 𝑖.

Based on the system flowchart, as described in Fig. 5, the computa-
tional algorithm is detailed as follows:
 t

9 
Algorithm Combining EMS and ECS (Open and closed-loop models)
A: Begin the computational process of the optimal control models
B: Set the time horizon and/or 𝑁𝑐 for the optimisation process
C: System parameters updates at chosen 𝑡 = 𝑖 with 𝑖 = [1..𝑁]
D: Measure the power from all components
E: ∀𝑡 ∈ 𝑁 if 𝑡 = 𝑖, upgrade the network constraints
F: Compute both EMS and ECS using either Eq. (29) or (30) or (31)
G: Find the optimal value of the input signals
G.1: If not-optimal, redo steps A-G to reach the optimal value
H: Obtain the results for OL. Upgrade 𝑁𝑐 at 𝑡 = 𝑖 + 1 for the CLs
I: Redo steps B-H for CL (linear and MPC) to reach 𝑁 optimally
J: Obtain the optimal results for linear closed-loop or MPC
K: end

The described algorithm, from steps A to K, defines the process compu-
tation for both open and closed-loop schemes. The open loop is limited
to step H, while the closed-loop scheme (linear and MPC) reaches up
to step J.

3.7. Key performance indicators

A suitable coordination of microgrids should cover three principal
KPIs, including economic, environmental and operational inductors.
Table 3 summarises the most relevant KPIs of microgrids based on
an EMS assessment for a given number of periods in years, 𝑦𝑟, of the
project. The economic KPIs are determined from Eqs. (41–46). Thus,
TC represents the total cost of the project formulated in Eq. (53),
TE𝑐 is the total energy consumption of the system, TE𝑜𝑝 is the total
pportunity energy, E𝑢𝑔 is the energy consumption from the utility

grid throughout the project life, TE𝑑𝑝 is the total of energy produced
on the system from the DEG, ACS presents the annual cost savings
expressed by ACS=CS/𝑦𝑟, and Dr is the discount rate. The environ-
mental performance indicators are detailed in Eqs. (47–49), depending
on the carbon intensity, 𝑐𝑖 and the total renewable energy production
(TREP). The operational KIPs depend on DEG for an effective operation
of microgrids, as demonstrated in Eqs. (50–52), where TBEU is the
total battery energy used, TBC represents the total battery capacity, and
SCRE is the self-consumed renewable energy.

TC = CapCost+
𝑁𝑦𝑟−1
∑

𝑦𝑟=0
[O&MCost+ReplCost+B&DCost](1+𝑖𝑛𝑓 )𝑦𝑟−SalCost (53)

here CapCost is the capital cost of the project, 𝑁𝑦𝑟 represents the
umber of years to assess the project, O&MCost and ReplCost are,
espectively, the annual operation and maintenance cost and the annual
eplacement cost for the principal components to implement micro-
rids, 𝑖𝑛𝑓 is the inflation rate, B&DCost is the annual breakdown cost,
nd SalCost salvage cost value is roughly considered to be 10 to 20% of
he sum of the investment cost, InvCost , of each principal component.
𝜆
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Thus, InvCost𝜆 = 𝐼𝑐𝜆𝑝𝑐𝑎𝑝𝜆 , with 𝐼𝑐𝜆 and 𝑝𝑐𝑎𝑝𝜆 represent the installed
capacity and the price of component 𝜆.

The total investment or the capital cost of the project, CapCost, is
expressed as follows:

CapCost = (1 + 𝜖 + 𝜀)
𝜂
∑

𝜆=1
InvCost𝜆 (54)

with 𝜂 is the number of each principal component, 𝜆, of the system that
is directly attached to the investment cost of microgrids, 𝜖 presents the
cost coefficient of the balance of microgrid for an effective installation,
and 𝜀 is the cost coefficient of the control system and design. From
Eq. (53), the annual costs are formulated as follows:

O&MCost =
𝜂
∑

𝜆=1
𝐼𝑐𝜆𝑝𝑂&𝑀𝜆

(55)

ReplCost =
𝜂
∑

𝜆=1

𝐼𝑐𝜆𝑝𝑅𝑒𝑝𝑙𝜆Dr
(1 +𝐷𝑟)𝑦𝑟𝜆 − 1

(56)

B&DCost =
𝜂
∑

𝜆=1
𝐼𝑐𝜆𝑝𝑅𝑒𝑝𝑙𝜆𝑓𝑟𝜆 (57)

with 𝑝𝑂&𝑀𝜆
, 𝑝𝑅𝑒𝑝𝑙𝜆 and 𝑓𝑟𝜆 are, respectively, the annual operation

and maintenance price replacement price and annual failure rate of
component 𝜆. Eq. (57) is attached to the replacement variables of each
component.

4. Results and discussion

The system implementation of the described model is expressed
in Section 3 and summarised, shown in Fig. 4. In this model, three
principal scenarios of the energy coordination system are addressed in
the framework of optimal power flow. These can be listed as follows:

• The first scenario computes the system with the generator buses.
The modelling of the EMS is based on an open-loop computation
strategy for each SH and the entire electrical network.

• The second model uses a closed-loop control strategy to im-
plement the entire electrical system. The optimal computation
scheme of the designed model is computed in real-time for both
EMS, as presented in Fig. 2, and the energy coordination model,
as depicted in Fig. 4.

• The last model uses the strategy developed in the third, based on
the linear closed-loop model, to compute an optimal quadratic
control based on MPC EMS. Thus, the control horizon, 𝑁𝑐 , of the
MPC scheme is set to be 5.

Besides, an isolated scenario to benchmark these three methods
entails having a system that does not consider all generations based
on the DEGs. This scenario only considers the impact of the load buses
under optimal power flow coordination.

Table 4 gives the parameters for implementing the designed system,
and the CB in each bus where the SH is integrated into the electrical
network is designed using Eq. (3), with DOD = 0.1. It is a hypothesis
that all initial values of the state of charge SOC𝑖𝑖𝑛𝑡 of the battery
at each generator bus are set to be equalled. Table 5 describes the
implementation parameters for KPIs assessment. These parameters have
optimally been designed based on the Energy Market in South Africa.
Therefore, the prices of energy, provided in Table 4, are converted into
US Dollars for an effective evaluation of the economic performance,
as presented in Table 3. Table 4 also provides capacities for the PV
and BESS systems at bus 7. It is essential to notice that these capacities
are sized to each bus in the function of maximum power demand. All
these three scenarios are validated with SOC𝑖𝑖𝑛𝑡 =[0.4, 0.9], and SOC𝑖𝑖𝑛𝑡
= 0.7 is also considered to demonstrate the robustness of SH at bus
7. Furthermore, for an accurate assessment of the network, 𝑃𝑚𝑎𝑥𝑢𝑔𝑖

=
𝑃 = 𝑃 , 𝑃 = 𝑃 = 𝑃 , and 𝑃 = 𝑃 .
𝑚𝑎𝑥𝑑𝑐𝑙𝑖

𝑚𝑎𝑥𝑑 𝑚𝑎𝑥𝑝𝑣𝑏 𝑚𝑎𝑥𝑝𝑣𝑙𝑖
𝑚𝑎𝑥𝑝𝑣 𝑚𝑎𝑥𝑜𝑝𝑖 𝑚𝑎𝑥𝑑

10 
Table 4
Implementation parameters.

Parameters Values Parameters Values

𝜂𝑖𝑐ℎ 0.85 [SOC𝑖𝑚𝑖𝑛 , SOC𝑖𝑚𝑎𝑥 ] [0.4, 0.95]
𝜂𝑖𝑑𝑖𝑠𝑐 0.95 Ha 5 to 24
𝜂𝑖𝑖𝑛𝑣 0.92 𝑁ℎ 24
𝑝𝑟𝑔𝑟 [ZAR/kWh] 1.25 𝑁𝑐 [1 𝑁ℎ]
𝑝𝑟𝑟𝑤 [ZAR/KWh] 0.65 3 × Converters7 [kW] 20
CB7 [kWh] 200 𝑃𝑝𝑣7 [kW] 22

Fig. 6. Daily solar irradiance of the given electrical system.

Fig. 7. The total load demand of the network.

4.1. Presentation of the results

The system design is tested using the energy demand and so-
lar power forecasting model developed in [58]. Therefore, the high-
resolution domestic model assists in structuring the hourly time series
for energy demand. Besides, the sample irradiance profiles of solar in
W∕m2 and a given day in May yield the system pattern. Thus, Fig. 6
depicts the solar radiation measured at a given panel. The hourly
energy demand at all load buses is profiled through the maximum
need for the residential sector-based IEEE 33-buses network, and it is
presented in Fig. 7. This methodology uses the total dwelling power
demand strategy. For instance, the PV system, energy storage and other
computation parameters at bus 7 are expressed and can be devised
based on Table 4. Their sizes depend on the maximum demand for
each SH, as presented in Fig. 1 and explained in Fig. 2. Thus, the
computational system uses the limitation structures developed in [60].
For instance, Ha is set at its minimal value of 5 h. However, the BESS
applied in DERs can continuously discharge for 24 h or more [64].

Figs. 8 to 12 depict the optimal results for all control schemes based
on intelligent energy coordination combined with several SH systems.
Figs. 8–10 present the optimal results of the power-sharing scheme from
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Table 5
Implementation assessment of KPIs [61–63].

Component (𝜆) Investment price (𝑝𝑐𝑎𝑝𝜆 ) Annual O&M price (𝑝𝑂&𝑀𝜆
) Replacement price (𝑝𝑅𝑒𝑝𝑙𝜆 ) Annual failure rate (𝑓𝑟𝜆) Lifespan (𝑦𝑟𝜆)

PV System 300 [$/kW] 10 [$/kW] 200 [$/kW] 0.05% 25
ESS 226.26 [$/kWh] 10 [$/kWh] 140 [$/kWh] 4% 10
3×Converters 150 [$/kW] 5 [$/kW] 100 [$/kW] 2.5% 15

𝑐𝑖: 0.6569395 kg CO2/kWh Dr=𝑖𝑛𝑓 : 0.0527 𝜖: 0.25 𝜀: 0.125
Fig. 8. Optimum coordination of microgrid at bus 7, with initial SOC𝑖𝑛𝑡 = 0.4.
DERs into a given SH with three different values of SOC𝑖𝑛𝑡 = [0.4, 0.7,
0.9]. The power flow pattern is considered at bus 7 [57]. It should be
important to note that the results in Fig. 8 are implemented when the
SOC𝑖𝑛𝑡 = SOC𝑚𝑖𝑛. Finally, Figs. 11 and 12 depict the optimal profiles of
load power and the system voltage for the entire network. They show
the optimal power required to be supplied from the utility grid and
how stable the system voltage is. For the entire network, the results
are assessed with SOC𝑖𝑛𝑡= [0.4, 0.9].

.2. Discussion of the results

From Figs. 8–10, it is observed that the power from PV to supply the
oad is approximately the same for both linear control schemes. This is
11 
regardless of the value of SOC𝑖𝑛𝑡, as shown in Figs. 8(a), 9(a) and 10(a).
The same pattern can also be captured when the solar power wants to
charge the BESS, as depicted in Figs. 8(b), 9(b) and 10(b). However, the
feedback strategy of the linear closed-loop scheme provides necessary
information into the system, which consists of discharging the battery
when there is any optimal capacity of BESS to be used. Figs. 8(f),
9(f) and 10(f) confirm this dynamic behaviour. An absolute difference
was observed between the open and closed-loop schemes for energy
from the BESS. The closed offers more into the opportunity energy,
Figs. 8(d), 9(d) and 10(d), rather than the demand side. The first linear
strategy tries to balance the sharing of the power from the BESS. The
MPC strategy results differ from all linear models, and this quadratic
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Fig. 9. Optimum coordination of microgrid at bus 7, with initial SOC𝑖𝑛𝑡 = 0.7.
computational scheme provides robust patterns that dynamically learn
and effectively coordinate the system behaviour.

Figs. 8(e), 9(e) and 10(e) present the optimal results of the grid to
feed the end-user. This profile compares the three control schemes with
the optimal power from the utility without integrating DERs. BESS and
PV systems also play an important role in minimising the power from
the utility grid, as shown in Figs. 8–10. Thus, It could be challenging
to select the most suitable strategy in the context of minimising the
power from the utility grid within the selected SOC𝑖𝑛𝑡 of the BESS. This
is because it is observed that each system dynamic possesses its intrinsic
computational behaviour regardless of the value of SOC𝑖𝑛𝑡 to decide
when to minimise the power from the utility grid.

Nevertheless, the robustness of the MPC demonstrates consistency
in terms of minimising the energy from the utility grid and maximising
the power flow in DEGs. Besides, the power from BESS to supply the
load is optimally used to avoid fully discharging the battery in the MPC
scheme, as demonstrated in Figs. 8(c), 9(c) and 10(c). In the closed-loop
approach, the power from the BESS to the load slightly increases when
the SOC𝑖𝑛𝑡 increases. The same observation is made in the MPC scheme,

as shown in Figs. 8–10. All models optimally provide different patterns,

12 
as presented in Figs. 8–12. The system constraint plays a major role
in the optimal computational of each strategy. Besides, all developed
schemes are robust in handling the system constraints presented in
Section 3.5 and uncertainties from DERs, as illustrated in Figs. 8–10.
Thus, ∀𝑡 ∈ 𝑁 ⇒ Eq. (4) and if 𝑃𝑝𝑣(𝑡) = 0 ⇔ 𝑃𝑑 = 𝑃𝑑𝑐 +𝑃𝑢𝑔 is satisfied in
all schemes.

It is challenging to discuss the tremendous impact of the pay-
back energy on the closed-loop scheme compared to other developed
methods, such as closed loop and MPC. This challenge is presented
in Figs. 8(f), 9(f) and 10(f), where the BESS is maximally affected
during the closed-loop process. Thus, the BESS is heavily featured in
terms of the power injected into the grid. The impact of this control
scheme can be more critical in terms of the end-users minimising
energy consumption. However, in the context of the payback energy,
it can be less valuable than having more injected power into the grid
due to the significant reduction of the SOC. This is one of the reasons
the opportunity energy is also considered in the economic performance
indications, as formulated in Table 3.

Figs. 11 and 12 show the optimal power demand in the network.
This total load demand of the network without the application of the
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Fig. 10. Optimum coordination of microgrid at bus 7, with initial SOC𝑖𝑛𝑡 = 0.9.
i
t

v
t
H
p

s is presented in Fig. 7. It can be observed that the quantity of energy
n the demand side has been minimising each strategy. Besides, the
ystem voltage is within the acceptable value, as detailed in Figs. 11
nd 12. Therefore, the suitability of the proposed models is of great
alue regardless of the selected value of the SOC𝑖𝑛𝑡. However, it is prob-
ematic to conclude this affirmation. Therefore, the KPIs’ framework, as
resented in Table 3, proceeds to evaluate the dynamic improvement
f each strategy.

Table 6 provides the KPIs of the system implementation at bus 7.
his analysis is developed using the model presented in Section 3.7 and
he implementation assessment provided in Tables 4 and 5. Therefore,
he system’s performance in terms of economic viability, environmental
mpact, and user satisfaction are provided for the microgrid at bus
. This assessment is an advanced analysis of KPIs for a suitable
mplementation and monitoring of microgrids, as described in Table 3.
hese KPIs are evaluated for each scenario by considering two initial
OCs of BESS and comparing them with some relevant published works.
t has firstly been observed that most relevant published do not feel the
13 
nherent KPIs, as presented in Section 3.7. One of the particularities of
his study is also the fact of introducing the breakdown cost (57).

In Table 6, it has been observed that the closed-loop scheme pro-
ides the best KPIs compared to other strategies. This is, nonetheless,
he selected value of SOC𝑖𝑛𝑡. The open-loop scheme is the second.
owever, in terms of system robustness throughout the computational
rocess of selecting SOC𝑖𝑛𝑡, when considering the ratio of SOC𝑖𝑛𝑡 =

0.4 and 0.9, some critical economic KPIs, such as COE, CS, EPBT,
NPV, ROI, and even some environment and operational KPIs, MPC
scheme is reliable. The comparison of this work with some relevant
published studies, as detailed in Table 6, details that some of the
economic performances, including COE and LCOE, are higher than
those that are being previously studied. Therefore, it has been observed
that some previous works do not often consider certain rudimentary
factors and parameters of the system implementation and partially as-
sess the economic performance indicators of microgrids, as detailed in
Section 3.7. The environmental and operational performance indicators
of this study compared to the relevant published ones are acceptable for
arguing that this work effectively addresses user satisfaction challenges
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Fig. 11. Optimal network coordination, with Soc𝑖𝑛𝑡 = 0.4.
and environmental impact. Besides, when benchmarking the KPIs with
other studies, one of the concerns that can arise is all these works do not
necessarily contain the same configuration, as presented in Figs. 1 and
2, including parameters and variables. Nonetheless, these economic,
environmental and operational performance indicators are reliable and
guarantee an effective energy trilemma.

The closed-loop scheme significantly offers several best KPIs, com-
pared to the open-loop and MPC strategy, as presented in Table 6.
However, the closed-loop method has a severe disadvantage in terms
of the energy flow on the battery. This aims to sustain the stability
and flexibility of the SH dynamic when tied to the grid. The difference
depicted in Figs. 8(f), 9(f), and 10(f) can rescind all the advantages the
power flow structure offers from the closed-loop model. The same issue
can also be observed in the open-loop strategy and particularly in the
MPC scheme when SOC𝑖𝑛𝑡 is at its minimal value. The dynamic model of
the battery is prominent in terms of the energy coordination of the SH.
Therefore, these profiles demonstrate that the MPC strategy provides
an excellent dynamic of BESS compared to other schemes. Besides, this
advantage can also sustain all challenges of the unpredicted behaviour
of DEGs and the effective coordination of the entire network, making
the MPC model a more secure and reliable computational method for
the efficiency of the energy market.

Table 7 evaluates the system saving of the entire network. This
assessment is prosecuted against the total demand, as presented in
Fig. 7. The results depicted in Figs. 11–12 play an important role in
14 
this analysis. Figs. 11–12 show that the difference in system voltage
mostly depends on the power loss in the electrical network. There are
three scenarios for the system voltage based on each computational
scheme, including the open-loop model, the closed-loop scheme, and
the MPC method. Regarding the system voltage constraints formulated
in Eq. (40) and limits set between 0.9 and 1.1 per unit (p.u) with an
initial value set of 1 p.u, it is observed, in Figs. 11(b), 11(d), 11(f),
12(b), 12(d) and 12(f) that the system voltage for the entire network
for the computational developed models is at its acceptable operational
range. Besides, as presented in Table 7, the decrease in the power
loss is observed for both linear (open and closed-loop) and quadratic
(MPC) models. Thus, from Figs. 11–12, the system constraints optimally
handle any increase in the system voltage through the effectiveness
of the developed coordination strategies. Therefore, an acceptable im-
provement of the system voltage is guaranteed when integrating SHs
into the electrical network with a considerable amount of DEGs.

There is an energy-saving value ranging between [25.49, 36.14]%
of the total power demand in the entire electrical network for the
open-loop scheme. The same observation is made for linear closed-loop
and MPC strategies, which provide a system energy saving of roughly
[23.99, 25.9]% and [27.68, 28.41]%. As observed in Table 6, the MPC
keeps providing robust rapport between the SOC𝑖𝑛𝑡 value compared to
linear strategies. This includes savings and active power loss, as shown
in Table 7. One of the most important observations of the analysis

is the deviation impact between both linear control structures. The
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Fig. 12. Optimal network coordination, with Soc𝑖𝑛𝑡 = 0.9.
Table 6
KPIs for energy coordination of microgrid: Performance assessment of the system design and benchmark against other existing methods.

Performance Indicators Assessment at bus 7, with SOC𝑖𝑛𝑡= [0.40, 0.9] Publish works: microgrid
Open Loop Closed Loop MPC [62] [65] [12] [66] [67] [68]

Ec
on

om
ic

COE [$/kWh] [0.391, 0.265] [0.303, 0.207] [0.362, 0.264] 0.071 – – – – 0.0725
CS [MM$] [1.368, 2.410] [1.481, 2.561] [1.449, 1.962] – 0.35 – – – –
EPBT [years] [4.203, 2.387] [3.885, 2.346] [3.970, 2.932] – 8 – 4-10.5 0.33–5.18 6.4
LCOE [$/kWh] [0.316, 0.316] [0.329, 0.329] [0.304, 0.290] – – 0.082–0.099 – – 0.072-0.103
NPV [MM$] [0.546, 1.180] [0.614, 1.2722] [0.595, 0.907] 0.36 – – – – 1.83
ROI [%] [375.81, 737.93] [414.83, 790.41] [403.76, 582.13] – – – – – –

En
vi

ro
n. CER [Gg CO2] [0.383, 0.674] [0.414, 0.717] [0.405, 0.549] – – – – – 0.19

RF [%] [80.67, 80.68] [80.67, 80.68] [80.68, 80.68] – – – – – 31.1
TCO2E [Gg CO2] [0.100, 0.038] [0.208, 0.195] [0.116, 0.168] 0.823 – – – – 0.865

O
pe

ra
t. BU [%] [18.18, 51.94] [22.70, 57.78] [26.25, 49.65] – – – – – –

SCR [%] [59.73, 59.73] [57.72, 57.58] [47.26, 31.82] – – 50–84 – – –
SSR [%] [48.19, 48.19] [46.57, 46.45] [38.13, 25.67] – – 50–76 – 88.21 -

Envrion.: Environmental Operat.: Operational Op.: Opportunity Gg: gigagram MM: million 𝑁𝑦𝑟: 20 Solar uncertainty: 15%
deviation difference is about [1.95, 10.24]%, which is considerable
for a system improvement comparison. For instance, in Fig. 12, a
significant deviation between the open and closed-loop models can be
observed. There is a considerable deviation of about [3.69, 2.50]%
15 
and [1.74, −7.73]% between the MPC scheme and the open-loop and
closed-loop models.

The power-saving, as presented in Table 7, resulted from the power
demand from the SHs, 𝑃 as presented in Eq. (4), without considering
𝑢𝑔𝑖
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Table 7
Power saving analysis, with SOC𝑖𝑛𝑡 =[0.4, 0.9].

Scenarios Consuming power (kW) Saving power (kW) Active power loss (kW)

Open Loop [216.004, 1833.031] [744.756, 1037.729] [0.042216, 0.042177]
Closed Loop [2182.00, 2127.00] [688.76, 743.755] [0.040619, 0.040598]
MPC [2075.933, 2055.201] [794.827, 815.559] [0.041062, 0.041895]

In Fig. 7, the total power demand: 2870.76
V
a

D

c
i

D

R

the opportunity power generated from DEG-tied to the grid, 𝑃𝑜𝑝𝑖 . More-
over, the system operates so that the DSO manages the injected power
into the microgrid. As a result, the energy injected into the grid is also
more valuable than the energy supplied to the SH from the utility grid,
as depicted in Figs. 8(d), 9(d), and 10(d). Therefore, intelligent home
systems offer a substantial payback energy cost to the end-users, which
is detailed in Table 6. This is why the ROI of each strategy, regardless
of SOC𝑖𝑛𝑡 values, is over 350%, with suitable EPBT implementations
varying between 2.3 to 4.2 years.

5. Conclusion

Dynamic power coordination of a smart microgrid using a DR
program under real-time electricity pricing is framed to harmonise the
energy flow of the electrical network. This strategy applies system anal-
ysis to formulate optimal MAS coordination with autonomous agents
to guarantee cost reduction, energy savings, voltage stability, and
power loss minimisation of microgrids based on a combination of EMS
and OPF. Therefore, three optimal control schemes, including open-
loop, closed-loop and MPC, are designed to orchestrate the dynamic
behaviour of the system variables. A KPI framework is also introduced
to validate the improvement of the design and the robustness of the
developed approaches. It is observed that each developed strategy
relatively provides the best performance indicators, such as EPBT of
2.38 to 4.20, 2.34 to 3.88, and 2.93 to 3.97 years for open-loop, closed-
loop and MPC schemes, respectively, with more than 350% of ROI
for an isolated SH. Besides, the closed-loop scheme performs better
in terms of system performance, followed by the open-loop strategy,
with several higher values of KPIs compared to MPC. However, MPC
is robust in terms of system computational with stable values of KPIs
regardless of the SOC𝑖𝑛𝑡 of BESS. This is also observed in the energy
flow from the BESS. Besides, the developed strategies demonstrate
a suitable coordination approach to integrate MAs in the microgrid
platform. Therefore, the developed open-loop, closed-loop and MPC
approaches compute an excellent combined behaviour of the system
dynamics that can ensure both payback energy and DER optimal power
flow. The power saving range is between 23.99% to 36.14%. These
savings are assessed regardless of the opportunity energy. Furthermore,
all control strategies offer an acceptable voltage level in the electrical
network, roughly 1 p.u in each developed optimal control scheme
with minimal power loss of about 0.04 kW. Therefore, the developed
dynamic coordination model demonstrates the effectiveness of each
designed strategy in the context of energy management, KPI structure,
power savings, voltage stability, and power loss minimisation. This
work also provides an adequate scalability framework for an effective
microgrid implementation.

Future research can focus on the synergy of the multi-energy system.
The strategy will look at the multi-vector energy coordination system
of a microgrid in which the integrated DR concept is introduced. This
approach will aim to guarantee the energy trilemma of the entire
system for an adequate energy market.
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