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ABSTRACT 

In the era of rapid data generation and digital transformation, the ability to effectively navigate, 

interpret, and utilize data is fundamental for researchers in Kenyan universities. This study 

delves into the critical areas of data literacy to address the challenges researchers encounter 

while managing research data. Defined as the capacity to read, understand, create, and 

communicate data as information, data literacy, is necessary for researchers in diverse fields. 

It provides researchers with skills to access, analyse, interpret, evaluate, and employ data to 

enhance problem-solving and informed decision-making. Despite the ubiquity of data, 

researchers in Kenyan universities grapple with data management challenges. This study's 

primary objective was to assess the feasibility of implementing standardized data literacy 

services within private university libraries in Kenya. The study was aimed at achieving the 

following four key objectives: evaluating the data literacy needs of faculty members and 

postgraduate students in selected private universities in Kenya; assessing the organizational 

infrastructure within these private university libraries to determine their readiness for 

delivering data literacy services; investigating the technical infrastructure readiness of these 

libraries for implementing data literacy training and developing a comprehensive framework 

that encapsulates the requisites for successful data literacy initiatives in Kenyan universities. 

The study employed both quantitative and qualitative approaches, involving surveys, 

interviews, and document analysis. For data analysis the study used statistical tools and 

thematic analysis to extract meaningful insights from the collected data. Findings reveal a 

pronounced gap between existing library services and researchers' data literacy needs. Majority 

of the participants expressed dissatisfaction with the current level of data-related support, 

highlighting the necessity for education and training on data management, metadata creation, 

and research data services. Furthermore, challenges associated with data management, 

including data publishing and open data practices, were evident. The study identified key 

stakeholders in the implementation of data literacy programs in universities, including libraries, 

ICT departments, research directories, government agencies and regulators as well as research 

funders. A key role to be played by the library was well pronounced emphasizing the integral 

role of academic libraries could play in promoting data literacy. Libraries were pointed out 

having shown to possess the necessary capacity, infrastructure, and expertise to facilitate data 

literacy programs effectively. This study aligns with the Radical Change theory, Stakeholder 

theory, Intellectual Capital model, and the Bielefeld University RDM training model to provide 

a comprehensive framework for data literacy initiatives. It underscores the urgency for 

academic libraries to adapt to evolving research needs and embrace their role in fostering data 

literacy. The study lays the foundation for enhancing data literacy among researchers in 

Kenyan universities and offers practical recommendations to bridge existing gaps, emphasizing 

collaboration among stakeholders and the adoption of policies and infrastructure supporting 

open science and research data. The developed data literacy framework holds the potential of 

improving research quality, innovation, and societal impact within Kenya's academic 

community. 

Keywords: Data Literacy, Research Data Management, Academic Libraries, Data literacy 

framework, Feasibility Study, Standardized Services, Kenya Universities 
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CHAPTER 1 

1. INTRODUCTION  

The first chapter of this study highlights the fundamental issue of data literacy's importance in 

the twenty-first century, notably in research and academia. It emphasizes the necessity of data 

literacy and the value of data in decision-making. The chapter explores several data literacy 

projects as well as libraries' increasing role in tackling this topic. It describes the research 

problem as the need for improved data literacy, identifies gaps in data literacy training and 

policies, and emphasizes libraries' role in closing these gaps. The study's direction is guided by 

the research objectives and questions. The chapter concludes with a summary of the research 

methods, ethical considerations, limits, and a brief description of the following chapters. 

1.1 Background/Context 

In the 21st century, possessing data literacy is imperative for research and for adapting to an 

economy driven by information (Gibson & Mourad, 2018; Koltay, 2017). The value of data 

has been likened to currency, given its economic value (Eggers, Hamill & Ali, 2013). The 

United Nations has stressed the importance of data in the decision-making process, referring 

to it as the essential foundation of decision-making and the primary resource for ensuring 

accountability (Morales et al., 2014). Without high-quality data providing the right information 

at the right time, designing, monitoring, and evaluating effective policies becomes almost 

impossible. 

The emergence of e-research or e-science has widened the need for training researchers and 

data handlers. E-research is the development and support of advanced information and 

computational technologies to enhance all phases of research processes (Luce, 2008). Access 

to high-bandwidth networks, massive data storage capacity, and advanced data analysis and 

visualization tools have significantly changed research and scholarship. These changes call for 

a new approach to handling data, placing more responsibilities in the hands of critical 

stakeholders in institutions of higher learning such as the libraries and librarians, who are 

playing a significant role in the lifecycle of research. 

Koltay (2017b) notes that data literacy skills are necessary worldwide for students and 

researchers, given that research is one of the key pillars of academia. Researchers in a 

university community, mainly postgraduate students and faculty members, play a crucial role 
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in channelling out research in line with many universities’ research agenda. They collect, 

process, analyse, and disseminate data, carrying out research data management activities. The 

academia is beginning to recognize the need to empower its community of researchers with 

more data-based skills to meet data management-related requirements and channel out reliable 

data. 

The library plays a fundamental role in supporting teaching, learning, and research in higher 

learning institutions. Information literacy services offered by the library have raised 

information literacy levels among library users and for that reason, there is a growing debate 

on the library's role in data related services (Tammaro et al., 2016; Heidorn, 2011; Corrall, 

2012) and implementing data literacy programs as an extension of existing services to 

researchers. It is evident that offering advanced data literacy training can enable academic 

libraries and librarians to enhance researchers' data management skills. (Dai, 2020; Perrier & 

Barnes, 2018). 

It is upon academic libraries in the 21st-century to deploy a four-fold response to the data 

challenge: 1) hire specialized staff (data librarians) or provide data management and analysis 

training for librarians; 2) intensify the collection or compilation of data sources and providing 

access to such sources; 3) participate in the development of institutional data repositories to 

preserve and share original research data, and 4) incorporate data literacy in their instructional 

programs and services (ACRL, 2015). Without a guiding framework, the implementation of 

these initiatives is inefficient.  

Although data literacy is a new area of study and practice, studies have shown the advent of 

data support services offered by various libraries. Some of the studies include Patel (2016), Liu 

and Ding (2016), and Chigwada, Chiparausha, and Kasiroori (2017). Findings reveal either 

poor policing or lack of policy in relation to data management. Other findings indicate rigid 

institutional adaptability coupled with ignorance about data literacy, particularly among top 

management.  

1.2 What is data literacy 

Data literacy is an emerging concept that has become relevant in contemporary times, 

especially in research. It refers to the ability of individuals to access, interpret, evaluate 

critically, manage, handle, and ethically use data (Palsdottir, 2021). There are varying 

definitions of data literacy, with different scholars using alternative terms such as data 

information literacy, research data literacy, and science data literacy. However, the essence of 

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



3 
 

data literacy lies in the ability of individuals to transform data into information and actionable 

knowledge, which requires specific skill sets and knowledge bases. Carlson, Fosmire, Miller 

and Nelson (2011) describe data literacy as the ability to understand what data mean, including 

how to read graphs and charts appropriately, draw correct conclusions from data, and recognise 

when data are being used in misleading or inappropriate ways. Similarly, Mandinach and 

Gummer (2013) define data literacy as the ability to understand and use data effectively to 

inform decisions. Wanner (2015) describes data literacy as a sought of competence that 

provides individuals with the skills to find and evaluate data, as well as cite and ethically use 

data. Wolff et al. (2016) argue that current definitions of data literacy do not account for 

changes in the nature of data sets, which are becoming larger and more complex. Therefore, a 

clear definition of data literacy is necessary for it to be effectively introduced in the society 

through education.  

1.3 Data literacy initiatives 

Why data literacy? It is presumed that effective use of data empowers people to make objective, 

evidence-based inferences and fundamental decisions affecting their lives, both as individuals 

and societies. As data continues to claim a rightful space in the context of other literacies, data 

literacy becomes not just an important academic exercise but also an important civic skill that 

needs to be developed. As an academic exercise, it makes students and researchers data literate. 

As a civic skill it is meant for lifelong learning (Nayek & Sen, 2015). In a bid to confirm the 

vital role of data and the need for data literacy, Kenneth Prewitt wrote in his introduction to the 

Association of Public Data Users publication on statistical literacy indicating that, “statistical 

literacy can contribute to more responsible data presentation and greater understanding of data, 

[and] inform public policy debates about statistical programs” (Prewitt, 1999:1). 

Though data literacy is still a new area for exploration, some initiatives have emerged in recent 

years revealing efforts towards data literacy-related programmes or activities. At the University 

of California, Los Angeles, for instance, Elizabeth Stephenson and Patti Schifter Caravello co-

taught a one-credit data literacy and statistical literacy sociology course. The course was 

designed in order to develop skills in critical thinking and information evaluation among 

undergraduate students (Stephenson & Caravello, 2007).  

After surveying data management practices at the faculty of science, Qin and D'ignazio (2010a) 

developed a science data literacy course. While utilising a variety of pedagogical strategies to 

engage students, the course was broadly based around three modules; fundamentals of science 
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data and data management, managing data sets in aggregation and broader issues in science 

data management (ibid). 

Carlson et al. (2011) conducted an extensive study involving students and staff in the science 

and engineering departments at Purdue and the University of Illinois, Urbana-Champaign. The 

study aimed to assess the data literacy needs of both faculty and students in a Geoinformatics 

course. Using ACRL's information literacy competency standards to filter the results, Carlson 

et al (2011) developed learning goals for data literacy instruction. Their proposed core 

competencies for data information literacy included; introduction to databases and data 

formats, discovery and acquisition of data, data management and organisation, data conversion 

and interoperability, quality assurance, metadata, data curation and reuse, cultures of practice, 

data preservation, data analysis, data visualisation and ethics, including citation of data (ibid).  

On this front, data literacy is considered to be as important as reading and writing. 

Unfortunately, the world of research is facing a major skill gap. There are no unified standards 

for data literacy (Mandinach & Gummer, 2012), although many researchers have proposed 

core competencies and curriculum guidelines based on evidence-based practices. The concept 

is quickly emerging as a key priority in today’s world economy where development is 

increasingly defined by data collection and the knowledge and skills required to use the data. 

We are in perpetual production of streams of data from all sectors of life, hence the need for 

skills to work with and interpret the data. 

1.4 Problem statement 

The need for data literacy skills is increasingly important as the 21st century progresses. This 

is due to the growing reliance on data-driven decision-making across various fields. In 

academia, researchers (faculty and postgraduate students) play a critical role in collecting, 

analysing, and disseminating data to advance knowledge and address pressing societal issues. 

However, there is a lack of adequate data literacy training for this community or a standardized 

data literacy framework, hence affecting the quality of research outputs and undermining the 

credibility of research (Adika & Kwanya, 2020). Libraries have traditionally played a vital role 

in supporting teaching, learning, and research in universities, but according to some studies 

there is a growing debate about their role in data curation and providing data literacy services 

(Xu, 2023; Koltay, 2019; Cox, Kennan, Lyon & Pinfield, 2017; Heidorn, 2011). The 

Association of College and Research Libraries (ACRL) has called for libraries to incorporate 
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data literacy into their instructional programs and services to help researchers develop 

advanced data management skills. 

However, there are gaps in policy and practice regarding data management, and the 

implementation of data literacy programs, is often inefficient due to a lack of guiding 

frameworks. Additionally, studies have shown that some academic institutions have poor data 

governance, they lack policies in relation to data management, while others have either rigid 

institutional adaptability or are ignorant about data literacy, especially among top management. 

While the imperative for data literacy grows in academia, the apparent absence of a 

standardized data literacy framework hampers private university libraries in Kenya from 

effectively addressing the increasing demand for these skills. The misalignments observed in 

policy, human resourcing, and infrastructure development, further exacerbate the challenges 

faced by libraries in delivering quality data literacy services, highlighting the critical need for 

a comprehensive and evidence-based intervention framework.  

1.5 Research objectives 

It is in view of the prevailing context that this study embarked on identifying the most important 

gaps that academic institutional libraries (also known as academic libraries) must be able to 

address. The study assessed the feasibility of offering standardized data literacy services at 

selected private university libraries in Kenya. By evaluating the data literacy needs of faculty 

and postgraduate students and the organizational and technical infrastructure readiness of the 

libraries, the main objective of the study was to develop a framework to guide the 

implementation of a relevant data literacy program, to improve data literacy practices and 

enhance the quality of research outputs in Kenyan academic institutions. 

The research used the following sub-objectives. The research set out to: 

1. Critically review existing literature on data literacy, in order to establish a 

comprehensive framework encompassing essential services and components that would 

facilitate an essential discussion about the successful implementation of a data literacy 

initiative in selected private universities in Kenya 

2. Asses the data literacy needs of faculty and postgraduate students in selected private 

universities in Kenya. 

3. Asses the organizational infrastructure of selected private university libraries in Kenya 

to determine the feasibility of offering data literacy services. 
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4. Assess the technical infrastructure readiness in the selected private university libraries 

in Kenya to facilitate the implementation of data literacy training. 

1.6 Research questions 

The central research question that guided this study was: What would a generally accepted, 

evidence-based, broad framework of data literacy interventions that includes policy, human 

resourcing and infrastructure development (to be used by university libraries in Kenya), look 

like? 

In order to respond to the main question, the following sub-questions were used to guide the 

course of the study. 

1. How does the existing literature on data literacy inform the development of a 

comprehensive framework with essential services and components for the successful 

implementation of a data literacy initiative in selected private universities in Kenya? 

2. What are the data literacy needs of faculty members and postgraduate students as 

researchers in selected private universities in Kenya? 

3. What is the existing organisational infrastructure within the selected private university 

libraries in Kenya that supports data literacy initiatives for researchers? 

4. To what extent are the selected private university libraries in Kenya technically 

equipped to implement data literacy programs? 

Having established the research objectives and questions, in the following section, the 

researcher provided a concise overview of the research methodology employed in this study. 

A more detailed and comprehensive explanation of the research process can be found in 

Chapter 4. 

1.7 Research methodology 

The researcher provides a brief overview of the research process used in this study in this part, 

with a more detailed explanation available in Chapter 4. 

1.7.1 Research paradigm, research approach, and research design 

Research paradigm: The pragmatic paradigm was selected as the research paradigm for this 

study due to its fundamental principles and practical advantages. Pragmatism challenges the 

notion that a single scientific method can comprehensively address all aspects of social reality 

(Kivunja & Kuyini, 2017). Instead, it advocates for a pluralistic approach, one that seamlessly 

combines various research strategies to gain a more practical understanding of human 
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behaviours. At the core of pragmatism lies an emphasis on the significance of experience and 

the utilization of mixed research methods. 

Pragmatism not only promotes methodological diversity but also encourages the integration of 

methods and the application of knowledge gained from one study to other situations, thus 

enhancing the transferability of research findings (Hesse-Biber & Johnson, 2015). This choice 

was grounded in a careful consideration of the study's context, the specific phenomenon under 

investigation, and the practical constraints, especially in smaller and time-constrained 

investigations. The integration of paradigms within the pragmatic framework ensures that 

research maintains high standards in terms of validity, relevance, reliability, and the generation 

of actionable outcomes. 

Research approach: Research approaches are defined as the methodologies that outline the 

researcher's techniques and plans to achieve the study's objectives (Creswell & Creswell, 

2018). The selection of a research approach is influenced by various factors, including the 

research problem, the specific concerns being addressed, the researcher's experience, and the 

study's population. For the purposing of achieving this study, the researcher chose the mixed 

methods approach, which combines quantitative and qualitative methodologies. The mixed 

methods approach, which incorporates elements from both quantitative and qualitative 

research, has gained popularity among researchers. It involves the gathering, analysis, and 

integration of quantitative and qualitative data in a single study to enhance the understanding 

of a research problem. This approach allowed for a more comprehensive and complementary 

use of data, acknowledging trends, generalizations, and participants' perspectives. 

This choice was relevant because it was necessary to apply various procedures, to strengthen 

specific aspects of the study, and to allow for data triangulation/convergence. By combining 

quantitative and qualitative approaches, the researcher aim was to gain a broader and deeper 

understanding of the research problem, resulting in richer and more diverse data. This approach 

is well aligned with the pragmatist paradigm which was selected as the study's worldview. 

Research design: Research designs are essential components that guide data collection, 

analysis, interpretation, and presentation methods in a study. They are chosen based on factors 

such as the study's intent, procedures, and strengths and challenges associated with each design. 

For this study, the researcher chose to use the convergence design, which is a specific form of 

triangulation that focuses on bringing together different types of data or evidence to reach a 

unified or cohesive understanding of a research issue. Convergence design is a well-known and 
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widely used research design when using a mixed research methods approach. It involves 

collecting both quantitative and qualitative data separately but on the same topic 

simultaneously. This design aims to leverage the strengths of both quantitative and qualitative 

methods while mitigating their individual weaknesses. 

The application of the convergence mixed methods design involved collecting and analysing 

quantitative and qualitative data concurrently during the same stage of the study. This allowed 

for the comparison and contrast of results, making it suitable for researchers aiming to validate 

or expand quantitative findings with qualitative insights. 

The chosen design facilitated a comprehensive understanding of the research problem by 

integrating multiple data sources and methods. It aligned with the pragmatist paradigm selected 

for the study, emphasizing the importance of using diverse approaches to gain insights into the 

research phenomenon. 

1.7.2 The study population 

The population of the study in this research consisted of private chartered universities located 

within the Nairobi metropolitan area, encompassing Nairobi and areas of proximity to the city 

from the surrounding counties. This region is known for its rapid growth, attracting private 

investors and universities. In total, there were 12 private universities in this area, but the study 

focused on those that offered PhD programs. The selected universities included the Catholic 

University of Eastern Africa, United States International University, African International 

University, Adventist University of Africa, and Daystar University. In summary, the decision 

to focus on specific private universities was a pragmatic one, driven by the limited number of 

public universities in the area, practical constraints. Some institutions also declined to 

participate. This approach allowed for a manageable and feasible study within the context of 

defined resources and time constraints. 

The study's population included various groups of participants directly involved in research 

activities and data management within these universities. These groups comprised postgraduate 

students (specifically PhD students), full-time faculty members (ranging from lecturers to full 

professors), heads of university libraries, and research/reference librarians. These participants 

were chosen based on their active engagement in research and data-related activities, making 

them valuable sources of information for the study. Part-time faculty members were excluded 

due to their contractual differences and mobility between universities, which limited their 

contribution to university research requirements. 
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University librarians were considered eligible for inclusion in the study, given their roles in 

overseeing library services and influencing policy changes, such as data literacy initiatives. 

Full-time faculty members and PhD students were included because of their active involvement 

in research, including data collection, handling, and publication requirements. 

Research/reference librarians, who provide research-related services, including data 

management training, were also part of the study's population. 

1.7.3 Sampling 

The study employed two main sampling procedures: purposive sampling and full/total 

population sampling. 

Purposive Sampling: This technique involved selectively identifying specific participants 

from the target population based on their knowledge, experience, availability, willingness to 

participate, and ability to provide essential information related to the research. It was primarily 

used to choose private universities offering PhD programs within the Nairobi Metropolitan 

area, faculty and doctoral students actively involved in research, and university librarians who 

play a crucial role in library programs and services, as well as research/reference librarians who 

provide data-related services to researchers. The researcher aimed to overcome potential bias 

by including multiple and diverse participants selected randomly. 

Full/Total Population Sampling: This method, a type of purposive sampling, involved 

examining the entire population when specific characteristics or attributes were common across 

it. In this study, full/total population sampling was used only for selecting researchers, 

including full-time faculty members and PhD students in the six universities. The researcher 

relied on gatekeepers within the universities to distribute the questionnaire since the researcher 

was not granted direct access to participants' email addresses. The entire population of full-

time faculty members and PhD students in the five universities received the questionnaire link. 

Sample Size: The sample size for the study was determined using the SurveyMonkey sample 

size calculator, considering a confidence level of 80%, a margin of error of 5%, and a z-score 

of 1.28. The calculated sample sizes for each group were as follows: 

• Fulltime Lecturers: 291 

• Postgraduate Students (PhD): 323 

• Research/Reference Librarians: 5 
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• University Librarians: 5 

These sample sizes were used to ensure that the study's findings were statistically reliable and 

representative of the selected population groups. 

1.7.4 Data collection 

The study employed both quantitative and qualitative data collection tools within a mixed 

methods research design. 

Questionnaires: In this study, questionnaires were used to collect quantitative data from 

researchers, including PhD students and faculty members (see Appendix I). The questionnaires 

included both closed-ended and open-ended questions, aiming to obtain factual information as 

well as opinions, attitudes, and perceptions. Questionnaires were chosen for their cost-

effectiveness, standardized answers, and the anonymity they provide to respondents. 

Interview schedules: The study employed semi-structured interviews to collect qualitative 

data from University Librarians and Research/Reference Librarians (see Appendices II and 

III). Semi-structured interviews offer flexibility while ensuring that relevant topics are covered. 

Open-ended questions allowed for probing and clarification, especially regarding complex data 

literacy concepts. Interviews were conducted individually at the participants' workplaces, with 

mutually agreed-upon schedules. 

The two distinct sets of data, one quantitative and the other qualitative, allowed for a 

comprehensive exploration of the research questions and objectives. The combination of data 

collection tools aimed to collect persuasive and dependable findings, enriching the study's 

overall quality and reliability. 

1.7.5 Data analysis 

The study employed a mixed methods research approach and utilized a convergence design for 

data collection and analysis (refer to Section 1.7.1).  

The study employed a mixed methods research approach and utilized a convergence design for 

data collection and analysis (refer to Section 1.7.1). 

This method facilitated the synthesis of both quantitative and qualitative data analysis 

techniques, ensuring a well-rounded examination of the research questions and objectives. 

Quantitative Data Analysis: Quantitative data, generated from closed-ended questions in the 

questionnaire, were imported into the IBM SPSS statistical package version 21. The process 
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involved data file creation and data validation. The data processing, interpretation, and analysis 

followed. The results were presented using charts and tables, complemented by explanatory 

text to convey findings, categorizations, and correlations among different data sets. 

Qualitative Data Analysis: Qualitative data, stemming from both open-ended questions in the 

questionnaires and interview responses, were analysed using content analysis. Content analysis 

is a method for interpreting the content of text data by systematically classifying, coding, and 

identifying themes or patterns.  

The study's data analysis process aimed to uncover underlying patterns, trends, and 

relationships in the data, as well as to create a comprehensive understanding from responses to 

research questions. The researcher acknowledged the complexities of analysing mixed methods 

data and employed a side-by-side technique, first analysing quantitative data and then 

qualitative data before merging the findings. This approach ensured a comprehensive 

exploration of the research objectives and a meaningful integration of data from different 

sources. 

1.7.6 Validity and reliability 

Validity and reliability are crucial aspects of research methodology that help ensure the 

credibility and accuracy of study findings. 

Validity: Validity refers to the extent to which a research instrument accurately measures what 

it is intended to measure. In this study, the researcher employed multiple strategies to enhance 

validity. Open-ended questions in the data collection tools were generated from the study's 

objectives, ensuring relevance. The use of convergence, involving different data collection 

techniques (questionnaires and interviews), contributed to internal validity by confirming the 

findings. External validity, which assesses the applicability of findings beyond the study 

context, was addressed by selecting a representative sample to make it possible to extrapolate 

the results to other Kenyan private chartered universities. 

Reliability: Reliability focuses on the consistency and repeatability of research results. To 

increase the reliability of the study, the researcher explicitly described each phase of the 

research process, including its purpose, design, and participants. This detailed documentation 

enhances the consistency of the study. 

Both validity and reliability are essential to ensure that the research produces meaningful and 

dependable results, enhancing the overall quality and acceptance of the study 
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1.7.7 Ethical Clearance  

Ethical clearance is a crucial aspect of research, ensuring the integrity of the study and the 

protection of participants' rights. The research was considered for ethical soundness by both 

the University of Pretoria (EBIT 170/2022, see Appendix IV) as well as the National 

Commission for Science, Technology and Innovation (NACOSTI) (see Appendix V). The 

researcher took several steps to adhere to ethical requirements: 

Protection from Harm: The researcher ensured that participants did not face any physical or 

psychological harm during the study. This included considering potential harm to participants 

and taking steps to minimize it. Sensitive and potentially traumatizing questions were avoided 

in the data collection instruments. 

Informed Consent: Participants were provided with detailed information about the study, 

including its purpose and what participation entailed. They were required to provide explicit, 

active, and signed consent, acknowledging their rights to access their information and the right 

to withdraw from the study at any point. 

Anonymity and Confidentiality: Anonymity was maintained by disassociating names from 

responses during data coding and using aliases or pseudonyms for individuals and places in 

qualitative research. Confidentiality was upheld by ensuring that although the researcher was 

aware of participants' identities, he took definite measures to hide their identities. Aggregated 

findings, rather than personal data, were released to the public. 

Honesty and Compliance: The researcher presented their work with honesty, disclosing any 

potential conflicts of interest and accurately reporting data, results, methods, and procedures. 

There was no falsification or misrepresentation of data. 

By adhering to these ethical considerations, the researcher ensured the integrity of the study 

and the protection of participants' rights throughout the research process. 

1.8 Limitations to the study 

The researcher identified the following limitations in relation to the study: 

Sampling bias: The study's sample primarily comprised faculty members, postgraduate 

students, university librarians, and research/reference librarians, conducted exclusively within 

private universities. This could potentially introduce a sampling bias, as the study's outcomes 

may be influenced by the selection of participants or the sampling methodology employed. In 

order to mitigate this bias, the researcher applied methodological transparency. In this case the 
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researcher provided a detailed account of the study’s sampling methodology, which included 

the criteria used for participant selection and the rationale behind focusing exclusively on 

private universities. This transparency allows readers and to assess the potential impact of the 

sampling strategy on the study's outcomes. 

Limited applicability: Given that the ultimate goal of this study was to develop a data literacy 

framework tailored for researchers, there is a limitation in terms of its broader applicability. 

The framework may have limited relevance outside of academic contexts, as the study 

participants were exclusively drawn from universities. 

1.9 Outline of chapters 

This study has a total of eight chapters. This section, therefore provides a brief outline of each 

of the chapters.  

1.9.1 Chapter 1 

This chapter provides a comprehensive introduction of the research context. The chapter delves 

into various definitions of data literacy and advocates for a precise and inclusive interpretation. 

It also highlights the emergence of data literacy initiatives and their dual importance in 

academia and the broader society. The problem statement emphasizes gaps in data literacy 

training and proposes standardized solutions. Research objectives, a central question, and sub-

questions are detailed, along with the chosen research methodology, population, and ethical 

considerations. Lastly, the chapter acknowledges study limitations and a brief outline of the 

chapters.  

1.9.2 Chapter 2 

The chapter conducted a comprehensive review of the existing related literature on data 

literacy. The review focused on data literacy in relation to data related services offered by 

various university libraries. The chapter provided an in-depth analysis of literature related to 

data literacy, Research Data Management (RDM), and Research Data Services (RDS). The 

purpose of the review was to enable the researcher to understand the specific area of study, 

data literacy, in relation to other relevant fields and to draw upon existing research as a point 

of reference for the present study. The researcher analysed the available literature based on the 

study's objectives and the broader context of data literacy. The review aimed to provide a solid 

foundation for the study's research questions and offered insights into the existing gaps and 

areas for further investigation in the field of data literacy. 
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1.9.3 Chapter 3 

In Chapter 3, the researcher established the theoretical foundations for the study, laying the 

groundwork for the envisioned data literacy framework. The chapter introduces key concepts 

essential for comprehending the study's focus and presents a background on the frameworks 

and models to be employed. Two theories and two models were introduced, anchoring the study 

in established theoretical frameworks. Additionally, an initial data literacy framework emerged 

from the synthesized literature and elements drawn from the identified frameworks and models, 

providing a solid foundation for the study's development. 

1.9.4 Chapter 4 

The chapter provides an in-depth discussion of the research methodology employed in the 

study. It encompasses the research paradigm, research approach, research design, target 

population, sampling methods, and sample size. The chapter also delves into aspects such as 

pre-testing, validity, reliability, data analysis methods, and ethical considerations, all of which 

collectively form the methodological framework guiding the study's execution. 

1.9.5 Chapter 5 

Chapter 5 provides an overview of the research findings primarily obtained through a 

questionnaire. The data collected consisted mainly of quantitative information, although a 

small portion of the questionnaire contained open-ended questions that yielded qualitative data. 

1.9.6 Chapter 6 

Chapter 6 presents the interview findings, which primarily comprise qualitative data collected 

from university librarians and research/reference librarians at the participating institutions. The 

chapter offers a thorough analysis of this data, shedding light on the participants' experiences, 

perspectives, and opinions. The results are presented descriptively. The primary goal of this 

chapter is to provide a comprehensive and profound comprehension of the research subject 

matter. 

1.9.7 Chapter 7 

Initially, the research findings, were presented separately in quantitative and qualitative formats 

in Chapters 5 and 6. Chapter 7 was dedicated to converging and discussing the results. 

Convergence was used to make sense of certain outcomes derived from the study's findings. In 

this chapter, the findings are compared and contrasted to achieve a more holistic 

comprehension of the research outcomes. 
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1.9.8 Chapter 8 

Chapter 8 offers a succinct summary of the study's objectives and their successful achievement. 

It outlines the core components of the research design and emphasizes key findings related to 

the primary research question and sub-questions. The chapter encompasses recommendations 

based on these findings and suggests potential directions for future research endeavours. Its 

primary focus is on providing an in-depth discussion of the newly developed data literacy 

framework. 

1.10 Summary 

Chapter 1 provides a brief discussion while situating the aim of the study. The chapter makes 

reference to the emergence of data literacy programs and underscores the growing involvement 

of libraries in addressing the challenges associated with data literacy. Furthermore, the chapter 

characterizes the research problem as the need for improved data literacy in academia, and it 

identifies gaps in data literacy training and policies. It provides an overview of the research 

objectives, questions, methods, ethical considerations, and limitations, as well as stressing the 

growing importance of data literacy and the role of libraries in bridging gaps in this area hence 

laying the groundwork for the subsequent chapters.  

The chapter concludes by providing an outline of subsequent chapters in which Chapter 1 

introduces the importance of data literacy and sets the stage for the study; Chapter 2 provides 

a comprehensive review of existing literature related to data literacy; Chapter 3 establishes the 

theoretical foundations for the study; Chapter 4 details the research methodology; Chapter 5 

presents research findings from a questionnaire; and Chapter 6 focuses on interview findings 

from librarians. Chapter 7 converges and discusses the results; and Chapter 8 offers a summary 

of research objectives, findings, and recommendations, with a focus on the newly developed 

data literacy framework. 
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CHAPTER 2 

2. LITERATURE REVIEW 

Chapter 2 of the research study addresses the goal to conduct a comprehensive review of the 

existing literature on data literacy. The review focuses on data literacy as an essential training 

program for researchers and as a service offered by university libraries. The chapter provides 

an in-depth analysis of literature related to data literacy, research data management (RDM), 

and research data services (RDS). Data literacy is discussed in the context of other literacies, 

of the data lifecycle and of FAIR principles. The researcher also considered several case studies 

to consider the emerging practice at academic institutions. Finally, the possible challenges in 

providing data literacy training were considered. 

2.1 Introduction 

The purpose of the review is to enable the researcher to understand the specific area of study, 

data literacy, in relation to other relevant fields and to draw upon existing research as a point 

of reference for the present study. The researcher analysed the available literature based on the 

study's objectives and the broader context of data literacy. The review aims to provide a solid 

foundation for the study's research questions and to offer insights into the existing gaps and 

areas for further investigation in the field of data literacy. 

Robert J. Moore, in his 2014 article titled "Why data literacy will Be the Most Important New 

Skill of the 21st Century," argues that data literacy is an essential skill that individuals must 

possess in the modern era of information abundance. Moore notes the evolution of the printing 

industry and the challenges of accessing information in the past, in contrast to the present era 

where we are surrounded by vast volumes of data thanks to the evolution of information and 

communication technologies (ICTs). He contends that data literacy is a fundamental change in 

human behaviour required to cope with the broad availability of data and analytical tools 

(Moore, 2014). 

Moore's assertion is supported by Bryla (2018), who notes that data literacy is becoming more 

applicable in real-life situations than previously thought. Bryla emphasizes the importance of 

data literacy skills for both researchers and citizens, as they help in critical thinking, problem-

solving, and decision-making in various fields. In summary, the articles by Moore and Bryla 

emphasize the significance of data literacy as a 21st-century skill necessary for effective 

engagement with the modern world's data-driven environment. 
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Data literacy is a relatively new concept that is gaining attention in both academic research and 

practical applications. Several studies have shown that various institutions and organizations, 

including academic libraries, are offering data support services. For instance, Chigwada, 

Chiparausha, and Kasiroori (2017), Patel (2016), and Liu and Ding (2016) have conducted 

studies that demonstrate the emergence of data support services. However, some of these 

studies have revealed significant challenges related to data literacy. For instance, some 

institutions have either poor policies or no policies regarding Research Data Management 

(RDM). Furthermore, some findings indicate that there is a lack of institutional adaptability 

and awareness among top management regarding data literacy. These challenges may hinder 

the effective implementation of data literacy programs and limit their potential impact. 

Therefore, there is a need for further research to identify and address these challenges to 

enhance the effectiveness of data literacy programs. 

Several studies have raised concerns about the role of libraries in the research lifecycle of 

scientific studies, especially regarding the need for rigorous processes for research 

acceptability, reliability, and conformability (Chigwada, 2020; Nitecki & Davis, 2017; Cox & 

Pinfield, 2014). This study aims to address these concerns, specifically regarding the readiness 

of academic libraries in the 21st century to develop data literacy programs for researchers. In 

the modern era, data is considered the "new currency," and it is essential to handle and manage 

data created throughout the research cycle with utmost care. This is necessary to ensure data 

confirmation, scrutiny, as well as use, reuse, and sharing, among other things. 

However, many institutions fall short in implementing effective strategies to oversee the entire 

process of Research Data Management (RDM), which is a crucial component of data literacy. 

Ineffectiveness has led to the partial implementation of RDM in the data lifecycle, thus 

lowering data quality in some cases. This issue is highlighted by Eggers, Hamill, and Ali 

(2013), who assert that data is the new currency in the digital economy, and the effective 

management of data is crucial for organizational success. 

Though, as mentioned before, that data literacy is fairly a new concept, it is steadily gaining 

traction, being adapted and practised within research environments especially in the global 

north (Fontichiaro & Oehrli, 2016). Developments and practices around data literacy have 

therefore led to other concerns or opportunities hence resulting in some emerging themes.  
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2.2 Emerging themes from data literacy literature 

Despite the novelty of data literacy as a 21st century concept and practice, various themes have 

emerged from different studies in the wake of describing data literacy and its relation to other 

disciplines or practices. This study will limit discussions or views about data literacy as 

captured or synthesised in three themes; data literacy as research data management service, as 

a set of practices for data lifecycle and data literacy for decision making. The first two will 

predominantly influence discussions in this chapter. These themes are discussed below.   

2.2.1 Data literacy with an emphasis on research data management  

The advent of e-science and cyberinfrastructure has led to a situation whereby researchers are 

dealing with vast amounts of data which has led to a growing demand for RDM services (Khan, 

Kim & Chang, 2018). RDM activities are therefore supposed to be structured and anchored in 

a data literacy programme. Data literacy needs to be recognised as a critical skill in the 

knowledge base of not only researchers but also those involved in providing RDM services too 

(Koltay, 2016). Data literacy, therefore, entails the provision of research data management 

services. Different authors including Koltay (2016), Searle, Wolski, Simons and Richardson 

(2015), Prado and Marzal (2013) and Qin and D’Ignazio (2010a) have developed this line of 

thought as expressed in some of their studies as summarised in Table 2-1. 

Table 2- 1: Data literacy to perform data management  

Koltay (2016:303) Data literacy is “closely related to research data services 

that include research data management.” 

Searle, Wolski, Simons and 

Richardson (2015:11)  

Data literacy “should include activities that support 

researchers in building the skills and knowledge required 

to manage data well”. 

Prado and Marzal (2013:126)  Data literacy “…enables individuals to access, interpret, 

critically assess, manage, handle and ethically use data.”  

Qin and D’Ignazio (2010:3a)  Data literacy entails “…knowledge and skills in collecting, 

processing, managing, evaluating, and using data for 

scientific inquiry.”  

The subject on data literacy, with a focus on research data management, highlights the growing 

demand for organized RDM services in the context of increasing data and e-science. 
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2.2.2 Data literacy with an emphasis on the data lifecycle  

Data literacy, according to this study reflects on one’s ability to apply a “set of activities and 

practices undertaken in the production, consumption and management of data” as captured in 

various stages of a data lifecycle model. The “activities and practices include data creation, 

data acquisition, data normalisation, data analytics, data storage, data disposal, and data use/re-

use” (Khan, Kim & Chang, 2018:3). An elaborate discussion on data lifecycles in relation to 

data literacy was done later in the chapter. Some of the studies that have captured this include 

studies by Okamoto (2017:120), Maybee and Zilinski (2015:2) and Carlson et al. (2011:24-

25), as presented in Table 2-2. 

Table 2- 2 : Data literacy as a set of practices   

Okamoto 

(2017:120) 

 “…The ability to access, critically assess, interpret, manipulate, 

manage, summarize, handle, present, and ethically use data.” 

Maybee & Zilinski 

(2015:2)  

Data literacy encompasses “skills related to accessing, managing, 

communicating, preserving and ethically using data.”  

Carlson et al. 

(2011:24-25)  

Data literacy skills include: “discovery and acquisition of data; 

databases and data formats; data conversion and interoperability; 

data processing and analysis; data visualization and representation; 

data management & organization; data quality and documentation; 

metadata and description; cultures of practice; ethics & attribution; 

data curation and re-use; and data preservation.”  

This study defines data literacy as the ability to apply a set of actions and practices throughout 

the data lifecycle, which includes data generation, acquisition, standardization, analytics, 

storage, disposal, and use/reuse. This complex idea of data literacy highlights the significance 

of skills related to data access, management, communication, preservation, and ethical use at 

many phases of the data lifecycle. 

2.2.3 Data literacy for sound decision making 

Data literacy is evolving as a 21st-century skill that each citizen needs to acquire. According to 

Khan, Kim and Chang, (2018:2), data literacy is emerging as a “term of the data revolution 

discussion, mainly from the perspective of data analytics and data science, which supports data-

driven decision making” hence viewed as a skill that each world citizen needs to acquire. Table 

2-3 presents a summary of various studies that highlight the need to focus on the ability of the 

recipient of a data literacy programme.  
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Table 2- 3 : Data literacy for decision-making 

Wolff et al. 

(2016:16) 

“…Data literate reader has the ability to properly evaluate the 

evidence that is presented in these scenarios so that they can make 

critical judgements on the reliability of the information presented 

and can better understanding how their own contributed data is 

being utilized and make more informed decisions.” 

Johnson (2012:79) Data literacy is “…the ability to process, sort, and filter vast 

quantities of information, which requires knowing how to search, 

how to filter and process, to produce and synthesise.” 

Carlson et al. 

(2011:5) 

Data literacy is all about “…understanding what data mean, 

including how to read graphs and charts appropriately, draw 

correct conclusions from data, and recognize when data are being 

used in misleading or inappropriate ways.” 

Love (2004:22) Data literacy is “…the ability to examine multiple measures and 

multiple levels of data, to consider the research, and to draw sound 

inferences.” 

Data literacy is emerging as a vital skill enabling data-driven decision making. It involves the 

capacity to evaluate evidence critically, process vast amounts of information, understand the 

meaning of data, and draw sound inferences, ultimately contributing to more informed 

decision-making and a better understanding of data's role in one's life. 

These three themes continue to dominate and shape data literacy discussion as shown in a 

number of studies that are available today, thanks to scholars who continued to probe into its 

relevance and need as a 21st century skill (Goldman, Chen & Palau, 2023; Hamad, Al-Fadel & 

Al-Soub, 2021; Huang, Cox & Sbaffi, 2021; Goben & Griffin, 2019; Majid, Foo & Zhang, 

2018). Having outlined the parameters upon which this study will be referring to data literacy, 

it is good to distinguish it from or show how related it is from other 21st century skills. This is 

in consideration that data literacy is not the only skill that is relevant to the researcher today. 

2.3 Data literacy in the context of the data revolution 

The current era is considered by many to be a new economic revolution, often referred to as 

the data era or the new industrial revolution. This revolution is characterized by the increasing 

use of data to solve complex social issues and develop new ideas. According to Jim Gray (2007) 

based on the transcript of a talk given to the NRC-CSTB1 in Mountain View, CA, as quoted 

by Tansley & Tolle (2009), the current era can be classified as the fourth paradigm in the 
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evolution of science. Gray’s classification identifies four paradigms: the empirical stage, which 

focused on experimental sciences, the theoretical stage, which concentrated on scientific laws 

and theories, the computational stage, which was primarily concerned with simulating complex 

phenomena, and the current eScience or data exploration stage, where data is the central 

component. Gray's classification was presented in a talk to the National Research Council 

(NRC) and the Computer Science and Telecommunications Board (CSTB) in California, where 

he argued for the existence of the fourth paradigm. The data era, therefore, is the fourth 

paradigm that characterizes the current era (Tansley & Tolle, 2009). 

The United Nations recognises the data revolution and its widespread impact on society. 

According to a report by the Independent Expert Advisory Group on Data Revolution for 

Sustainable Development, the data revolution is characterised by the explosive growth in the 

volume, speed, sources, dissemination and range of data available. This is driven by new 

technologies such as mobile phones and the Internet of Things, as well as non-traditional 

sources of data such as citizen-generated data, qualitative data and perceptions data (Morales 

et al., 2014). The UN acknowledges the importance of data literacy in the 21st century, which 

is crucial in enabling individuals and communities to leverage the potential of data towards 

creating a more sustainable future (United Nations Economic Commission for Europe, 2012). 

As such, it is essential for educational institutions to prioritise data literacy as a critical skill to 

develop in their students to equip them with the necessary knowledge and skills to navigate 

and thrive in a data-driven world. This includes not only data analytics but also data ethics and 

critical thinking about data (Morales et al., 2014). By fostering data literacy, educational 

institutions can contribute to the creation of a more informed and data-literate society, which 

is essential for achieving sustainable development goals. 

Mandel (2017) notes in a report prepared for the United Nations that industries related to data 

have shown much faster productivity growth as compared to physical industries, with the 

digital sector in the United States experiencing productivity growth averaging 2.7% between 

2000 and 2015, compared to 0.8% in the physical sector. Furthermore, the data industry is 

creating more jobs than the physical industry, with hours worked in the digital category rising 

to 9.6% compared to 5.6% on the physical side since 2007. The report underscores the 

importance of data as a key resource in the modern world (Kitchin, 2014), highlighting the 

need to incorporate data literacy as a mainstream training program in discussions about the 

“data revolution” to enable individuals to effectively navigate the impact and value of data in 

society.  
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The value of data is constantly rising and is becoming a focus of technological competition 

among international data companies such as Google, Facebook, Apple, Amazon, and 

Microsoft. These companies thrive and run data economies based on the amount of data they 

possess as it gives them leverage and advantage over their competitors (Press, 2018). The same 

applies to nations where developed countries and multinationals are running data economies. 

Gilligan (2016) confirms that the data economy comprises of organisations and governments 

providing personalised services and solutions to existing challenges. However, the effective 

use of voluminous data relies on the data literacy of these organisations and governments. Data 

literacy, therefore, plays a critical role in the 21st-century skill set and should emerge as a 

mainstream training programme in discussions about data revolution (Mandel, 2017; Kitchin, 

2014). 

2.3.1 Open data and big data initiatives 

Data has been recognized as a crucial resource in today’s economies due to the major data 

initiatives in the scientific sphere. Governments and organizations have spearheaded these 

initiatives, which have had either a direct or indirect impact on the focus on data as a key 

component of development (Hart, 2019). The Organisation for Economic Co-operation and 

Development (OECD) has launched Open Knowledge and Science Commons initiatives that 

emphasize the value and sharing of data in a global market. According to OECD, open access 

in research data can enhance the quality and productivity of science systems globally, and a 

declaration was made for open access to publicly funded research. However, security, property 

rights, and privacy measures must be considered and followed. (OECD, 2004).  

In 2012, the Obama administration introduced the Big Data initiative to advance the means of 

managing and analysing large and diverse data sets. The initiative aimed to accelerate scientific 

discovery and promote new fields of inquiry by emphasizing research data as the key 

component in advancing science and research. (U.S. Office of Science and Technology Policy, 

2012). 

Similarly, the European Commission (EC) released a communication titled: Towards better 

access to scientific information: Boosting the benefits of public investments in research, in 

2012, which called for improved access to publicly-funded scientific research through widely 

circulating publications and data with the help of digital media. The Commission strongly 

agreed with the OECD on the importance of disseminating scientific information as a way of 

encouraging scientific and technological progress (European Commission, 2014). 
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These initiatives aim to promote and encourage access to data from publicly-funded research. 

Governments have taken up the initiative of publishing all data meant for public consumption 

on open webs for easy access as one of the benefits (Sivarajah et al., 2017; Laboutkova, 2015). 

Governments’ efforts and declarations can bolster data reuse, which is a crucial component of 

data literacy. Therefore, leading by example is essential to promoting access to research data. 

This means that the relationship between open data, big data, and data literacy is symbiotic, 

where open and accessible data, both in quantity and diversity, contribute to a more informed 

and data-literate society, ultimately fostering scientific and technological progress. 

2.3.2 Data literacy for public data consumption 

The value and impact of openly published data depend on the public’s ability to interpret and 

comprehend it. However, the general public often finds data difficult to interpret, making it 

challenging to derive value from it (Gray & Darbishire, 2011). To address this issue, 

organisations such as the International Statistical Institute (ISI), the American Statistical 

Association (ASA), the International Association for Social Science Information Services and 

Technology (IASSIST), and the United Nations Economic Commission for Europe have 

championed the need to introduce data competency instruction at all educational levels. They 

argue that data literacy is essential for three reasons. 

Firstly, data literacy empowers citizens to keep the government accountable and transparent. 

Citizens need to understand and interpret government data to effectively hold the government 

accountable. Secondly, data literacy enables people to understand and solve local problems by 

empowering them to work with current data and even generate their data. Thirdly, data literacy 

builds the financial effect of Big, Small, and Open Data. As organisations expect to gain 

business value from data, workers who are data competent have turned out to be valuable in 

the current economy (D’Ignazio & Bhargava, 2015). And finally, the link between research 

data and public data consumption lies in the transferable skills acquired through data literacy 

training, enabling individuals to navigate and leverage diverse data sources, contributing to 

evidence-based research, informed decision-making, and broader societal engagement with 

data-driven knowledge. 

2.4 Data literacy in the context of other literacies 

As we experience numerous technological evolutions and innovations impacting research 

processes in the 21st century, the quest for researchers to be well equipped with different 

literacies continues to grow. The gradual adoption of technologies in research today facilitates 
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quick access to information, connectivity with other researchers and self-publication. This 

raises the need for various literacies among researchers. There are different types of literacies 

that researchers in the 21st century should be yearning to acquire so as to remain relevant and 

competent today. Despite the many forms of literacies that exist today this section limited its 

discussion on information literacy, statistical literacy and digital literacy in relation to data 

literacy considering their close relationship. One of the studies that has tried to make a 

comparison between these literacies is Schield’s (2005) study which delves into the discussion 

of data literacy, information literacy and statistical literacy. The study indicates that it is 

relatively difficult to distinguish between the three literacies or promote one of them without 

involving the rest as all of them are relevant in research today.  

An elaborate discussion of what data literacy is, was done in the preceding sections of this 

study, including Chapter 1 and parts of this chapter. As defined in Chapter 1, data literacy is 

simply being able to understand, use and manage data. Diverse areas such as information 

literacy and statistical literacy influence key principles of data literacy (Prado & Marzal, 2013; 

Fry, 2004). A data literate researcher needs skills such as data retrieval and data evaluation 

skills which are drawn from information literacy skills. Furthermore, data literacy includes 

statistical analysis skills. 

Schield (2005) argues that it is hard to separate statistical literacy, information literacy, and 

data literacy since they all deal with similar issues. Ridsdale et al. (2015) support this notion 

and confirm that data literacy is based on the same theoretical principles as statistical and 

information literacy. Therefore, these three literacies are interrelated and are essential in 

dealing with the challenges that students face in higher education.  

2.4.1 Information literacy  

Due to the rapid increase in information and information sources, the 21st century has been 

named as the information era. Information literacy has, therefore, become a necessary skill so 

much needed for one to sift through volumes of information. It empowers individuals with 

lifelong skills to become independent learners (Deja, Rak & Bell, 2021; Olakunle & 

Olanrewaju; 2019; Ranaweera, 2008). 

Information literacy is all about evaluation of information depending on the need for 

information and the context. According to Horton (2013), information literacy entails 

possessing the essential skills, attitudes, and knowledge to determine when information is 

required to address a problem or make a decision. It involves the ability to express this need 
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for information effectively, conduct efficient searches, retrieve, interpret, and comprehend the 

information, organize it, evaluate its credibility and authenticity, assess its relevance, and, if 

necessary, communicate it to others, all with the ultimate aim of achieving specific objectives. 

For one to be considered information literate, the American Library Association (ALA) (2015) 

and the Association of College and Research Libraries ACRL (2000) have outlined a set of 

competency standards that must be achieved which include the ability to determine the need 

for information, ability to effectively and efficiently access information, be able to evaluate 

information sources, use the information and adhere to ethical requirements applied in the use 

of information. Furthermore, someone who is information literate should be in a position to 

make sense of the social, legal and even economic issues related to information. Generally, 

they should be able to understand the implications surrounding the use of information. 

Information literacy skills could also be applied by a data literate researcher. Researchers will 

need to know when data is needed, where to access and evaluate data, how to retrieve data and 

use data. Olakunle and Olanrewaju (2019) conducted research indicating that possessing 

information literacy is essential for researchers as it has a positive correlation with research 

productivity. Incorporating data literacy into research also entails integrating certain 

information literacy skills when working with data. The establishment of data literacy draws 

heavily from the framework, training methods, and practices of information literacy (Gross, 

Latham & Julien, 2018). 

2.4.2 Statistical literacy  

Statistical literacy is a critical element of working with data considering the interpretation of 

data that a researcher is required to do. Gal (2002:2-3) describes it as the “ability to interpret 

and critically evaluate” statistical products, as well as their ability to “discuss or communicate 

their reactions” to statistical products.  

There is a growing significance on the value of statistics in today’s world of information 

(Yusof, 2021; Sharma, 2017). The need to apply it is steadily becoming paramount considering 

the data-driven context of research. Some Institutions of Higher Learning have therefore 

incorporated a component of statistics in research methodology courses with the understanding 

that researchers need it, especially during data analysis. In the context of this study, statistical 

literacy would, therefore, be considered to be one of the key components in a data literacy 

programme. Researchers cannot, therefore, claim to be data literate without some basic 

statistical skills which are essential for most research. 
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2.4.3 Digital literacy 

Gradual development in Information and Communications Technology (ICT) has transformed 

the learning process hence acquiring a prominent role in many spheres today. With the use of 

the internet, there is an almost unlimited number of sources and resources of information. The 

use and application of ICTs in diverse spheres has therefore led to the need for a digitally 

literate society. Digital literacy comprises of a range of diverse digital skills. These skills are 

considered essential for one to succeed in an increasingly digital world. Digital literacy is 

described as one’s ability to use ICTs to find, evaluate, utilize, share and create content.  

Presently, digital technologies have impacted research processes at all levels. From the 

planning of research to the distribution and reuse of research data and findings, technology has 

come in handy either to expedite the process or make it efficient. This means that the synergy 

between research and the technological infrastructure requires some level of competence which 

every researcher must-have. This is where digital literacy comes in as it equips the researcher 

with skills on how to use digital technology, communication devices or networks to locate, 

analyse, use and produce data or information (Robelo & Bucheli, 2018). 

The ever-evolving digital technologies have led to changes in technologies hence resulting in 

quick access to information. Furthermore, these changes have opened boundaries leading to 

wide collaborations in research. In research, digital evolutions have spurred a steady but 

growing impact since the 1990s when the concept of online research arose and was adopted in 

research as a “new and vibrant field of research methods” (Corti & Fielding, 2016:1). Data 

literacy and digital literacy are, therefore, complementing competencies that every researcher 

must be aware of and must strive to attain. A data literate researcher should equally be digitally 

literate, well equipped with skills to use digital technologies to manipulate data. Digital literacy 

would, therefore, be considered as a critical component of data literacy. What this study 

suggests is that a researcher should be able to apply emerging technologies to drive research.  

To put it concisely, data literacy doesn’t exist in isolation; rather, it flourishes and achieves 

success when integrated with other emerging literacies, as previously discussed. When 

designing and executing a data literacy program, it’s crucial to incorporate elements from these 

other literacies into the process. As we delve into the conceptual framework for data literacy 

training (see figure 3.1), it’s essential to acknowledge and account for the various literacies 

mentioned here.  
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2.5 Data literacy and data lifecycle models 

Section 2.2.3 and Table 2-3 of the source material provide a definition of data literacy as the 

set of practices involved in producing, managing, and consuming data throughout the data 

lifecycle. Data literacy aims to enable researchers to produce high-quality data and manage it 

effectively. Data quality, management, and utilization can be achieved through a set of 

practices that span the various stages of a data lifecycle model. A data lifecycle model is a 

series of phases through which data passes during its lifetime (Cox & Tam, 2018). Several of 

these models exist (cite at least UK Data Archive, DCC, DataONE). Motivate why you chose 

UK Data Archive model. 

Though data lifecycle starts with data planning and ends with data re-use, it is good to note that 

data is continually re-purposed, meaning new data products continue to be created, processed, 

distributed, discovered, analysed and archived. Data, therefore, could be said to have a longer 

lifespan considering all the stages that are involved. The lifecycle may extend beyond what is 

considered to be the active research project period. The researcher may continue to work on 

data even after funding has ceased. They may do so by carrying out follow-up projects to either 

analyse or add to the data. Furthermore, data may be re-used by other researchers, hence 

prolonging its intended lifespan.  

Data lifecycle connotes the entire process of data management activities. Therefore, a data 

literacy programme needs to consider incorporating the training of researchers on how to 

adhere to the needs of all the stages of a data lifecycle. While offering an overview of the 

different stages involved in successful management and preservation of data for use and reuse, 

Plale and Kouper (2017) assert that data lifecycle remains to be key in the achievement of 

invaluable research.  

The increase in the emphasis on data sharing today highlights the importance of data lifecycle 

as a means of achieving data quality (Higman & Pinfield, 2015). Different scientific 

disciplines, contexts and even research intentions have led to the development of various data 

lifecycle models to achieve data quality. Today, according to a study by Sinaeepourfard et al., 

(2015) there are different versions of data lifecycle models. They differ in terms of focus, 

perspective, or relevance of the discipline. According to Carlson’s (2014) description, the 

classification of research data lifecycle models could be in various forms, that is linear, circular, 

non-linear or other models. The form depends on the context of the model which could be 

individual-based, organisation-based or community-based. 
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According to Wissik and Durco (2016), the different versions are attributed to variations in 

practices across various fields of study and disciplines. Sinaeepourfard et al., (2015:1) assert 

that “there is no global and comprehensive framework, from data creation to data consumption, 

to be widely utilized in different fields”. However, despite the differences, there are key 

concepts that cut across which each model entails. Broadly, we can distinguish six stages of a 

data lifecycle which include: data planning, data collection, data processing, data publication, 

data preservation and data re-use. 

As a demonstration of the data lifecycle, this study will adapt a UK Data Archive research data 

lifecycle model as shown in Figure 2.1. The UK Data Archive model emphasises acquisition, 

curation and archiving of digital data (Hart et al., 2016). The original phases of the model 

include data creation, data processing, data analysis, data preservation, data access and re-use. 

The model has been lauded as being “a good choice for archiving and discovering data across 

the digital data”. However, due to lack of data planning and data collection as key stages in the 

model, the researcher finds the UK Data Archive model limiting without these two. This study 

will, therefore, adapt the UK Data Archive model and modify it by adding data planning and 

data collection stages in order to complete the lifecycle. The reason for the addition of these 

two stages is that the researcher considers data planning and data collection to be very 

important.  Every researcher needs to be well versed in planning their research project as well 

as us in data collection. The two stages have a significant impact not only on the outcome of 

the research but also on the quality of data for posterity.  

Hence, Figure 2.1 illustrates the seven steps to be executed at various stages of the research 

lifecycle for both the successful culmination of a research project and the attainment of high 

data quality, incorporating data planning and data collection as additional components. 

Comprehensive descriptions of each of these phases can be found in subsequent sections. 
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Figure 2- 1: Research data lifecycle 

Source: Modified UK Data Archive research data lifecycle model (2019) 

2.5.1 Data planning  

Developing a DMP before commencing research is a good research practice as it guides the 

entire research project against duplication, data loss, theft, inappropriate use of data, and 

security breaches, ensuring the accuracy, reliability, integrity, quality, and security of data 

(Gajbe, Tiwari & Singh 2021; Deng & Hu, 2014: 4). It also helps the researcher in developing 

procedures in the initial stages of the project, maintaining consistency, and saving time and 

effort. Moreover, a DMP increases the researcher’s profile through data dissemination and re-

use. 

Effective data management is critical to the research process as it enhances data quality, 

facilitates data sharing, promotes collaboration, and ensures research integrity (Janssen, et al., 

2020; Tenopir et al., 2015). Data management plans have been identified as a useful tool for 

ensuring effective data management (Mannheimer, 2018; Jones et al., 2013). A DMP is a 

document that outlines the steps that researchers will take to manage the data generated, 

collected, or used during a research project. The document provides information on data 

organization, storage, backup, preservation, sharing, data privacy, ethical considerations, and 

legal compliance with relevant regulations (Borycz, 2021; Jones et al., 2013). 
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Despite the benefits of DMPs, their adoption among researchers is still low, particularly in 

developing countries, where researchers face several challenges that hinder their adoption, such 

as lack of awareness, limited resources, and inadequate institutional support (Buhomoli & 

Muneja, 2021; Williams, Bagwell & Zozus, 2017). Additionally, researchers may have limited 

knowledge or skills in data management practices (Birkbeck, Nagle & Sammon, 2022; Tenopir 

et al., 2015). 

In the context of open data and research collaborations, data planning has become a crucial 

process, enabling researchers to identify potential areas of difficulty or conflict, which can be 

resolved smoothly by research colleagues and collaborators before they escalate (Gray & 

Darbishire, 2011:11). In some instances, a DMP is considered a requirement by research 

funders, Research Ethics Committees, and institutional RDM policies. Therefore, researchers 

are obliged to submit a DMP alongside their research proposals. 

The choice of a DMP tool depends on the researcher, the funder, or the magnitude of the 

research project. Researchers can choose between paper and electronic DMP tools, and some 

funders have their own customized DMP tools, in which researchers must fill in the appropriate 

details. Today, most research projects use electronic DMPs, such as the DMPonline developed 

by the Digital Curation Centre (DCC). The DMPonline tool provides customized guidance to 

help researchers develop their data management plans and includes different templates for 

funders to customize DMPs as per their specific requirements. 

Therefore, developing a DMP is a necessary skill for 21st-century researchers. Both 

postgraduate students and faculty engaged in research need to be aware of and trained in DMP 

development. Any data literacy training program aimed at empowering researchers with data 

skills would, therefore, need to incorporate DMP development. 

2.5.2 Data collection 

Data collection entails the gathering of data depending on the research’s variables (Chigwada, 

Chiparausha & Kasiroori, 2017). Data collection is also described as the phase which entails 

carrying experiments or survey or making observations. Every research is fulfilled by the 

collection of data, be it primary or secondary data. The collected data enables the researcher to 

respond to the identified research objectives or research questions. The collected data would 

also help in testing the identified hypotheses or evaluate outcomes. The whole process of how 

to collect data and the methods to be used depends on the nature and magnitude of the study.  
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The output of research is heavily impacted by the quality of the data collected. The validity of 

the findings of a study depends heavily on the process of collecting data. And therefore, the 

researcher must ensure its accuracy. A data literate researcher should, therefore, be able to 

know where to collect data, how to collect data, methods for collecting data and the different 

instruments to be used in collecting data. Data collection would, therefore, form part of a data 

literacy training programme especially for postgraduate students. 

2.5.3 Data processing  

Data processing is basically starting to work with the collected research data in order to achieve 

the study’s objective. The collected raw data makes no sense unless it is processed. Data 

processing involves converting unprocessed data into meaningful information (Rudo, 2013). 

The process would, therefore, include a sequence of steps carried out to extract useful 

information from raw data such as data entry, data digitisation (especially where data had been 

collected using non-electronic means), data transcription or coding and data translation. At this 

stage, the researcher is also supposed to do data cross-checking, data validation as well as data 

cleaning and data description. Data processing would also include anonymization of data to 

ensure no data reveals the identity of the respondents (Vickers, 2011).  

All these activities are carried out in order to achieve data quality. One of the criticisms against 

the UK Data Archive research data lifecycle model by Sinaeepourfard et al. (2015) is that the 

model does not have measures in place to achieve data quality. However, the researcher holds 

a contrary opinion considering all the activities that take place within the third phase of the 

lifecycle which indicates that these series of steps are geared towards achieving good quality 

of data before its analysis.  

Data processing involves data cleaning. Data cleaning in this context might involve calibrating 

data instrument, separating signal from noise, especially where data was collected using an 

audio recording. To achieve quality data to work with, researchers, therefore need to be well 

equipped with data processing skills. They shouldn’t just be aware of the series of stages in the 

data process but also should be able to do it. And in that case, considering the huge amount of 

data a single study may produce, which researchers must work with, there has been 

technological enhancement that allows researchers to process large volumes of data with ease. 

From computer programming language to computer software, these technologies have become 

handy in the lifecycle of research data, including in the processing of data. Though data 
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processing can be outsourced by a researcher, general knowledge of the researcher especially 

on how to use some of the ICT tools for data processing is key.  

2.5.4 Data analysis 

Once quality data has been obtained through data processing and cleaning, the researcher must 

move on to analysis, which involves extracting meaningful information from the processed 

data (QuestionPro, 2019). While some research data lifecycle models combine data analysis 

with data processing, the UK Data Archive model treats them as separate stages due to the 

unique activities required at each stage. Data analysis involves examining the processed data 

to produce insights and information that form the basis of the research findings. This stage 

includes activities such as data interpretation, derivation, and production of research outputs 

from the data (Bhat, 2019).  

The main objective of data analysis is to gain a comprehensive understanding of the content, 

context, and quality of research data. During the analysis phase, researchers generate new 

datasets, draw conclusions, and document the methods used. Statistical analysis is the most 

common activity in data analysis, which involves applying statistical methods to data to 

identify patterns, detect trends, make generalizations, and estimate the level of uncertainty 

associated with the data. The specific activities involved in data analysis may vary depending 

on whether the researcher is interested in obtaining quantitative or qualitative results (Islam, 

2020). Consequently, there are various software tools available for carrying out either type of 

analysis.  

Data analysis can be performed using either quantitative or qualitative methods, and the choice 

of method influences the selection of software or platform used for the analysis. Researchers 

require advanced data literacy skills to analyse complex data, particularly in the context of big 

data. For quantitative data analysis, researchers commonly use software tools such as Statistical 

Package for the Social Sciences (SPSS) and R, which is designed for statistical computing and 

graphics (Field, 2018; Ong & Puteh, 2017). The choice of software depends on the amount of 

data being analysed, with R being particularly suited for large datasets due to its ability to run 

on multiple platforms, including UNIX, Windows, and macOS. In contrast to SPSS, R offers 

a wider range of statistical and graphical techniques. Other quantitative data analysis software 

tools include Python, Strata, and Apache Spark. 

Researchers can also use specific tools to analyse qualitative data such as texts, graphics, audio, 

or video. For instance, NVivo is designed for qualitative data that includes large volumes of 
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text-based information (Mortelmans, 2019; Zamawe, 2015), while other options include 

MAXQDA and Atlas.ti. It is important for researchers to be aware of the availability of these 

tools, which can make data analysis easier. Researchers should also consider which tools they 

intend to use based on whether their data is qualitative or quantitative, starting from the data 

collection stage. 

The final step in data analysis is data visualization, which involves presenting data in a visual 

format to aid comprehension. Data visualization is founded on the principle that "a picture is 

worth a thousand words", (Park et al., 2022; Kirk, 2019). Rahlf (2019) explains that 

visualization allows the researcher to communicate the essence of the data in a clear and 

succinct manner. By using illustrations, readers can quickly comprehend the main findings of 

a study. Therefore, researchers can benefit from a comprehensive data literacy training program 

that includes data visualization skills. 

2.5.5 Data preservation 

According to Jharotia (2018), preservation involves the curation, conservation, and 

safeguarding of a document, while also ensuring that it remains accessible and usable for future 

purposes. After carefully analysing and selecting data, it is crucial to preserve and archive it in 

a suitable format and location. It is advisable to preserve all data collected, even if the 

researcher does not plan to use it. As a result, it is essential to establish policies, regulations, 

and strategies that focus on protecting and prolonging the lifespan and authenticity of the 

collected data. 

Data preservation refers to the process of safeguarding and maintaining the security and 

integrity of data. The aim of data preservation is to retain data for a specified duration for future 

use, which may involve archiving or depositing it in a data repository (Groenewald & 

Breytenbach, 2011). Data preservation can be carried out in a local or non-public location. 

Effective data preservation requires proper management, necessitating the appointment of a 

responsible individual or team. Technical actions and procedures are typically involved in the 

data preservation process, with their specifics dependent on factors such as the type, volume, 

and intended use of the data. These technical actions may include migration of data to a suitable 

format and medium, secure data storage and backup, creation of metadata, and archiving. In 

addition, to complete the preservation process, data may need to be licensed for reuse, retention 

schedules established, and access controls specified (Rafiq & Ameen, 2022). 
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In anticipation of data sharing and reuse, researchers are faced with the task of making informed 

decisions regarding the preservation of their research data. A data literacy program tailored for 

researchers ought to provide a platform for training on data preservation. An accomplished data 

literate researcher must possess knowledge of all the essential activities that guarantee the 

longevity of their research data. Such individuals must also possess the requisite skills for 

identifying various data formats, choosing suitable data repositories, and devising effective 

data naming strategies that enhance discoverability.   

2.5.6 Data sharing 

The UK Data Archive research data lifecycle model includes a phase referred to as data sharing, 

which involves granting access to research data for the purpose of research collaboration 

Urbano, Cagnacci & Initiative, 2021). In this study, data sharing and data publishing are used 

interchangeably. Bossaller and Million (2023) identify publishing or sharing data as a crucial 

phase in the research data lifecycle, characterized by the ability to prepare, release, and 

disseminate high-quality data to the public and other agencies. Penev et al. (2011) further 

describe data publishing as the act of releasing research data in a published format, either online 

or in print, to enable use and reuse by other individuals.  

The dissemination of research data has become an imperative aspect of the open data 

movement, as data serves as the fundamental basis of research, necessitating its sharing within 

the practitioner community (Bierer, Crosas & Pierce, 2017). Open science has experienced an 

upward trend in acceptance, whereby research data is openly shared through public 

repositories. This practice is widely supported by numerous institutions, funding agencies, and 

journals (Campbell, Micheli-Campbell & Udyawer, 2019:95). The publication of data may be 

carried out as a standalone product or in conjunction with the scholarly articles it supports. 

Certain research funders and publishers, particularly government agencies, require that data 

from all funded studies be made available for public consumption (Couture et al., 2018; 

Pasquetto, et al 2019; Kimbroughand & Gasaway, 2015). 

For data to be shared, it is essential to include a data citation that specifies the terms of access 

and where to locate it. To enhance the discoverability of data and its accessibility, the data 

repository should make its metadata available online (Beretta, et al., 2021). Nevertheless, 

access to data is subject to authorization, as confidentiality concerns may lead to restrictions 

on its accessibility, despite its public availability (Williams & Pigeot, 2017). It’s in this case 
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that there is need to train researchers in order to be aware of what is involved in data literacy. 

As Palsdottir (2021), Data literacy is therefore a prerequisite for the sharing of research data. 

2.5.7 Data re-use 

Data publication and sharing are not ends in themselves (Pasquetto et al., 2019). The purpose 

of the two phases or practices supersede what they are. In the era of open science and open 

data, research data sharing or publication is also aimed towards allowing other researchers to 

have access to others’ data for re-use. For clarity purposes, Pasquetto, et al. (2019:3) describe 

data reuse as when someone else other than the originator, retrieves data in order to re-use. 

They emphasise that “when a repository consists entirely of datasets contributed by researchers, 

available for use by other researchers, then subsequent applications of those datasets would be 

considered reuse” (ibid). In other words, data re-use would mean taking research data that was 

collected to accomplish one purpose and use it to accomplish another. 

Data re-use elevates the researcher into a scientific community where they are not only willing 

to share their data but also allow other researchers to use it. Furthermore, there are some 

benefits associated with making research data reusable which include higher citation rates and 

an increase in eligibility for funding. Data reuse therefore depends largely on data preservation 

and avenues of sharing (Tenopir, 2015). While preserving data, the researcher should use 

formats that would allow future access and reuse by other researchers. Furthermore, avenues 

used to share data should be channels that allow access and re-use. Therefore, it is a vital stage 

not only within the lifecycle of research but within the realm of research as a whole (Khan, 

Thelwall & Kousha, 2023; Wallis, Rolando & Borgman, 2013). 

According to Hilgartner and BrandtRauf (1994:359), data should not be conceptualised “as the 

end-products of research, but as part of an evolving data stream”. Because of this reason, 

creators of data should allow the reuse of data beyond the initial purpose of their creation 

(Dallmeier-Tiessen, et al., 2014. Zimmerman (2008: 634) insists that “for data to be reused, 

they must be able to travel beyond the location in which they were produced”. A case in point 

is research in the medical field which widely thrives on data re-use. With the conviction that 

their research is meant to influence the world, and they work in a community of researchers, 

every single researcher needs to be trained on how to give rights and access to their data for re-

use. Similarly, they need to be trained on how to access other researchers’ data for re-use.  

In summary, being the primary custodian and manager of research data, every researcher must 

be aware of the different stages that his/her data needs to go through. Every stage that a 
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researcher’s data goes through has significant implications that each research must be aware 

of. Learning how to carry out data planning, data collection, data processing, data analysis, 

data preservation, data sharing and data re-use is not typically an explicit part of postgraduate 

and faculty training. In cases where this happens, there is a lack of an in-depth analysis of each 

stage for a researcher to be fully aware of what is needed in each stage. This means that a 

comprehensive data literacy programme for both the postgraduate students and faculty 

members covering these stages would be ideal hence equipping them with the most necessary 

skills as a 21st-century researcher. 

When data has been published or shared and permission for re-use is granted, it means that 

other researchers may access it and use it. They may re-use it to corroborate the already existing 

findings or, through further cross-examination and analysis or they may generate new insights.  

At the re-use stage, data becomes the new raw material that a researcher is ready to work with 

to generate findings. However, data re-use must take place within guiding principles such as 

FAIR data principles. FAIR data there is another aspect that researchers need to be trained so 

that to understand what is involved.  

2.6 Data literacy and FAIR data principles 

Other than ensuring researchers are well versed with the lifecycle of data, there are other 

principles which are equally necessary that every researcher should be aware of. Data 

preservation which envisages giving metadata to datasets, data sharing and data re-use, is aimed 

towards ensuring adherence to good use of data commonly referred to FAIR data principles 

(Llebot, Castillo & 2023; Elouataoui, El Alaoui & Gahi, 2022).  

Findability, Accessibility, Interoperability and Reusability of data depend on well thought and 

planned research data practices that every researcher in the 21st century should be 

knowledgeable of. Adhering to FAIR principles benefits researchers by maximizing the impact 

of their study, boosting the visibility and citations of their work, and improving the 

reproducibility and dependability of research (Carballo-Garcia & Boté-Vericad, 2022). 

Consequently, application of FAIR data principles does not only interest and attract new 

research partners but also drives and leads to new research domains (Carballo-Garcia & Boté-

Vericad, 2022; Wilkinson, et al., 2016). 

The FAIR principles were published in 2016 and since then they have been widely cited 

endorsed and adopted (Jacobsen et al, 2020). FAIR is an acronym which stands for Findability, 

Accessibility, Interoperability and Reusability of data. FAIR principles, therefore, provide a 
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convenient basis for data sharing in order to maximise use and reuse. The principles make clear 

the kind of characteristics that data needs to have to augment reuse, by humans and machines 

(European Commission, Directorate-General for Research and Innovation, 2018). According 

to Research Data Alliance (2020:4), FAIR principles are a “set of related but independent and 

separable guiding principles and practices that enable both machines and humans to find, 

access, interoperate and re-use research data and metadata”.  

The FAIR principles define how to organise research results so they can be viewed, interpreted, 

shared and reused more easily. Major funding bodies, including the European Commission, 

encourage and implement the use of FAIR data to maximize the value and impact of their 

investment in research. To underscore how data literacy and FAIR data principles are related, 

and why it is necessary for every researcher today to be aware of their application in research, 

the discussion of each of the principles is done below while expounding on what each of them 

entails. 

2.6.1 Findable 

To be able to share data with the expectation that it will be reused, it must be made findable. 

Any data created within the realm of research especially with the expectation of sharing it 

within the community of researchers and providing reusability needs to be made findable. To 

make data findable, the researcher must endeavour to describe it using relevant and unique 

metadata hence distinguishing it from other data. Data should also be “registered or indexed in 

a searchable resource”. In making data findable, the datasets ought to be given a persistent and 

unique identifier. Other ways of making data findable include providing any attached code that 

permits using data as well as “research literature that provides further insights into the creation 

and interpretation of data” (Collins et al., 2018:19).  

For researchers whose interest is their research to reach a wider community of people, then 

they are mandated to make their data findable. Researchers are encouraged to make their data 

findable as it is one way of expanding their impact among their peers and beyond.  

2.6.2 Accessible 

After making data easily findable by using relevant metadata to describe it (Garnett, et al. 2017) 

the researcher is urged to make it accessible. Data accessibility is only possible if authorisation 

has been granted. However, researchers should be made aware that accessibility in FAIR does 

not mean Open Access (European Commission, Directorate-General for Research and 

Innovation, 2018). As Open Access to data would mean free access to data, accessibility in 
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FAIR means making it possible to access data by providing clearly stated conditions and 

guidelines for one to be able to access (Harris, 2012). In the event that there are technical 

protocols or mechanisms for data to be accessed, then all these must be made clear in the easiest 

way possible. The researcher should therefore clearly define who and how the actual data can 

be accessed. The provided metadata should be clear in specifying the conditions under which 

data access would be permitted.   

2.6.3 Interoperable  

Interoperability involves facilitating the reuse of data by ensuring it can be seamlessly 

integrated with other datasets, applications, and workflows, both by humans and computer 

systems (Carballo-Garcia & Boté-Vericad, 2022). Technically, data interoperability means that 

data is “encoded by a standard that can be read on all applicable systems” (Collins et al., 

2018:20). Therefore, data interoperability implies data re-usability. For data to be 

interoperable, researchers should ensure that their data and metadata are described within the 

parameters of FAIR principles. In order to make data interoperable, researchers are encouraged 

to use a broadly applicable language which is formal, accessible as well as which is shareable. 

While creating the possibility of data being interoperable, the researcher should be aware that 

it is necessary to use controlled vocabularies and a well-defined framework to describe and 

structure (meta) data in order to ensure findability and interoperability of datasets.  

Researchers can employ open formats and technologies to improve the interoperability of their 

data, allowing for easier reuse by other researchers. Furthermore, when applicable, they may 

use relevant metadata standards or community-approved schemas, controlled vocabularies, 

keywords, thesauri, or ontologies (Carballo-Garcia & Boté-Vericad, 2022). 

2.6.4 Reusable  

Data reusability significantly depends on its proper description, which includes facilitating 

good citation. Other conditions under which data can be used should be made clear. To achieve 

data reusability a “clear and accessible data usage license” is to be provided. This includes 

conditions which clearly spell how the data should be accessed and used by both humans and 

machines. 

The researcher has the responsibility to ensure the findability, accessibility, interoperability 

and re-usability of their data. In the changing publication environment where it is a growing 

requirement by publishers as well as research funders that data should be openly shared, the 

awareness and application of FAIR data principles has become more relevant. Furthermore, 
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the increasing availability of online resources means that data needs to be created with 

longevity in mind. Researchers should therefore be aware that by providing other researchers 

access to their data, they are facilitating knowledge discovery and improving research 

transparency. Unfortunately, there is an imbalance in the uptake and practice of FAIR data 

principles between countries in the global north and those in the global south. As 

implementation of FAIR data principles in the global north seems to be on the rise, it is different 

for those in the global south. For instance, lack of education and training of researchers in 

Africa has been highlighted as one of the challenges hindering full adoption, implementation 

and practice of FAIR data principles (van Reisen et al, 2020). To remedy this challenge, this 

study proposes the implementation of a data literacy program for researchers in universities as 

it is a breeding ground for researchers. The programme should consist of training researchers 

on application of FAIR data principles.  

The next section of this chapter will review why there is need to introduce data literacy training 

in universities, why the focus should be on postgraduate students and faculty members, and 

why the library is considered to be well experienced in spearheading the implementation of the 

programme.  

2.7 Data literacy programme for university researchers 

As it was pointed out (see Section 2.2.2), data-driven decision making has gained significant 

interest in various sectors of society. The emphasis on using data and evidence to inform 

practice is on progressive trend. The education sector is not an exemption. There is a steady 

and increasing interest among academicians or academic institutions to embrace the use of 

data. In their study on data literacy in education, Mandinach and Gummer, (2012) point out 

that data has become increasingly important in education. They are of the opinion that academic 

institutions must, therefore, be the “driving force in improving data literacy” considering its 

vital role in decision making (ibid: 34). However, this study considers academic institutions as 

the key “driving force in improving data literacy”, for the sake of empowering researchers 

(post-graduate students and faculty members) with research skills that are relevant in the 21st-

century realm of research.  

Today, in recognition of the fact that data drives discovery, decision making, and innovation, 

there is a critical need to develop data literacy skills in students and researchers worldwide. 

Universities, as academic institutions, outline research as one of the key pillars or goals and 

therefore data literacy would be reinforcing and imparting necessary skills for its (university’s) 
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community of researchers. Graduate students and faculty members are considered to be 

researchers because it is presumed that they often engage in research. They play a critical role 

as members of the research community in a university setting. Their participation and 

involvement in research activities bring them into contact with data through data collection, 

processing, analysis or generally, the management of data as a process. For that reason, the 

academic world is beginning to recognise the importance of preparing and arming members of 

their respective research community with data skills for the workplace and society as a whole, 

which is increasingly becoming data-centred (Mandinach & Gummer, 2012). 

In the milieu of research reproducibility and responsibility, researchers are finding themselves 

under the obligation to share data sets of their studies for re-use. Requirements from granting 

agencies and scholarly publishers emphasise on the need for researchers to share data. 

Unfortunately, the know-how required to fulfil the funders' requirements are not strongly 

emphasised and incorporated as part of postgraduate training. Researchers are left to figure out 

how to manage data on their own (Carlson, et al., 2015).  

The 2015 Research Data Access and Preservation (RDAP) summit organized by the Research 

Data Alliance (RDA) and the University of Minnesota focused on how libraries are building 

data literacy instruction services for undergraduate students, graduate programs and 

researchers across the disciplines. During one of the panel sessions, members focused on 

describing various data literacy-related programmes in different institutions of higher learning 

geared towards various groups that are involved in research. According to the panel, today’s 

researchers are under immense “pressure from federal agencies, scholarly publishers, 

disciplinary societies and their peers to administer their data in ways that enable them to be 

discoverable, understandable and used by others. However, the knowledge and skills required 

to fulfil these expectations are not often included as a part of higher education” (Carlson, et al., 

2015:14). The summit produced a report, published in a book, Data Information Literacy, 

detailing why graduate students and faculty members need to be helped in building data literacy 

skills (Carlson et al., 2015).  

General practice in many universities is that postgraduate students are required to write a 

research project (thesis/dissertation) and submit as a requirement for completing their degree. 

On the other hand, faculty members get assessed based on the outputs of their research 

engagements. These put more pressure on universities to implement a programme that 

considers offering training to researchers on how to deal with data (Rasul & Singh, 2010).  
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There are previous studies which reveal a level of disparity when it comes to data literacy 

competencies among researchers despite their importance (Pothier & Condon, 2020; 

Raffaghelli & Manca, 2023). Figure 2.2 from Carlson et al. (2015: 53) study, summarises the 

comparison that was done between postgraduate students and faculty ratings of the importance 

of data literacy competencies. The figure shows how essential or not important is each 

competency to each group of participants (students or faculty). Respondents were to rate the 

importance of each competence. Each competence had choices of ratings on the scale of 1-5 

where, 5 = essential; 4 = very important; 3 = important; 2 = somewhat important and 1 = not 

important. 

 

Figure 2-2: Comparison of faculty and student ratings of the importance of DIL competencies  

Source: Carlson et al., (2015: 53). 

The study singled out twelve basic competencies. Generally, the two groups of participants in 

the study, students and faculty, rated the value each competency as either “important,” “very 

important,” or “essential.” Even though the analysis revealed some variance in response, the 

rating revealed a fundament need for data literacy to the two groups of researchers in a 

university (Carlson et al., 2015).   

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



42 
 

Considering the focus groups for this study, the following sections (2.7.1 and 2.7.2) will detail 

why post-graduate and faculty members in a university are singled out as groups of researchers 

that need data literacy training.   

2.7.1 Postgraduate students 

Postgraduate students are singled out as key members of the research community in a university 

and being on the frontline of research processes in the university as they handle various types 

of research data in the course of their studies (Rasul & Singh, 2010; Carlson et al., 2015). Their 

engagement in research leads them to collecting data, processing data, analysing data and 

managing data. This provides us with a starting point of examining their data literacy skills. In 

Kenya, it is a requirement for all postgraduate academic programmes to have a research 

component. One can only graduate with a master or doctorate after having written, defended 

and submitted a research thesis/project/dissertation which carries a total of 90 credits (CUE, 

2014). Other than the final thesis/project/dissertation, postgraduate students are also required 

to publish at least two articles before graduation. Furthermore, they are encouraged to 

participate in conferences by presenting research papers. 

These requirements point to the status of postgraduate students as researchers in Kenya. They 

are part of the research community in a university hence disserving any attention that other 

researchers get including research services offered or to be offered by a university. Considering 

the voluminous amount of data, they have to deal with in their research activities, postgraduate 

students deserve to be considered as beneficiaries of any data literacy program.  

To emphasise the challenges postgraduate students, experience while handling data, Carlson et 

al. (2015) in their report point out on how most of the graduate students are given the task of 

data management without prior preparation or training. Furthermore, they cited challenges such 

as students’ unfamiliarity with practices and techniques such as data documentation and 

different options of data storage available. The study also highlighted students’ lack of 

understanding of the value of data as a challenge. According to the findings of the report, these 

are key takeaways indicating why graduate students need sufficient training in data literacy.  

Equipping postgraduate students with data management skills should, therefore, be viewed as 

an exercise in posterity because these are lifelong skills. As emphasized by Wiley and Kerby 

(2018) and Sabzwari, Bhatti and Ahmed (2012), the early cultivation of effective data 

management practices is paramount for graduate students. These habits are essential as they 

pave the way for their development into future researchers. The authors insist that many 
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graduate students who work in laboratories or research teams are responsible for managing 

research data on a daily basis, yet they often lack formal training in data management. 

Therefore, it is important to provide these students with training opportunities to learn how to 

handle data effectively.  

Some multi-disciplinary studies corroborate Wiley and Kerby’s (2018) view. Conducted across 

various institutions, these studies commonly indicate a limited awareness or comprehension 

among postgraduate students regarding data management. According to findings from a study 

by Adamick et al. (2013) at the University of Massachusetts-Amherst, which was aimed at 

assessing the needs of graduate students, most of the graduate students being members of the 

research community of the university, need data management skills just as much as the faculty 

members. A survey done at Syracuse University to assess postgraduate students' data literacy 

awareness revealed that the majority of students lacked understanding of core skills required 

for efficient data management (Sharma & Qin, 2014). A similar study at Oregon State 

University found that postgraduate students were willing to practice good RDM but lacked the 

necessary expertise. According to a study by Doonan, Akmon and Cosby (2019:15), which 

assessed how social sciences graduate programs in the USA were including data management 

and data sharing in students’ formal training, there was a “deficit of training in both data 

management and data sharing”.  

An underlying point that arises from these studies is that lack of basic data skills is depriving 

graduate students a 21st-century lifelong skill which is necessary for their research life (be it 

while still studying or after their studies). According to Carlson et al. (2015), lack of a 

structured program embedded in graduate studies is leading most of the postgraduate students 

to seek help elsewhere on how to manage data. This indicates the need for graduate students to 

be provided with adequate training which would enable them to be data literate (Giese, et al., 

2020; Smith, 2008; Fischer, Rohde & Wulf, 2007; Barrie, 2004; Zamorski, 2002). 

2.7.2 Faculty  

Faculty members form part of the community of researchers in a university. Other than 

teaching, the faculty members engage in research which contributes to their professional 

development (Johnson & Steeves, 2019; Rahimi & Weisi, 2018a, 2018b; Wald & Harland, 

2017). Their engagement in research plays a significant role in their academic ranking. They, 

therefore, remain to be core stakeholders in increasing research-related revenues in a university 

by participating in research themselves (Huenneke, Stearns, Martinez & Laurila, 2017). 
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In the Standards and Guidelines for Universities, the Commission for University Education in 

Kenya singles out research as one of the key requirements in the development and ranking of 

a faculty member. For a faculty member to be hired and promoted in Kenyan universities, they 

must have published some articles in peer-reviewed scholarly journals, among other 

requirements. Other requirements include their teaching experience, the total number of 

postgraduate students one has supervised, community engagement activities, as well as 

research funds one has managed to attract. The requirements increase with the seniority of the 

position. In measuring and evaluating universities’ performances using webometric rankings, 

research publications, citations and web visibility are considered important indicators, hence 

faculty members are encouraged to engage in research (Weng’ua, Rotich & Kogos, 2017: CUE, 

2014).  

What this means is that, faculty members have to engage in continuous research where they 

deal with various forms of data. Considering the magnitude of data, they are going to get 

exposed to in their various disciplines of study, faculty members should be one of the major 

groups to be considered for data literacy training (Piracha & Ameen, 2018). In a study by Wiley 

and Mischo, (2016) disciplinary differences among faculty members reveal significant and 

diverse challenges which require focused data management attention. The study recommends 

the need for academic libraries to take charge and implement data management services. 

Another study by Adika and Kwanya (2020) revealed existing gaps in RDM literacy levels 

amongst lecturers after analysing the required skills by faculty members at Strathmore 

University in order to support RDM. The study recommends RDM faculty training as a 

mitigation measure.  

It should not be assumed (as it is commonly the case) that the ability to do research depends 

only on the researcher’s inherent intelligence and tacit intellectual abilities. It also depends on 

the researcher’s development facilitated by systematic training programs aimed at equipping 

their research skills. The gap in data literacy skills among postgraduate students and faculty 

members in a university context as researchers, should therefore drive the need for 

implementation of systematic development programs which should cover key data 

management areas aimed at providing necessary skills needed by researchers. These groups of 

researchers deal with data and lack of adequate skills could be a challenge in their research 

endeavours hence that needs to be addressed. One way of responding to these needs is tasking 

the responsibility of training researchers in data literacy to a department within the university 

that would ensure researchers have attained the most relevant skills.  
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Considering their involvement in research activities, academic libraries have been called upon 

to fill the gap by use of their information literacy training experience to educate researchers on 

matters to do with data handling and management. This study singles out the library as the most 

relevant department that could coordinate training of researchers in data literacy considering 

its (library’s) past experience in offering Information literacy programs and its engagement 

with researchers. In a university setting, academic libraries play a significant role in supporting 

teaching, learning and research activities. Based on libraries’ previous involvement with 

research activities, they are singled out as being in a better position to implement data literacy 

initiatives for researchers as well as mobilising resources that could support the growing 

demands in the data age (Carlson & Johnston, 2015). Section 2.8 of this chapter will lay the 

case for the role of academic libraries in spearheading data literacy programs for researchers 

in universities. The literature in this section will provide information on the readiness of 

university academic libraries in developing data literacy programs. 

2.8 Academic libraries as drivers for data literacy programmes in universities 

Most of the universities have a directorate of research and post-graduate studies or generally 

an office or department that coordinates research in universities. The directorate is responsible 

for various activities concerning research, including monitoring research activities, planning 

and organising research seminars, trainings and workshops. It is also responsible for 

developing and enforcing research-related policies. However, research directorates or 

departments do not work in isolation but in tandem with other departments. They collaborate 

with other departments in ensuring research services are timely provided to users. The role of 

academic libraries in collaborating with the research directorate or department in promoting 

and supporting research activities cannot be underestimated. This has been one of the 

transformations that has shaped some academic libraries in the past few years as captured in 

some studies (Cox et al, 2019; White & Cossham, 2017; Pham & Tanner, 2015; Corrall, 2014).  

Libraries are leading in offering Research Data Services (RDS) considering some funders and 

publishers requirements (Farooq, Heppler & Ehrig-Page, 2022; Pryor et al., 2014). Some 

studies have shown the magnitude of demands that researchers are experiencing today while 

dealing with data. Other studies show that some researchers are willing to share and give access 

to data, which is becoming a requirement today (Klain & Shoham, 2019; Schmidt, 

Gemeinholzer, & Treloar, 2016). Unfortunately, they (researchers) lack the expertise to enable 

them to comply with these requirements. They need to be assisted by being trained on how to 

create metadata and how to locate datasets. They also need to be trained on how to locate where 
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to store or archive data. Sewerin’s (2015) study points out that in some countries such as the 

USA it is a standard practice for researchers to include a DMP while applying for publicly 

funded research grants. Based on this, academic libraries in the USA play an important role in 

supporting faculty needs in line with such requirements. 

Some studies have previously provided solutions to these challenges by indicating that libraries 

should be willing to provide support in such areas as a transformation of their traditional role 

in providing research and reference services (Klain & Shoham, 2019; Si et al., 2015). 

According to Cox et al. (2019: 2), “driven by the ‘data deluge’, funder policy and open 

scholarship, libraries, in collaboration with other professional services and researchers, have 

developed a range of advisory and technical services to support Research Data Management”. 

According to Koltay (2017), the reason for bringing libraries and librarians on board in the 

processes of research projects that are data-intensive is to provide efficient help, especially in 

data management. He stresses the fact that “the goal of data literacy is similar as it intends 

ultimately to enable adequate research data management in a wide sense” (ibid: 9). The 

provision of data literacy training as a service provided the library is guaranteed to reshape the 

future role of libraries especially academic libraries (Merrill, 2011). Today, the library is taking 

on a more advanced role in the evolution of research data management activities. As introduced 

in this section, graduate students and faculty members are key members of the research 

community. They, therefore, deal with data in the entire process of research. According to 

Merrill (2011) researchers, today are dealing with datasets that have become easier to acquire 

while the tools to manipulate and present data have moved from the spreadsheet to the web 

browser.  

In a study on “Investigation and analysis of research data services in university libraries”, 

where a total of 50 libraries from, America, UK, Australia, the Netherlands, Canada, China and 

Sweden participated, libraries were found to be focal points in coordinating and disseminating 

data literacy among researchers (Si et al, 2015). The study, therefore, recommended that 

libraries’ role in research should be strengthened (Si et al, 2015). Akers and Doty (2013) concur 

with this recommendation by asserting that academic libraries are the foundation of research 

support, especially data conservancy. They argue that the contemporary research world exposes 

researchers to unavoidable scientific data challenges. Therefore, researchers should have 

access to a central entity that allows better coordination of data activities. 
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A study by Guss (2016) acknowledges the place of the library in supporting researchers in 

confronting data-intensive research challenges. The study affirms that academic libraries have 

always dealt with the management of data and they are better placed as coordinating centres in 

universities. Koltay in his two different studies, that is Koltay (2016b) and Koltay (2017a), 

believes that academic libraries should provide information literacy education by supporting 

postgraduate students and individual faculty members to raise awareness on different issues in 

research. He points out intellectual property and copyright awareness as well as matters to do 

with privacy and confidentiality as issues to be addressed by academic libraries. However, he 

affirmatively states that even in the context of information literacy education, attention must 

also be given to data quality and data competencies. 

Sewerin (2015)’s study acknowledges that today there is an explosion in the production of data 

during research which comes with a myriad of complexities. They raise poignant challenges 

including data management, data curation, data preservation as well as long-term storage of 

data. The study concludes that considering their previous experience with researchers’ needs 

and practices, libraries have the ability and capacity to assist with these challenges.  

The singling out of the library as a well-placed department in a university to spearhead data 

literacy is supported by previous practices of various academic libraries that have either 

implemented the program or are in the trial stages. Section 2.9 of this chapter highlights some 

of the libraries as case studies of data literacy programs.  

2.9 Case studies of data literacy programmes by academic libraries 

Various studies have previously been carried out to showcase efforts by some academic 

libraries in handling data-related activities in support of researchers in dealing with research 

data. For a library to offer quality research data services to its community of researchers, there 

is a need for a well-trained and knowledgeable community of librarians (Jones, Pryor & Whyte, 

2013). It is assumed that their ability to deal with data will translate into transferring the same 

knowledge and skills to researchers. Two different studies were conducted by Tenopir et al. 

(2014) on “research data management services in academic libraries and perceptions of 

librarians on research data management”. The two studies aimed to find out whether academic 

library directors and librarians in the United States of America (USA) and Canada had 

embraced research data services in their respective libraries. Findings from both studies 

indicated that there were notable discrepancies between Research Data Services (RDS) and 

some of the policies developed by some of the libraries. The findings revealed either there were 
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no RDS offered or provisions of RDS were at the developmental stage. Tenopir et al. (2014) 

study then recommended that there was a need to create awareness among the librarians 

especially the top management of the library. The studies also recommended that librarians be 

trained in order to enhance the development and implementation of RDS for the sake of serving 

researchers better. 

While some studies have made a call to action to librarians to take have an active role in data 

science (Masinde, et al., 2021; Moore, Smith, Schultz-Jones & Marino, 2019; Martin, 2016), 

others have emphasised on the role of librarians in RDS. For instance, Carlson and Kneale’s 

(2011) study looked at the role of an embedded librarian in research. The study notes and points 

out how important an embedded librarian is, and the critical role they play by journeying and 

giving support to researchers through RDS throughout the entire period of the research project. 

Another study was conducted at Purdue University Libraries and the University of Illinois at 

Urbana-Champaign by Carlson et al. (2011). The study examined research data needs of 

postgraduate students. The study also was aimed at finding out the role played by university 

librarians in enabling data sharing and data curation. The study found out that by then, there 

were insufficiencies in data management. Majority of the respondents who were researchers 

revealed their lack of skills in metadata creation, data ethics, data preservations and basic 

database skills. According to the study’s recommendations, there was a need to develop and 

implement a research data literacy training programme which would enhance the good 

management of data among researchers.  

The few studies mentioned above, reveal a scenario of lack of data related services in selected 

libraries at the time. The studies indicate that, though there is a gradual increase in the 

awareness and implementation of open data and big data initiatives, existing gaps in 

universities indicate lack of data literacy programmes geared towards helping researchers in 

handling data. Therefore, as an academic unit in a university, the library’s role in the research 

endeavours of an institution cannot be overlooked. And one way in which its impact can be felt 

is by implementing a comprehensive data literacy training program. Some academic libraries 

have attempted and developed data literacy instructional programmes. Majority of them are 

prototype programs to address researchers’ data-related needs.  

This study singles out seven institutions in North America and Europe that have in one way or 

another mooted data literacy programmes. The choice of these seven case studies is based on 

the institutions’ training of researchers in data literacy while focusing on either postgraduate 
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students, faculty or both. Furthermore, the selection of the seven case studies is based on the 

collaboration between academic libraries or librarian and disciplinary faculty in developing 

and implementing a data literacy program in these institutions. According to the case studies, 

models of implementation vary from one institution to another. Some have embedded “data 

literacy” programmes in the already existing library training programmes, others are running 

it as an independent programme while others have embedded it within-subject curricular hence 

working in collaboration with different university faculties. 

2.9.1 The Massachusetts Institute of Technology Libraries 

The Massachusetts Institute of Technology (MIT) libraries help faculty and researchers from 

the institute to manage, store and share data produced (Carlson et al., 2015). The MIT library 

has created a subject guide manual titled Manage Your Data. The manual explains all the steps 

and procedures in the data lifecycle, that is from the scratch with different services like why 

manage the data, data management plan, file organisation, data security and backup (Tripathi, 

Shukla & Sonkar, 2017; Nayek & Sen, 2015). 

The libraries develop, organise and offer seminar sessions such as Managing Research Data 

101 around the year. The seminars are open to all researchers, especially postgraduate students 

and faculty members. The training program covers topics such as “documentation and 

metadata, data security and backups, directory structures and naming conventions, data sharing 

and citation, data integration”. Researchers are also trained on how to convert data into file 

formats that allow for long-term access. Furthermore, participants are taken through some of 

the best practices for data retention and data archiving (MIT Libraries, n.d).  

2.9.2 The University of Virginia Library  

In 2007, the University of Virginia Libraries came up with the Scholar’s Lab and Research 

Computing Lab as services geared towards supporting researchers who were dealing with large 

data sets. In 2010, the two entities were merged. While the library focused on providing 

reference and project-based services, the Lab focused on providing training on data 

management. The trainings which were conducted inform of seminars and workshops covered 

a variety of topics including the development of web application and text digitisation (Carlson 

et al., 2015).  

However, the two also had collaborative projects that led to the development of a new service 

model. Other than respective traditional services provided by each, new services were 

introduced such as “data management and analysis, computational software support, and 
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knowledge of emerging technologies”. Specific areas that were focused on included, research 

software support, data collaboration, and research communication (Carlson et al., 2015:16). 

2.9.3 Syracuse University 

Syracuse University developed the Science Data Literacy Project. The project was meant to 

train and empower postgraduate students with research skills in data collection, data 

processing, data management and evaluation. As researchers, postgraduate students were also 

to be trained on how to use data for scientific inquiry (Nayek & Sen, 2015: 40). This led to the 

development and implementation of a credit-bearing course, Science Data Management. The 

course introduced students to basics in scientific data description, how to manage data, data 

visualisation, and data curation (Carlson et al., 2015: 16). 

2.9.4 Purdue University Libraries 

Purdue University Libraries have been active in the development and provision of data services 

and trainings. Collaboration between the library and the faculty of Earth and Atmospheric 

Sciences department led to the development of a course titled Geoinformatics (Carlson et al., 

2015). The course was designed for and targeted graduate students. The course aimed to 

provide a holistic approach to spatial data and training students on how to handle various 

activities that take place at every stage of the data lifecycle. Other areas of focus included 

teaching students and making them competent in areas such as data conversion, data 

manipulation, data analysis, data visualisation, metadata, and data re-sharing (Carlson et al., 

2015). 

2.9.5 Edinburgh and Minnesota University libraries 

The EDINA Research Data Management Training (MANTRA), is an online course (Carlson, 

Johnston & Westra, 2015). It is specifically developed to help researchers who deal with digital 

data. The University of Edinburgh’s data library and the University of Minnesota libraries 

jointly designed the course to provide data management course for structural engineers’ 

students and faculty (Carlson, Johnston & Westra, 2015; Nayek & Sen 2015). 

2.9.6 University of Toronto 

Map and Data Library of the University of Toronto is a special library which mainly deals with 

maps and datasets. This library website provides a large variety of data on Canada and US by 

hosting itself and also providing other authentic sources of data like statistics Canada website, 

National Historic Geographic Information System (NHGIS) website among others (Nayek & 

Sen, 2015). It provides different data sets and services such as 
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i. Statistics of census data, spatial data including maps, census of agriculture. 

ii. How to cite the data and statistics, like citing maps and atlas, geospatial data, citing 

rules of machine-readable data, bibliographic citations for data files. 

iii. Data visualisation tools, recommended sources, tutorials, visualisation principles... 

iv. Guide of STATA which is a statistical package of data management (Nayek & Sen, 

2015). 

2.9.7 Bielefeld University 

Wiljes and Cimiano work at Bielefeld University and since 2013, they taught research data 

management as an interdisciplinary course. The number of participants interested in the course 

has been increasing gradually from the time of its inception in 2013 when there were only 9 to 

91 in 2018 (Wiljes & Cimiano, 2019). The methodology of the course is participatory as it 

follows a competency-based approach where practical exercises were encouraged. From the 

experience of the two instructors, the course incorporates has more of hands-on demonstrations 

in class. Class participation allows group discussions as well as individual presentations. These 

methodologies enable participants to connect the gained knowledge with their own research 

projects, ensuring their comprehension of how to utilize the acquired research data 

management skills. During the individual presentation sessions, participants are allowed to 

carry along their own laptops where they “test software for research data management (e.g., a 

Wiki, version control software, backup software, electronic lab notebooks)” (Wiljes & 

Cimiano, 2019: 3). 

The course is divided into 15 topics. The topics cover different of practices in RDM and 

include, Introduction to research data management, Good scientific practices, Data, 

Information, Knowledge, Data backup, Data archiving, Organizing data; Documentation + 

Metadata, data publication and data sharing, Copyright law and licenses, Finding and re-using 

data, Sensitive data and privacy protection, Data management services at Bielefeld University, 

Tools 1: CMS + Wikis, Project management software, Tools 2: Cloud storage, Version Control 

Systems (Git), Tools 3: Electronic Lab Notebooks, Data management plans and Open Science 

(Wiljes & Cimiano, 2019). 

The above-discussed projects indicate just a few of the academic libraries that have managed 

to integrate data services in their traditional services. As indicated, the majority of them focused 

on postgraduate students and faculty members, considering their involvement in research and 

their interaction with research data. Whether these programmes meet the threshold of data 
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literacy framework or standards is a matter that deserves another evaluation depending on a 

data literacy framework or standards and guidelines which unfortunately do not exist as for 

now. However, the initiatives, as documented, reveal  

i) Various needs of researchers as far as data is concerned 

ii) The diverse data related areas that need to be captured and addressed during the 

training 

iii) The active role of the library and librarians in spearheading data training 

iv) Avenues of collaboration between libraries or between libraries and faculties 

The case studies also show the need to capture diverse aspects of data training, that is, from the 

most basic to the most advanced skills. For instance, some of the libraries have included 

training researchers on basic introduction to data management, to the use of sophisticated 

computer software in the management of data throughout its lifecycle. However, the above 

analysis only captures case studies from the global north, which shows considerable progress 

in data literacy initiatives. Section 2.10 will look at some of the data management related 

initiatives in Africa, especially within the academic context. 

2.10 Data literacy initiatives in Africa 

It would be too early to introduce the nomenclature “Data Literacy in Africa” as it appears to 

not yet have found space and attention among data or literacy-related studies on the continent. 

By the time of carrying out this study, there was no single study on data literacy in Africa 

according to some of the electronic research databases consulted by the researcher. The 

researcher did an online search in electronic databases such as ERIC, JSTOR and EMERALD 

using the search terms ((Data()literacy or data()training) and (Africa or South() Africa or Kenya 

or Tanzania or Uganda)). Unfortunately, no relevant results were retrieved. The same search 

was done on Google Scholar using the same search terms and no literature was found. The few 

studies that could be related to data literacy in Africa are those that highlight Research Data 

Management (RDM) services. It is on this basis that the researcher opted to search for 

information on “((Research Data Management or RDM) AND (Africa or South Africa) OR 

Kenya OR Tanzania OR Uganda)) to try and retrieve relevant information about strides made 

so far on the continent with regard to training and equipping researchers with 21st-century data 

skills. 

According to Si et al. (2015), Research Data Management is the administration of data that is 

produced during a research project. Following data lifecycle, RDM involves controlling data 
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through various stages of the lifecycle. It is purposed to make the research process effective in 

order to avail research and meet requirements of either the research funder or university. RDM 

activities are aimed at facilitating quality research data by employing various techniques and 

strategies that would enable effective data storage, accessibility, security, future re-use of data 

and ethical use of data. Makani (2015:347) points out that researchers benefit a lot from the 

“effective management of research data, including data discovery, reuse, validation and 

verification”. Patel (2016) concurs by adding that researchers benefit from effective research 

data management activities hence making most of their research acceptable. 

The need to establish RDM services in universities today is becoming a need considering 

research being one of the key pillars besides teaching and learning. And with researchers 

(postgraduate students and faculty members) being encouraged to engage in research and 

publish in peer-reviewed journals, they come across research funders’ requirements with which 

they need to meet before their work is published. In the recent past, due to funders’ 

requirements, universities have scaled up their RDM services (Makani, 2015; Wilson & 

Jeffreys, 2013). Universities and researchers are therefore obliged to administer their data 

better or risk missing out on research funding (Makani, 2015). Researchers are therefore 

advised that for the purpose of a good scientific practice they need to practice a good Research 

Data Management (Wiljes & Cimiano, 2019). A data literacy program would, therefore, entail 

introducing and training researchers (faculty and postgraduate students) in RDM (Koltay, 

2017a). 

Several studies (such as the case studies highlighted in section 2.9) have shown that many 

countries in the global north have taken leadership in data literacy through Research Data 

Management activities aimed at enhancing researchers’ data handling skills. These activities 

or initiatives are carried out either at a national level or institutional level or both. Some of the 

countries that have made positive progress towards RDM initiative include Australia, 

Germany, United Kingdom, Canada, Netherlands, New Zealand, Ireland and the USA (Cox et 

al., 2017; Henty, 2014; Lewis, 2010). According to Koltay (2016), the rise in RDM activities 

in these countries could be attributed to research funding requirements.  

The few studies on RDM in Africa are predominantly either from South Africa or about RDM 

practices in South Africa. According to Kahn et al (2014:296), this is because “in South Africa, 

those involved in research are also increasingly aware of the importance and value of curating 

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



54 
 

and sharing the research data produced through public funding and RDM policies.” Some of 

these studies will be reviewed in our subsequent discussions ahead.  

Studies outside South Africa include a study by Avuglah and Underwood (2019) which 

assessed RDM capabilities at the University of Ghana (UG). There is also a study by Mushi, 

Pienaar and van Deventer (2020) whose aim was to identify and report on the implementation 

of RDM services at the University of Dodoma in Tanzania. The goal of the study was to 

enlighten researchers as well as the university management on the need for collaboration in the 

implementation of RDM services to realise the accessibility of data to the international 

community. Chigwada, Chiparausha and Kasiroori (2017)’s study also evaluated “how 

research data are being managed in research institutions in Zimbabwe”. Findings from the 

study confirmed a lack of proper RDM as one of the main challenges as researchers were 

managing their own research data with no prior training. 

Compared to other African countries, there are wider and consistent RDM services for 

researcher’s advocacy in South Africa. The country’s National Research Fund (NRF) which 

hosts the South Africa Data Archive (SADA) is the lead government agency that plays a pivotal 

role (Kahn et al., 2014). The levels of advocacy have created a positive awareness and capacity 

about RDM among researchers in South Africa (Kahn, 2014). Some of the initial developments 

towards embracing RDM are documented in van Deventer and Pienaar (2015) study. The study 

is their personal journey and campaign towards creating RDM awareness the realisation of 

entrenching RDM services in various institutions in South Africa. According to the study, their 

journey led to the establishment of the Network of Data and Information and Curation 

Communities in South Africa (NeDICC). One of the key roles of NeDICC has been to help in 

promoting “awareness/best practices relating to digital preservation, dissemination and use of 

research data” (van Deventer, & Pienaar, 2015:37). This is a key component in data literacy 

and awareness. The network has managed to organize “seminars, workshops and conferences” 

in order to help researchers and other stakeholders on the importance of RDM. van Wyk et al. 

(2017) concurs that NeDICC has also enhanced RDM initiatives in South Africa by engaging 

practitioners in the field. 

South Africa has also seen the implementation of national data repositories such as the South 

African National Park (SANParks), the National Health Information Repository and Data 

Warehouse and the Data-Intensive Research Infrastructure for South Africa (DIRISA). Other 

than only handing big data, these repositories also do get involved in offering training to 
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researchers on how to handle data. As national repositories, they provide services and tools that 

researchers both in and outside the country could make use of while carrying out their research 

(Kahn et al., 2014). For instance, in May 2018, in conjunction with NRF, DIRISA developed 

and released DMP tool which was to be tested by researchers from around Africa. This was 

one of its kind pilots in Africa. 

There has been a steady rise in developments in RDM in Higher Education Institutions (HEIs) 

considering the number of researchers in these institutions, the amount of data dealt with and 

funders’ requirements they have to adhere to. Some Universities in South Africa, such as the 

University of Pretoria (UP), the University of South Africa (UNISA), the Witwatersrand 

University, and the University of Cape Town (UCT) have made strides in implementing RDM 

programs and are currently offering RDM services. They are reported to engage researchers 

through training and advocacy about RDM. The training opportunities which are offered with 

the purpose of empowering staff to support RDM are offered through workshops, in-house 

training, and knowledge sharing platforms, self-learning and networking. Most of these 

initiatives are housed and spearheaded by the respective universities’ academic libraries. 

For instance, the University of Pretoria (UP) in South Africa is providing RDM services to 

researchers through the library. The implementation of the service has undergone a steady 

chronological development since 2007 when the preservation and retention of researcher data 

policy was developed (van Wyk, 2017). By 2016 the university had developed and approved a 

formal RDM policy (van Wyk, 2017). Some of the other universities offering RDM programs 

where they train researchers in RDM and offer RDM related services include the University of 

South Africa, Stellenbosch University, and the University of Cape Town.  

There have also been developments of education curricular programs in various universities in 

South Africa aimed at enhancing data skills. The University of Pretoria has introduced a 

Master’s degree in Information Technology in Big Data Science. The University of 

Witwatersrand, Johannesburg offers a BSc Honours in Big Data Analytics. The University of 

Cape Town is also offering a Masters in Data Curation. All these programs might not be 

directly related to training researchers in data literacy but they are offering some solutions to 

data-related challenges that researchers encounter today. They respond to the emerging data 

needs of the society where there is a high demand for skilled data scientists. Other efforts aimed 

towards data literacy by the University of Pretoria include the establishment of a Carnegie 

funded Master degree programme in Information Technology (M.IT) and Continuing 
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Professional Development (CPD) which integrate RDM training. The two programs were 

aimed at training librarians in Africa and equipping them with IT skills.  

Further steps have been taken on the continent to increase research data literacy among 

researchers in Africa. For instance, in 2018 CODATA, ICTP and EAIFR organised a 10-day 

workshop at the University of Rwanda, Kigali. The goal of the workshop was to train 

researchers in Research Data Science (RDS). Participants were introduced to “principles and 

practice of Open Science and research data management and curation, the use of a range of 

data platforms and infrastructures, large scale analysis, statistics, visualization and modelling 

techniques, software development and data annotation”. RDM, data visualization and 

introduction to R are among the topics that were covered during the workshop.  

Similarly, the CODATA-RDA Research Data Summer School held at the University of 

Pretoria took place from 13 to 24 January 2020. While covering topics such as (but not limited 

to) RDM, data visualization, Open and Collaborative Research and Information Security, the 

summer school aimed to provide early career researchers with foundational data science skills 

“to enable them to work with their data in an effective and efficient manner” as dictated by the 

21st-century research needs. The summer school covered notable areas considered to be 

essential to a 21st-century researcher. Participants had the opportunity to experience a practical 

introduction to the topics covered during the sessions with some theory accompanied by 

extensive hands-on training.  

In Kenya, it could be said that not much has taken place as far as data literacy or implementation 

of RDM is concerned considering the lack of studies on RDM and its implementation. In a 

recent study, Adika and Kwanya (2020) analysed the required skills by faculty at Strathmore 

University in order to support RDM. The study also assessed the level of RDM literacy among 

faculty at Strathmore University. According to the finding from the study, faculty members 

had some applicable skills in most of the RDM capacity areas. The respondents indicated that 

they were “able to plan for, search, find, organise, store, secure and share research data 

competently” (Adika and Kwanya, 2020:15). However, the study unveiled some existing gaps 

in RDM literacy levels among the lecturers. Majority of them were lacking skills in data 

sharing, data security and data legislation. The study recommended RDM training as a way of 

mitigating the existing challenge.  
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Some of the previous studies in RDM in Kenya are by Jao et al. (2015); Olum (2013) and 

Family Health International- Kenya (2005). The studies were aimed at promoting RDM 

services and activities in the health and migration sectors. Findings from another study by 

Ng’eno and Mutula (2018: 42) which was a literature review analysis of RDM in agricultural 

research institutes showed that there was “lack of coordinated RDM strategies in the research 

institutes” hence leading to “loss of data and difficulty in accessing, reusing and sharing 

research data”. The investigation also revealed a lack of knowledge and skills related to 

research data management inside agricultural research institutes, limiting the use of research 

data in Kenya's agricultural research institutions. Findings from Ng’eno and Mutula’s (2018) 

study implicitly point to gaps in data literacy knowledge being raised in this study. In view of 

the identified challenges, researchers need adequate training in RDM in order to be data literate 

(Borgman, 2012). 

Analysis of data literacy initiatives in Africa reveals two key points. One, nearly all African 

countries, except for South Africa are still lagging in the area of data literacy or RDM. This is 

quite unfortunate considering that this is the 21st century and data is quickly becoming the new 

currency as seen before. Majority of the countries have no national research data repositories. 

Secondly, all is not lost as other African countries could learn from initiatives in South Africa. 

Universities in Africa have a chance to initiate data literacy trainings for their researchers by 

tapping into the experience and expertise of their academic libraries and librarians. As 

Universities ponder on the next move, their general emerging practices in the realm of data 

literacy. These practices could act as guiding principles for universities as they plan to develop 

and implement data literacy training programmes. The following section (2.11) reviews some 

of the emerging practices, especially in academia.  

2.11 Data literacy: emerging practices in academia  

Though data literacy is still an embryonic service in many universities, it is emerging that it is 

an important service necessary for researchers in the 21st Century. Some best practices can be 

pointed out from the little that is currently being offered as mentioned in preceding sections of 

this study. The practices embody an extensive collection of evidence-based suggestions for 

institutions seeking to establish data literacy programs for researchers (Wanner, 2015).  

2.11.1 The role of the library in implementing data literacy 

Anchoring data literacy in the library in a university setting seems to be a common practice 

(Al-Jaradat, 2021). What stands out is that, other than providing access to information resource 
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and sources, the library plays a key and practical role in providing research services. These 

services include research data management services (Briney, Coates & Goben, 2020; Brown, 

et al, 2018; Delaney & Bates, 2018; Cox et al., 2017). 

Hamblin (2005) carried out a study to find out some of the research-related activities listed on 

various library portals. According to the findings many of the selected libraries were providing 

separate space for researchers, developed research collections, offered training in database 

search to researchers, managed the submission of electronic theses and managed institutional 

repositories, had set up communication and collaboration tools for research communities, 

provided editing services and research data management instruction services. They also had a 

research librarian who kept contact with researchers especially postgraduate students (Hamblin 

2005). 

In the 21st century, academic libraries face a significant strategic challenge when it comes to 

handling data. Their pivotal role in supporting research is more relevant than ever and should 

not be underestimated. Academic libraries are increasingly finding new opportunities to 

contribute, such as raising researchers' awareness about data, establishing archival and 

preservation services for institutional data through repositories, and creating a distinct 

professional field known as data librarianship (Frederick, 2019; Brown, et al, 2018; Friedlander 

& Adler, 2006).  

The provision of Research Data Services by libraries takes many facets as shown by some 

studies (Borghi & van Gulick, 2022; Chawinga & Zinn, 2021; Bunkar & Bhatt, 2020; Koltay, 

2016). The provision of this service to researchers varies from library to library and may 

include services such offering research data management training, management and 

administration of institutional repositories, helping researchers with the creation of data 

management plans. Some libraries also offer assistance to researchers by providing data mining 

tools, data visualisation tools and creation of metadata. Other services include helping 

researchers to understand the intellectual property issues related to research data (Koltay, 2016; 

Flores et al., 2015; Tenopir et al., 2015b; Linde et al., 2014).  

Undoubtedly, data-intensive research has a global visible impact on library service and 

practice. Considering the changing trends, libraries have the responsibility to take up more 

notable initiatives that would cement their role in the research data space. While outlining new 

areas of involvement for libraries such as “policy formulation, repository development, 
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curriculum innovation, professional updating, postgraduate training, resource selection”, 

Corrall (2012:19) points out that, libraries have to play a role in providing research advice, data 

advocacy and curation profiling. 

2.11.2 Data librarianship 

The provision of research data services in libraries requires skilled professionals (Fuhr, 2022; 

Tenopir et al, 2017; Brodsky, 2016). With the evolution and adoption of ICT in the library, 

coupled with the ever-changing needs of library users, the role of traditional librarianship has 

been transformed. In the era of big data and open data, librarians are called to play a vital role 

in the research life of their users. In this context, they could play a frontline role in spearheading 

data literacy programmes by training students and faculty members, due to the magnitude and 

complexity of research projects they are working on (Simons & Searle, 2014; Corrall, 2012). 

Carlson and Kneale (2011) carried out a study on the role of embedded librarianship in the 

context of research. According to the findings of the study, faculty members who participated 

insisted that students were lacking data literacy skills hence the need for an instructional data 

literacy programme especially for students who were carrying out research. However, even 

with the admission that there is need for data literacy instruction programs for students, the 

faculty members were reluctant to take up the responsibility of teaching data management skills 

to their students hence preferred delegating the duty to librarians. What this means is that a 21st 

Century librarian must be different from a “traditional” librarian. As an embedded librarian, 

(Andrews, 2015) they should be able to take up such roles and clearly indicate which skills 

should be included in a data literacy programme for researchers in order to remedy the situation.  

In the same context, Koltay’s (2015:6) study, “Data literacy for researchers and data 

librarians”, adds that the new role of the librarian in offering data literacy services is an 

evolving one considering the skills needed by students and researchers. He calls for the 

development of effective instructional content, methods, and formats that would impart data 

competencies. It is therefore clear that data literacy services offer librarians a chance to 

transform their influence in research especially in academic institutions. This view is echoed 

by Schultz-Jones, Moore and Marino, (2019); Semeler, Pinto and Rozados (2019) and Sewell 

and Kingsley (2017) who emphasize the need for librarians to undergo training to enhance their 

research data literacy skills, given the increasing demand for research data services from 

students and researchers. 
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2.11.3 Collaboration between the library and academic departments 

In the words of Pham and Tanner (2015:3), collaboration in the education context is described 

as “a joint working, learning and sharing process that specifically focuses on the activities of 

teaching, learning and researching among educational participants, in which knowledge can be 

activated and transferred”. The library and the teaching fraternity have various levels of 

collaborations in a learning institution. In a study on how academics and library staff can 

collaborate in order to enhance services, Pham and Tanner (2015:3) highlight specific areas of 

collaboration which include “building subject collections, organising transition programs, 

developing learning skills for students, embedding information literacy skills and research 

skills into the curriculum, teaching and tutoring or working on research projects”. For example, 

a working partnership between the University library of South Florida St. Petersburg (USFSP) 

and the faculty members has achieved in delivering “quality information literacy programs”. 

Furthermore, the library at USFSP has a program aimed at assisting faculty in RDM (Burress, 

Mann & Neville, 2020:1). 

The need to develop or create a data-literate community of researchers presents another 

opportunity of collaboration between the library and other departments. From the case studies 

presented, most of the initiatives reviewed involve a level of collaboration between the 

university library and the faculty. Such collaborations give way to the development of data 

literacy modules that are tailored towards the students’ or/and faculty members’ research needs. 

In this line, Carlson and Kneale's article concludes, that such collaborations between faculty 

and librarians are highly recommended: “as the best practice for teaching data information 

literacy skills" (Carlson & Kneale, 2011:653).  

It is therefore worth noting that to establish a collaboration between the library and academia, 

in the realm of data literacy services, and fostering a dynamic partnership is crucial. This 

collaboration should extend beyond the traditional boundaries, involving joint efforts in 

curriculum development, research projects, and the integration of information literacy skills.  

2.11.4 Embedding data literacy instruction into the curriculum 

Embedding Information literacy in the universities’ curriculum has been hailed as one of the 

reasons for its success and wide adoption. At the University of Bedfordshire, a collaboration 

between the faculty librarian and the Department of Psychology led to the embedding of 

information literacy into the Psychology curriculum during the years 2007-2008. The use of 

blended learning during the program and incorporation of a variety of teaching and assessment 
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methods were unutilised (Robertson et al., 2012). A study by Azubogu and Madu (2019) 

advocates for the integration of information literacy training into the curriculum in Nigerian. 

Borrowing from embedding practices of Information literacy across the curriculum, data 

literacy can be integrated into a variety of courses and disciplines (Calzada & Marzal, 2013). 

One of the emerging themes around data literacy as documented in the case studies above is 

the need to embed data literacy instructions into the curriculum. Some of the proponents who 

advocate for embedding data literacy instructions into the curriculum go further in arguing that 

leaners at all level of learning need to be introduced to data literacy. That there is a need to 

expose data literacy concepts to all groups of learners at an early age (Wanner, 2015; 

Derakhshan & Singh, 2011; Proctor, Wartho & Anderson, 2005). They add that, though 

libraries play a key role by organising training schedules, the library cannot exhaust all the 

areas of concern. They insist that library time is not sufficient to take a learner through a 

comprehensive understanding of RDM. 

According to Stephenson and Caravello (2007: 527), incorporating data literacy training across 

the curriculum increases chances of comprehensively attaining data literacy competencies. 

They add that this could be done in various ways such as “incorporating individual 

consultations, class orientations, reference desk instruction, incorporating data literacy 

activities into other library instruction initiatives, using hands-on activities and so forth”. 

Furthermore, the use of creative, practical pedagogical techniques as well as case studies could 

be applied. 

Another advantage of introducing continuing data literacy training in all stages of learning 

according to Stephenson and Caravallo (2007), is to develop skills for ongoing research in 

academia and workplace for lifelong learning. They insist that "if students are expected to use 

data skills as they move into a higher level, evaluative, and interpretive research and 

coursework, they will need multiple opportunities in which to develop data literacy" (ibid: 

535).  

2.11.5 Data literacy for lifelong learning  

The concept of lifelong learning is more associated with information literacy than data literacy 

considering the available literature (Solmaz, 2017; Lau, 2006; Serap, 2003; Candy, 2002). 

However, closely related is the data-informed learning concept. Maybee and Zilinski, 

(2015:3), describe data-informed learning as “an approach to data literacy designed to address 

shortcomings associated with generic skill-based models by having students learn to use data 
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within the context of disciplinary learning”. The concept envisions embedding data learning in 

educational programmes at all levels of schooling with the hope of equipping learners with 

lifelong skills. The concept is closely related to data literacy considering its approach to data 

literacy and lifelong learning goals. It is quite apparent that the need for one to be data literate 

should not just be for the moment in time but rather for posterity. Maybee and Zilinski, (2015:3) 

add that data literacy and data-informed learning “support lifelong learning using data in the 

context of learning and prepare learners to use data in their professional and personal settings”. 

Data skills are meant to help one be competent in handling data-related assignment both in 

class and outside the class. According to Stephenson and Caravallo (2007), data literacy skills 

are transferable right from classrooms and to other spheres of life like the workplace.  

The concept of data literacy for lifelong learning is undoubtedly related to the previous 

discussion on public data literacy. While the former focuses on the development of skills and 

competencies required for individuals to effectively engage with data throughout their 

educational and professional journeys, the latter is concerned with the general public's 

understanding and use of data. Despite differing emphasis, both concepts share the main goal 

of providing individuals with the necessary skills to access, comprehend, and critically evaluate 

data in a variety of circumstances. Maybee and Zilinski (2015) define data-informed learning 

as a paradigm for integrating data literacy into educational programs, promoting lifetime skill 

acquisition and application. As a result, while data literacy for lifelong learning may have a 

greater educational focus, its alignment with the larger goals of public data literacy emphasizes 

the interconnection and mutual reinforcement of these concepts in promoting data literacy 

throughout various spheres of life. 

2.12 Possible challenges in the implementation of data literacy programmes 

As indicated before, data literacy is a fairly new area of both practice and study. Not so much 

has been studied regarding challenges related to its implementation. However, challenges 

associated with research data management could be closely related. Some of these challenges 

include; RDM skills gap, fiscal support and inadequate infrastructures (Xu, et al., 2022). 

In a study, Ridsdale et al (2015:19) point out some barriers and challenges that data literacy 

programmes would face. The study points out that there is a misconception that people born 

post-1983 are technologically savvy hence they need no training in data competencies. That 

they “have inherent technological skills and abilities” (ibid: 13). This kind of misconceptions 
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leads to overlooking of data needs of researchers hence no programme or initiative is developed 

towards helping them.  

The report also raises the challenge of introducing data literacy at an advanced academic stage. 

That “it is difficult, to begin with, the basics with a professional audience with varying skill 

levels” (Ridsdale et al., 2015:19). 

Qi’s (2018) study alludes to the fact that despite the awareness of the need for data literacy, 

university libraries face some considerable challenges. The study notes that there is a lack of 

comprehensive theoretical framework designing specific paths for a data literacy programme. 

Even though some libraries are currently carryout data literacy programmes, mostly in the form 

of RDS, there is still a lack of a unifying framework providing standards and guidelines. Qi 

(2018) states that there are no consistent standards and corresponding rules in the industry. 

Typically, each library sets its own regulations and segregated systems, making significant and 

effective external collaboration and interchange difficult. 

According to the study, data literacy implementation is suffering from insufficient 

understanding of its importance. There is a lack of “top-level design and policy support” 

especially from top-level management. Meaning that the organisational structure, be it in 

libraries or parent institutions have not yet had a buy-in into supporting data literacy training 

initiatives, Qi’s (2018).  

The lack of a suitable framework is a key barrier to the implementation of data literacy 

initiatives, limiting their efficacy and cohesiveness. While some libraries or institutions as 

captured in sections 2.9 and 2.10, are actively trying to implement data literacy programs, the 

lack of consistent standards and rules is a challenge to seamless collaboration and exchange 

among institutions. Addressing this framework weakness is critical to improving the 

effectiveness and sustainability of data literacy initiatives in academic settings. 

Even though some institutions are currently conducting data literacy training, the problem is 

that they have not done a needs analysis to find exactly what the actual needs of the users are. 

Furthermore, they have not carried out an investigation to find out the possibility of inter-

disciplinary or inter-institutional collaboration while doing data literacy training. And lastly, 

some of the libraries have not found out whether they have the right specialised personnel who 

could help in the training Qi’s (2018). 
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2.13 Summary 

As the world embraces the use of technologies, while world nations adopt knowledge economy, 

data literacy will remain to be one of the most significant literacies for citizens at large. The 

demand for data literacy programs or initiatives might not be expressed explicitly, especially 

in the global South. But as research funders requirements continue to be implemented, the 

volume of data continues to increase and technologies continue to evolve, there is no doubt that 

data literacy programs will have to become a normative part of scholarship.  

Chapter 2 sought to explore the role of university libraries in data literacy. The chapter paints 

the picture of the researcher’s needs especially in dealing with data while considering their 

various needs. The chapter starts by introducing the concept of data literacy as well as its 

development due to the rise of open data and big data, and how it is linked to other literacies. 

With limited literature addressing specifically the data literacy concept especially its 

implementation in universities as a service for researchers, the researcher consulted literature 

that addresses the library’s role in providing Research Data Management services. The 

literature sought was also that which addressed the library’s role in supporting various aspects 

of the research lifecycle with a special focus on data. The study reviewed literature on the 

support provided while adhering to the UK research data lifecycle model. 

The literature reviewed also discussed the role of libraries and librarians’ competencies about 

supporting data literacy; the vital role of university libraries and librarians in RDM, and the 

integration of technologies in the research lifecycle. The literature revealed that librarians 

globally are making effort to encourage data literacy but there are barely structured strategies 

or framework to guide effective implementation of data literacy. The most extant literature on 

data literacy was found in global north regions including the USA and Europe. There are 

limited resources addressing data literacy research data management in the African context.  

In the analysis of the available literature, the researcher identified some gaps, which included, 

limited literature specifically addressing the concept and implementation of data literacy 

programs within university libraries, especially in the context of the global South and 

specifically in Kenya; a lack of structured strategies or frameworks guiding the effective 

implementation of data literacy initiatives within university libraries, particularly in African 

countries. The researcher also discovered that there is a prevalence of literature from global 

North regions, such as the United States and Europe, with few resources addressing data 

literacy and research data management in African contexts, including Kenya.This study 
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therefore, endeavoured to contribute to filling these gaps by exploring and providing evidence-

based study for data literacy in Kenya. The next chapter presents the research methodology.  
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CHAPTER 3 

3. THEORETICAL FRAMEWORKS 

Chapter 2 presented relevant literature for the study. The focus here shifts to relevant 

frameworks for the study. 

3.1 Introduction  

In Chapter 3, the researcher presented theoretical frameworks for the study which served as the 

structure and support for the study (Grant & Osanloo, 2014) and pillars for the development of 

a foreseen data literacy framework. The chapter consists of concepts that helped in 

understanding the specific phenomenon in the study. The researcher presented the background 

for frameworks and models that were applied to the study before developing an initial 

conceptual framework for the study.  

3.2 Background for frameworks and models 

One of the objectives of this study was to develop a data literacy framework that provides a 

basic structure for the implementation of data literacy programmes in universities in Kenya. 

This section provides a general understanding of what frameworks and models are in relation 

to research. In the analysis, the researcher particularly focused on what theoretical and 

conceptual frameworks are and why they are considered as an important component in research 

before delving into data literacy-related frameworks. 

In research, the use of theoretical and conceptual frameworks is prevalent as researchers try to 

relate or align their studies with theories that exist. In a single study, a researcher could choose 

to either use one of the frameworks or both (theoretical and conceptual). The use of theoretical 

and conceptual frameworks in research aims to explain the research's route while keeping it 

theoretically grounded. Using the two frameworks has the overall goal of making research 

findings more relevant, acceptable to theoretical constructs in the research field, and ensuring 

generalisability. A distinction between the two frameworks and how they are used or 

incorporated in research is provided in the following sections. 

A theoretical framework that Grant and Osanloo (2014) describe as a “blueprint” or guide for 

research is an explanatory system or a perspective that frames a study. It is what connects a 

study to larger ideas beyond the particular. In research, a theoretical framework “serves as the 

structure and support for the rationale of the study, the problem statement, the purpose, the 

significance, and the research questions” (Grant & Osanloo, 2014:12). For a researcher 
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carrying out a study, it is a measure of the relationship and impact of their study to the specific 

context in which the study is to be applied. As Varpio et al. (2020) put it, it consists of concepts 

that help in understanding the specific phenomenon in research. According to Ravitch and 

Riggan (2017:13), one of the main reasons why researchers incorporate the use of a theoretical 

framework in their studies is to “confirm a gap in knowledge and to provide a justification for 

conducting a study”. 

The use or application of a theoretical framework has been deemed to be of particular 

importance especially to a study’s literature review. A literature review of a study, for instance, 

consists of different yet interrelated parts considering the topic in discussion. In this case, 

according to Grant and Osanloo (2014), a theoretical framework helps in developing coherence 

among the various studies under review. Furthermore, a theoretical framework in studies is 

used as a foundation on which the constructs of a study as captured in the research questions, 

can be defined and located in the literature review. Thus, the researcher’s views of the concepts 

under study can be established, explained, and justified (Varpio et al., 2020). Another reason 

why the use of a theoretical framework in a study is deemed important is that it sets the 

parameters within which literature can be reviewed. According to Kumar (2014), lack of a 

theoretical framework could lead to a researcher losing focus, getting overwhelmed with 

unnecessary reading and note-taking which could be irrelevant to the study. 

The conceptual framework also known as a conceptual model, in contrast to the theoretical 

framework, is a structure or model constructed by the researcher in an attempt to elucidate the 

natural course of the phenomenon under investigation. It is a logical structure of connected 

concepts that helps provide a picture or visual representation of how ideas in a study relate to 

one another (Grant & Osanloo, 2014). It is the researcher's opinion on how the research 

problem should be investigated, based on the literature review and theoretical frameworks 

analysed in the study.  According to Kivunja (2018), a conceptual framework is the 

researcher’s “logical conceptualization” of their entire study project. In the conceptualisation, 

the researcher clearly defines the relationships between different variables in the study (Ravitch 

& Riggan, 2017). 

The process of arriving at a conceptual framework is akin to an inductive process whereby 

small individual pieces (in this case, concepts) are joined together to tell a bigger map of 

possible relationships. Thus, a conceptual framework is derived from concepts, in so far as a 
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theoretical framework is derived from a theory. Schematically, this may be represented 

diagrammatically depending on the choice of the researcher.  

In this study, the researcher will use both theoretical and conceptual frameworks. The use of 

the two frameworks will eventually be presented diagrammatically towards the end of the 

chapter as the initial framework.  

3.3 Theoretical frameworks for data literacy 

There is a steady increase in the realisation of data (re)use in higher education as an important 

research output with the emphasis being put on managing data for future use. Data re(use) 

entails some different activities, which include “returning to one’s own data for later 

comparisons, acquiring datasets from public or private sources to compare to newly collected 

data, surveying available datasets as background research for a new project, or conducting 

reanalyses of one or more datasets to address new research questions” (Pasquetto, Borgman & 

Wofford, 2019:4). Similarly, due to interests in data, there is a general call for the development 

of basic data literacy competencies among researchers especially those within academic 

institutions (Maybee & Zilinski, 2015). The magnitude of data and the role data plays today in 

almost every aspect of life including decision making, demand that 21st Century global citizens 

should acquire or possess some data-relevant skills such as gathering, storing, processing and 

visualising data (Corrall, 2019c). An academic environment (such as a university) is seen as an 

ideal place to champion the development of data literacy skills. Entrenching data literacy 

programmes in the curricula at the university level is therefore considered to be a step in the 

right direction (Koltay, 2017; Carlson & Bracke, 2015), as that would target researchers (post 

graduate students and faculty members) who intend to impact the society through their research 

engagements.  

To argue and justify the need for the implementation of data literacy programmes in institutions 

of higher learning, the researcher will present some theories and models which will help in 

guiding an investigation into data literacy among researchers. These theories and models will 

form the pillar upon which a data literacy framework will be built. The theories are the Radical 

Change theory and the Stakeholder theory while the models will include the Intellectus model 

and the Bielefeld University RDM training model. The Radical change theory is adopted in 

this study as it explains the changing environment that dictates the need for data literacy among 

researchers (Dresang & Kotrla, 2009). It frames the changing context for data literacy 

development. The Stakeholder theory and the Intellectus Model are socioeconomic theories, 
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concerned with the relationship between social and economic factors within society. Their use 

in this study is justified by the emerging trends in social and behavioural sciences where there 

is a move towards understanding research problems from an interdisciplinary perspective 

within the context of society (Corrall, 2019a). And lastly, there is the Bielefeld University 

RDM training model which is adapted from the training programme implemented by a German 

university having identified the data literacy needs of researchers.  

3.3.1 The Radical change theory 

The initial development of the Radical Change theory is associated with Eliza T. Dresang 

dating back to the mid-1990s. However, the first link between Radical Change theory and data 

literacy was made by Professor Sheila Corrall from the University of Pittsburgh (Corrall, 

2019a). The main reason for the development of the Radical change theory was to try and 

explain how the changing digital age affects information resources and information behaviours 

among the youths while applying the digital age principles (Dresang, 2005). Its development 

and application as a digital theory was aimed at demonstrating changes in the information 

world. This is well illustrated in the book, Radical Change: Books for Youth in a Digital Age, 

by Dresang (1999). Koh (2015:2) notes that since its inception, the radical change theory has 

“influenced numerous researchers and professionals by equipping them to understand and 

better serve digital youth”. Koh (2015) singles studies by Pantaleo (2008) and Hassett (2005) 

which are some of the earlier studies that applied the radical change theory. There is also a later 

study by Pantaleo (2017) that applies the radical theory framework.   

The Radical Change theory acknowledges the digital age’s “radical changes” in terms of forms 

and formats as well as perspectives, and boundaries in the youths’ literature and their impact 

in terms of interactivity, connectivity, and access to information. In summary, the Radical 

Change theory “serves as a lens through which to examine, explain, and use contemporary 

literature for youth growing up in the Digital Age” (Koh, 2015:3).  

Even though the Radical Change theory was developed purposely to explain some of the 

changes that were occurring in some of the literature meant for the young people navigating 

the technological evolutions affecting writing and authorship, it has been impactful in other 

areas too. The Radical change theory has been adopted as an explanatory framework in various 

contexts such as in explaining changes experienced in information behaviour and resources 

(Knox, 2014; Rubel, 2014) as well as trying to make clear the place of “intellectual freedom in 

librarianship” (Childs, 2017).  

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



70 
 

Essentially, the Radical Change theory is grounded on three key digital age principles; 

interactivity, connectivity, and access. According to Dresang (2005), the purpose of the use of 

the three principles is to elucidate changes experienced in information resources for young 

people and their information behaviour. Dresang’s (2006) digital age principles can be applied 

to explain aspects such as data literacy in the current information-filled society. 

By coming up with the Radical Change theory, Dresang and McClelland (1999) had identified 

and acknowledged that some radical changes had and were still taking place with regard to 

young people’s information behaviour in the digital world. The ICTs evolution and their rapid 

adoption were impacting young people’s information-seeking behaviour. They pointed out 

what they considered as changes that were evident in youth literature: “changing forms and 

formats, changing perspectives, and changing boundaries,” (Dresang & McClelland, 

1999:161). The three types of changes correspond to what was developed as the three principles 

of the digital age by Elizabeth Dressang, that is “interactivity, connectivity, and access” 

(Dresang 1999). 

The general schema of this theory offers a favourable view for investigating some of the radical 

changes in the data world. This is what Corrall (2019a) identifies as “human-data interaction 

and data literacy” among researchers in the complex pluralist context. The context is described 

in more detail below. 

3.3.1.1 The complex pluralist context of data 

The evolution of Information Communication Technologies (ICTs) has brought with it various 

radical changes that have impacted human interaction with data. ICTs have, for instance, 

inspired the development and growth of globalized networks of trade, communication and 

transport. With ICTs, there is movement or transfer of information from one end to another 

which has become a fundamental component in the socio-economic setup of any society today. 

According to Ridsdale (2015: 8), there is an increase in “collection, analysis, sharing, and use 

of data” as a result of ever-emerging technologies. ICTs have consequently led to the data 

revolution that researchers are experiencing today. 

As pointed out in Chapter 1 of this study, the data revolution is real. The 21st Century 

researchers are experiencing huge amounts (large quantities) of data in their various 

engagements with/in different studies. The reality is parallel for organizations, institutions, 

companies and businesses which are depending on data in decision making in relation to their 

strategic and operational directions. In their encounter with data, they find themselves dealing 
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with increasing volumes of data hence demanding critical analysis. Daniel (2015:907), notes 

that “the nature of data available is changing, and the changes bring with them complexity in 

managing the volumes and analysis of these data”.  

According to Pentland (2013) and Patil and Mason (2015), we live in a data-driven society 

considering the fundamental increase in data as compared to the previous years. The scientific 

world has witnessed the rise of Open Data and Big Data hence leading to a fundamental change 

in how we perceive, work with and consume data today (Monino, 2021; Berman, 2017; 

Blackburn, Alexander, Legan & Klabjan, 2017; Connelly et al., 2016). The research 

community in one way or another is getting influenced by the emerging world of open and big 

data. These two phenomena (Open Data and Big Data) offer both challenges and opportunities 

to researchers ranging from workforce training issues, ethics and privacy concerns as well as 

new chances for public-private partnerships (Acharjya & Ahmed, 2016). However, the big 

challenge is the competency of a researcher when handling and dealing with data (Berman, 

2017).  

The 21st Century researcher is struggling to deal with huge volumes of data and other related 

requirements (Younas, 2019; Kvale & Stangeland, 2017). According to Kvale and Stangeland 

(2017:728), “the amount of digital data currently produced in research, combined with 

incentives for open science” raise new challenges for researchers today. They add that 

requirements for data management plans by funders as well as journals and publishing 

platforms demand that 21st-century research should be data literate. Ridsdale, et al. (2015:8) 

believe that there is a need to shift from just being a “data-rich to an information-rich and 

knowledge-rich” society considering the described context. The transition demands data 

literate researchers and citizens in order to cope with the “radically” changing research 

environment.  

3.3.1.2 Radical change theory and data literacy  

As mentioned earlier in section 3.2.1, the first person to use or link the Radical change theory 

to data literacy is Professor Sheila Corrall from the University of Pittsburgh (Corrall, 2019a; 

Corrall, 2019b). Corral has written and presented papers including hosting roundtable 

discussions on the need to develop data literacy competencies among the community of 

researchers as well as the society in general (Corrall, 2019a; Corrall, 2019b; Corrall, 2019c; 

Corrall, 2019d). According to Corrall (2019a), the Radical Change theory provides a suitable 

framework to describe, explain and analyse what she terms as the “complex, pluralist context 
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for data literacy development”. She cites studies such as Critchlow and van Dam (2013); Hey, 

Gannon and Pinkelman, (2012); Bell, Hey, and Szalay, (2009) which highlight how the ever-

increasing volumes of data have led to what is considered to be the “fourth research paradigm” 

as evidenced by data-intensive research. 

Critchlow and van Dam (2013) in their book Data-Intensive Science, look at the impact of data-

intensive science on research and describe what they consider as upcoming tools that will help 

scientists make breakthroughs in the future. They examine some of the best practices and gaps 

in these techniques for addressing issues that data-intensive science faces. Hey, Gannon and 

Pinkelman, (2012) point out in their work how data-intensive science is shifting the boundaries 

of research in different ways. On the other hand, Bell, Hey and Szalay, (2009) in their study 

acknowledge how intensive data science will be to the endeavours of many researchers or 

scientists. However, they warn that this comes with the demand for some specialized skills that 

each researcher must be ready to attain in order to maximise opportunities that come with it. 

They conclude their study by recommending that “making optimum use of such services will 

require some radical rethinking in the research community” (Bell, Hey & Szalay, 2009:1298). 

In one of her presentations, Corrall (2019a) points out how the data deluge has resulted in the 

fourth industrial revolution due to the explosion of data. She is of the view that data explosion 

has impacted every stratum of the society including businesses, governments and the rest of 

the society’s sectors as far as decision making is concerned. Fundamentally, thanks to the 

radical changes, data has become a valuable asset for organisations as well as individuals 

(Corrall, 2019a). This view is augmented by Wiljes and Cimiano (2019:1) as they highlight 

that “with the advent of digital data, computer-based analysis and the internet, the way 

scientific work is done has been revolutionised”. Therefore, they advise that to be at the same 

speed with the “rapid transformation, the world needs competent and informed researchers who 

can apply new methods of research data management effectively and responsibly,” (Wiljes & 

Cimiano, 2019:1) 

In Corall’s analysis of the Radical Change theory in relation to data, there are three digital age 

principles (interactivity, connectivity and accessibility) which, according to her, form the 

“complex pluralist environmental context for data literacy development”. The complex 

environment is a result of the evolution of ICTs which have radically changed interaction with 

data. ICTs, for instance, allow for data interactivity which has influenced data presentation and 

how users interact with the presented data. Data interactivity is associated with data 
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visualisation which allows users to manipulate some aspects of the data set or the presentation 

of the results allowing users to gain insight from the data at the level they require (Park et al., 

2022). Data interactivity gives the user some level of control over the presented data and an 

opportunity to get answers about the different questions they may have about the data.   

The evolution of ICTs has also led to data connectivity which is another digital age principle. 

The connection of diverse data sets and applications, including data from distinct identity 

spaces, is known as data connectivity. This allows multiple parties to collaborate with data 

controls, assuring safe and effective activation across the ecosystem. Data connectivity 

encourages more connection and collaboration between researchers and better research 

practices that lead to new findings and better decision-making. In a time of reduced monetary 

investment for science and research (Tchamyou, 2019), data connectivity that allows sharing 

among researchers turns out to be a better way for researchers to share resources. This is a 

radical change in research today as it allows researchers to build upon the work of others rather 

than repeat already existing research. Similarly, data connectivity allows researchers to share 

data, allowing them to conduct meta-analyses on the present research issue. Meta-analyses are 

useful for identifying greater trends across topical ranges. This ensures the continued 

production of these types of analyses. Data connectivity has been made possible today with the 

evolution of ICTs.  

Furthermore, the adoption of ICTs in research has resulted in a radical change in data 

accessibility hence impacting researchers’ interaction with data. Data accessibility denotes 

removing barriers that inhibit access to data and fully leveraging the data contained in different 

databases today. Modern research technologies have greatly increased the amount of scientific 

data being generated. Data accessibility is important at every level of the research process 

because it allows researchers to pool data and conduct analyses with more confidence in their 

findings. The more data a researcher has, the more statistical power they have to back up their 

findings and anticipate data quality concerns. 

According to Corrall’s (2019a) analysis, there are four radical changes that bring about the 

complex pluralist context of data that researchers experience today. These changes are related 

to the evolution and development of ICTs, the datafication process, the penetration and 

influence of the data revolution and the changing role of librarians in supporting research.  

The evolution and development of ICTs signified or ushered in the first radical change. 

Technologies have enabled new ways of handling large sets of data, accessing data, archiving 
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data and even sharing data. The new technologies have radically disrupted the traditional way 

of handling and managing data. In a study aimed at establishing some of the determinants of 

data sharing, Sayogo and Pardo, (2013) established that there is a lack of data management 

skills as one of the key determinants in the management of data. The study linked a lack of data 

management skills to the robust advancement in ICTs that they considered as evolving at a 

high speed. According to the study, “advances in computing, information and communication 

technologies produce” have had a significant impact on scientific research” hence there is a 

need to empower researchers with necessary skills in order to cope with the changing 

environment in research. Evolving technologies, as Tenopir et al (2011:9) point out, have made 

research to be “increasingly data-intensive and collaborative”. The same point of view is 

emphasised by Muriithi, Horner and Pemberton (2016). Additionally, the new ICT evolutions 

and capacities have introduced new technologies in research that aid in the manipulation and 

exploration of large volumes of data (Park et al., 2021). 

The second radical change is that data has tilted the status quo in research, higher education, 

and society, hence making them part of or beneficiaries of a datafication process (Corrall, 

2019c). Datafication is a buzzword which, according to Mayer-Schoenberger and Cukier 

(2013:56), “is the transformation of social action into online quantified data, thus allowing for 

real-time tracking and predictive analysis”. van Dijck (2014:198) adds that it involves the 

transformation of previously unobservable processes or activities into data that can be 

observed, traced, examined, and improved. In the wake of datafication, not just as a radical 

concept but also a radical practice, data literacy becomes a fundamental requirement for both 

researchers and anyone else who would like to make sense out of data. As noted by Corrall 

(2019), it is also required for effective participation in citizen research, open government, 

community development, intelligent healthcare, and social networks. As a result, data literacy 

is in high demand among all sections of society. However, this study narrows its focus on data 

literacy for researchers in the context of a university. 

The third radical change concerns the level of penetration and influence of the data revolution. 

According to Corrall (2019), the impact of the data revolution can be felt in all areas of work, 

activities and services in libraries. Corall’s view conquer with earlier studies by Connelly et al 

(2016) and Kitchin (2014) which highlighted that it is as a result of this revolution that 21st-

century libraries have been turned into data-intensive organisations courtesy of the ever-

increasing “developments in digital scholarship, bibliometrics and altmetrics, open science, 

linked open data, learning analytics and data-based decision making”. The institutional 
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management of the library must, therefore, realise the need to invest heavily in data literacy 

due to the radical change in the role of the library in supporting researchers with data literacy 

services (Corrall, 2019a; Tang & Hu, 2019; Koltay, 2017a; Koltay, 2017b).  

The fourth radical change courtesy of the data revolution is the new role played by librarians 

in research. With libraries repositioning and offering new services such as research data 

management, it means that there is a need for a radical change in librarianship as a profession 

(Koltay, 2016). The future librarian must be data literate (Rice & Southall, 2016). Librarians 

need some basic competence in dealing with data, only then will they be able to stand a chance 

of effectively contributing to the library of the future. According to Koltay (2015) while 

engaging librarians, some libraries are gradually introducing data literacy services as part of 

their RDM services. This state of affairs confirms the assertion that for libraries to remain 

relevant in the 21st century, the expertise of their staff, in this case, information professionals, 

must be put into use and start offering research data services (Christensen-Dalsgaard et al., 

2012). 

According to Corrall (2019), the role played by librarians in offering data-related services range 

from “helping students and faculty find and use external social data sets, to advising on 

management and sharing of original research data in the context of funder requirements for 

data management plans”. Corrall (2019) adds that today some libraries “have extended their 

data literacy support to cover other areas and involve more library staff via data literacy 

training”. Data literacy is closely related to research data services (Koltay, 2016; Searle et al., 

2015) hence, if librarians wish to support data-intensive research, they would also need to be 

able to provide data literacy training. The justification of librarians getting involved in data 

literacy as key stakeholders will be discussed later in this chapter as an element of the 

Stakeholder theory. A comprehensive discussion on the role of the library in data literacy will 

also be discussed later in this chapter under the Intellectus model. 

Considering the radical changes experienced by researchers in the handling of data today, as 

highlighted above and in line with the response to the needs of researchers in universities, 

academic libraries have a key role to play in ensuring their satisfaction (Shelly & Jackson, 

2018; Koltay, 2017). Academic libraries are a key component in a university’s wide range of 

activities including supporting teaching and learning, and research. Considering that 

universities, as institutions of higher learning, operate in constantly evolving complex and 

competitive environments, they have a responsibility to adapt to local, national, and 
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international economic, political, and social shifts (Chankseliani, Qoraboyev & Gimranova, 

2021) such as the world of complex pluralistic data. Charged with the responsibility of 

developing the world’s future human resources/employees (Köksal, 2019; Talley, 2017), 

institutions of higher learning must adopt new and innovative ways of responding to the radical 

changes experienced today. Developing researchers that are highly skilled in the responsible 

use of data is one of the reasons why data literacy should be one of the 21st-century skills that 

should be prioritised (Koltay, 2017).   

The strength of the Radical Change theory lies in its recognition and acknowledgement of the 

radical technological evolution and its widespread impact in various praxis of life. Technology 

has become an ultimate disruptor in research. As research continues to experience a high-tech 

makeover, the 21st-century researcher needs to acquire new and relevant skills in the wake of 

their encounter with huge and complex sets of data. Furthermore, radical change in data 

technology characterised by big data, open data, data reuse and FAIR data exerts pressure on 

concerned players (stakeholders) to ensure researchers are well equipped with the necessary 

skills in handling evolving changes in research. The researcher, therefore, applies the radical 

theory to explain some of the contemporary changes in data management. As a theory, it is an 

important tool for concerned stakeholders in assessing the radical changes in the research 

environment in order to alert those concerned to be aware of the evolving needs of a researcher 

in relation to data management.  

Even though the Radical Change theory categorically highlights and points out on the changes 

experienced, it does not offer an explicit solution in terms of what needs to be done and how 

to offer a solution to the changes experienced. As a theory, it only situates the problem. In the 

next section of the study using the Stakeholder theory, the researcher will discuss some of the 

key players that need to be involved in the development and implementation of a data literacy 

program in order to cope with the evolving changes in the research environment.    

3.3.2 The Stakeholder theory 

The development of Stakeholder theory is attributed to Edward R. Freeman which he 

documented in 1984 (Freeman, Phillips & Sisodia, 2020; Jones, Wicks & Freeman, 2017; 

Freeman, 2015). The elaboration of the theory is captured in one of his books (Freeman, 1984). 

In the book, according to Wood, Mitchell, Agle and Bryan (2018), Freeman introduced the 

concept of a stakeholder as an alternative perspective on “who matters” or who is the most 

significant in the context of a business, company or organisation. An elaborate development of 
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the Stakeholder theory was later done by Mitchell et al. (1997) in a study, where a stakeholder 

typology was developed, classifying different groups of stakeholders in an organisation as, 

dormant, discretionary, demanding, dominant, dangerous, dependent and definitive 

stakeholder.  

The Stakeholder theory was developed for the business world. It has widely been used as a 

socio-economic theory in organisational management and business ethics. There is also a wide 

adoption of the Stakeholder theory not only in the field of business ethics as it is also widely 

used as a framework in corporate social responsibility approaches. As a theory, it accounts for 

various constituencies (individuals or groups) that in one way or another have a bearing on an 

organisation such as employees, suppliers, local communities, creditors, and others (Lin, 

2018). In his book, Freeman (1984:46), describes a stakeholder as “an individual or a group 

that can affect or is affected by the achievement of the organization's objectives". Freeman’s 

definition considers stakeholders as individuals or groups with a specific interest in an entity. 

As per the definition provided by Project Management Institute (1996), stakeholders are 

individuals and organizations that are actively involved in the project or whose interests may 

be influenced, either positively or negatively, by the project's execution or its endpoint. 

Since there are various groups of stakeholders in an organisation or company, the basic 

fundamental question at the heart of the Stakeholder theory is which groups of stakeholders 

deserve the highest attention from the management and which one does not. What is essential 

to understand about the Stakeholder theory or concept is the “identification and prioritisation 

of stakeholders” based on three concepts; power, legitimacy, and urgency. Power, legitimacy, 

and urgency are social science concepts characterised as stakeholder attributes (Mitchell et al., 

1997: 869). The three attributes are considered as factors that determine the kind and level of 

attention management will give to various stakeholders (Yang, Wang & Jin, 2014; Mitchell et 

al., 1997).  

According to the Stakeholder theory power as an attribute is described as the stakeholder’s 

ability or potential to enforce their will within a given social relationship despite resistance 

(Mitchell et al., 1997). It is further described as the likelihood that one stakeholder in the 

organisation’s setting, despite resistance from management or other stakeholders, would be in 

a position to carry out their own will (Miles, 2017; Mojtahedi & Oo, 2017). With power, a 

stakeholder can influence what they desire in an organisation.  
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Urgency is “the degree to which stakeholder claims call for immediate attention” (Mitchell et 

al., 1997: 869). In an organisation, for instance, the needs of some stakeholders deserve to be 

responded to with immediate effect. For example, if the core business of a university is 

academic progress, then students are the definitive stakeholders whose needs deserve to be 

attended to with utmost urgency. The same applies to faculty members.   

The Stakeholder theory recognises the legitimacy of each stakeholder. Broadly, legitimacy is 

described as actions or conduct of an individual considered to be suitable within the parameters 

of a “socially constructed system of norms, values or beliefs” of an organisation. A legitimate 

stakeholder is therefore one whose way of conduct is seen to be “appropriate, proper, and 

desirable” to the organisation, within the framework of the social system (Parent & Deephouse, 

2007: 2). Suchman (1995) identifies three forms of legitimacy (pragmatic, moral and 

cognitive). Although legitimacy as a concept is considered to be a generalized perception, 

according to Mitchell et al. (1997), that is the actions and conduct of a stakeholder fitting within 

some systematically and socially constructed customs, principles, beliefs and definitions. 

A stakeholder analysis of data literacy actors 

The stakeholder theory is appropriate for this study because it allows the researcher to identify 

interested players and analyse their possible engagement in data literacy implementation in 

universities. According to Corall (2019a), the Stakeholder theory provides a suitable 

framework that fits a data literacy study because of its historical application in identifying 

direct and indirect actors in a phenomenon. The implementation of a data literacy programme 

in a university is determined by the collaborative efforts of various stakeholders. While some 

of them will be direct stakeholders in the implementation (librarians) and beneficiaries 

(postgraduate students and faculty members), some will be indirect stakeholders. Secondly, it 

is because of its description of different stakeholders while categorising them by their attributes 

and indicating specifically “who really counts for the firm” and needs attention (Bonnafous-

Boucher & Rendtorff, 2016:3). Practically for this study, in view of Someh et al. (2019) study, 

due to the complex-pluralist context of the 21st century of the big-data landscape, the 

Stakeholder theory would be an ideal theory for the study in terms of identifying players and 

actors (stakeholders) in the implementation of data literacy in a university. In the context of 

this study, therefore, this theory helps in identifying individuals, groups and organisations with 

salient interests in data literacy in universities.  
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Despite the Stakeholder theory being predominantly a socio-economic theory, according to 

Leisyte and Westerheijden (2014), there has been a steady uptake and application especially in 

higher education since the late 20th and early 21st centuries. The understanding is that there are 

individuals or groups of people or organisations with a legitimate interest in education. 

Students, teachers and governments are just a fraction of different stakeholders who have the 

right to intervene in education matters considering, the power, urgency and legitimacy they 

command in these sectors (Bjorkquist, 2011).  

As a new concept advocating for data competencies and gradually taking shape, achieving data 

literacy demands collaboration between various stakeholders. One of the findings from the 

Ridsdale, et al. (2015) study identified the aspect of collaboration among various stakeholders 

in order to achieve data literacy in society. They write that the “best practices for teaching data 

literacy education include collaboration between educators, organizations, and institutions to 

ensure goals are being met by all stakeholders” (Ridsdale, et al. 2015:2). They further 

acknowledge the diversity of experts in a university setting, such as students, faculty and 

librarians, who in their capacity are exposed to and interact with data at some point. The study 

advises that these are the different groups of people to be considered as priority partners while 

developing and implementing a data literacy programme (Ridsdale, et al. 2015).  

Stakeholders could be categorised as either internal or external stakeholders (Marques et al., 

2019). To implement a data literacy programme in a university, the two categories should be 

strongly considered. Internal stakeholders are senior members of the organisation with control 

over resources. They wield much of the influence within the setup of the organisation. External 

stakeholders can be considered as informal members with no direct control over resources in 

the organisation. However, there is a chance that they can impact the project positively or 

negatively (Aaltonen & Kujala, 2010). 

For this study, students and faculty are considered to be among the key internal stakeholders. 

They are the definitive stakeholders of data literacy training implementation initiatives. This 

study singles out postgraduate students and faculty members as key stakeholders because of 

their involvement in research. As pointed out in Chapter 2 section 2.7.1, post-graduate students 

are required to conduct research as an academic requirement before they are awarded a relevant 

degree in their respective programmes of study. It is also a requirement that faculty members 

carry out research, whether in their respective disciplines or as a member of an interdisciplinary 

team. Considered to be members of the research community in a university due to their 
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involvement in research activities, postgraduate students and faculty, need to be empowered 

with skills that will help them in handling or managing and sharing their research data. 

According to Carlson, et al. (2015), both the graduate students and faculty members need to be 

helped in developing data literacy skills, if data literacy is then regarded as a 21st-century skill. 

This study, for instance, singles out the two groups of stakeholders (postgraduate students and 

faculty members) as recipients of data literacy programmes. Hierarchically, according to the 

stakeholder theory, the researchers would be considered to be the definitive stakeholders of 

data literacy implementation. As definitive stakeholders, they need to be given attention not 

only because their needs “represent a legitimate claim” but because they are “likely to exercise 

power because of a sense of urgency” in their claim (Flak, Nordheim & Munkvold, 2008).  

Another group of stakeholders, who would need to be considered in the implementation of 

successful data literacy programmes, would be the librarians. In Chapter 2 of this study, we 

highlighted the impact that the ICT revolution has had on the current librarian’s role. The 

librarian’s role in the provision of research services has been transitioned into that of a key 

player in the research lifecycle. In a study on the role that academic librarians could play in 

data literacy instructions to meteorological students at the University of Oslo, Department of 

Geosciences, Frank and Pharo (2016) started their study with an assumption that considering 

their traditional role of providing information literacy training, academic librarians are better 

suited to provide data literacy training too. However, the study’s findings indicated that 

librarians as information professionals would need to improve their data skills as they will be 

entering a new domain. In this context, there appears to be a great need for librarians to initiate 

data literacy programmes in the training of postgraduate students and faculty members 

considering the magnitude and complexity of research data they encounter (Corrall, 2012; 

Simons & Searle, 2014). 

One of the reasons why librarians are considered key stakeholders in data literacy is because 

of their already existing expertise in training users in information literacy and the impact they 

have on students (Koltay, 2017). In a preceding study, Koltay (2015) advises that, as an 

evolving role, librarians have an opportunity to exert their influence in scientific research 

especially in academic institutions by offering data literacy-related services. 

The implementation of a data literacy programme and its success demands the buy-in of key 

officers and personnel within the organisational structure of a university (Chión, Charles & 

Morales, 2020). In a setting of an institution of higher learning such as a university, other than 
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faculty, other staff members, especially in administration and management, would be 

considered as stakeholders in the achievement of a data literacy programme. This cluster of 

stakeholders has the power to influence resource allocation towards the implementation and 

success of the programme. As the general administration of a university, they could be 

considered as key stakeholders in data literacy following the need for infrastructure to support 

data literacy (Yang & Li, 2020). For instance, a mutual collaboration between the library and 

the ICT department is necessary for the purpose of having an ICT infrastructure that supports 

data literacy programmes (Koltay, 2017). In the opinion of Corrall (2019a), there is potential 

for numerous collaborators whose knowledge can enhance data literacy provision and create 

consistency as long as universities intend to educate professionals who will continue engaging 

with data in their daily lives after their academic experience. This comprises not only librarians 

but also established individuals and organisations interested in data related activities. 

Following Corrall’s (2019a) view while in agreement with Mandinach and Gummer (2013), it 

could be concluded that the implementation of data literacy programmes, therefore, requires 

the involvement and participation of external stakeholders. The need to include external 

stakeholders is based on the fact that training researchers in data literacy is not a short-term 

endeavour especially in the context of a university as this would be a continuous programme 

with continuous activities. Furthermore, data literacy training is meant to prepare postgraduate 

students for interaction with data not only during their research process while at the university 

but also how to handle data in the workplace and posterity.  

In this case, there are some potential external collaborators and experts with an interest in data 

literacy who would be part of the strategy of establishing data literacy programmes or 

initiatives in universities. Though their involvement might not be as direct as that of internal 

stakeholders, their involvement is necessary. For instance, research and development funding 

bodies or grant agencies could play a key role as partners in data literacy development. They 

could be international or local agencies. However, as Koltay (2017:3) puts it, “the involvement 

of different stakeholders (research funders, data managers, research institutions and publishers) 

differ by region and by country”.  

In Kenya for instance the National Commission for Science, Technology, and Innovation 

(NACOSTI, 2021) and the National Research Fund (NRF, 2019) are considered to be interested 

in research that is taking place in universities hence they are external stakeholders with an 

interest in data literacy. The two are government agencies that give research permits and 
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allocate funding for research respectively. As government agencies, they provide policy and 

guidelines related to the whole process of research data management. Any researcher must 

therefore be educated or trained in order to understand some of the laid down requirements. 

Another government agency that might fall under the category of external stakeholders and 

could be interested in data literacy as a programme in Kenyan universities is the Commission 

for University Education (CUE) in Kenya. This is the body mandated with the responsibility 

for providing standards and guidelines for the establishment of universities as well as university 

academic programmes in Kenya. It is through the standards and guidelines provided by the 

CUE that most of the Kenyan universities through the library have managed to implement 

information literacy programmes.  

Other external stakeholders are the publishers especially those that require researchers to 

deposit, archive or publish their data alongside their manuscripts at the time of submission. The 

insistence from some of the publishers is that just as the literature, data needs to be well 

archived for the purpose of findability, re-use and citation. For that reason, they require authors 

to publish their data alongside their publications. Considered as a good scientific practice today, 

Cousijn et al. (2018:2) point out that the published data makes data to be “FAIR”, that is 

Findable, Accessible, Interoperable, Reusable and “accessible from the primary article”. To 

adhere to all these requirements, a researcher would need to be trained on how to manoeuvre 

and adapt to the new regulations. 

Furthermore, organizations or data centres that provide data services in the country and even 

beyond would-be key stakeholders in establishing data literacy programmes in universities. 

Some of the research funders insist on making data available. According to Cousijn et al 

(2018:2) “funders and research institutions increasingly will require full primary data archiving 

and citation” which is a service provided by data centres if the university does not have the 

required capacity to provide such a service.  

The strength of the Stakeholder theory lies in the acknowledgement that for the successful 

implementation of a project or programme, there must be some key players (stakeholders) 

involved. This theory also helps in identifying the two categories of stakeholders (internal and 

external). Though the hierarchical typology of the theory as developed by Mitchell et al. (1997) 

provides some unique identification and classification of stakeholders, this study will not apply 

it in total other than the identification of researchers (postgraduate students and faculty 

members) as definitive stakeholders. However, the Stakeholder theory does not point out the 
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capacity of stakeholders in the implementation of data literacy. The Intellectus Model or the 

Intellectual Capital model which will be discussed next fills this gap.   

3.3.3 The ‘Intellectual Capital’ model 

The Intellectual Capital model commonly referred to as the Intellectus model was developed 

from the understanding of what intellectual capital is. Intellectual Capital is the accumulation 

of an organisation’s intangible resources or assets that are not included in the balance sheet 

(Bryl, 2019). The model was developed as a social-evolutionary approach to social issues in 

2003 (Bueno et al., 2006). Traditionally, the intellectual model has been conceptualised to 

consist of three principal components; human capital, structural or organisational capital, and 

relational (or market/customer) capital (Bryl, 2019; Bueno, Salmador & Longo-Somoza, 2014; 

Karchegani, Sofian & Amin, 2013). In the business world, the three principal components are 

considered to define the strength or weakness of an organisation. 

Human capital refers to the professional ability, competence and expertise of the organisation’s 

human resources or employees (Bryl, 2019; Bueno, Salmador & Longo-Somoza, 2014). It 

includes “knowledge, skills, innovativeness and the ability to meet the task at hand.” It 

encompasses all that is associated with people who are the employees of the organisation is 

classified as human capital. According to Karchegani, Sofian and Amin (2013:566), it 

comprises different elements of the employees such as their “tacit knowledge, skills, 

experience and their attitude”. It is the overall implicit or explicit abilities or skills that either 

individuals or a team of personnel in an organisation possess.  

Organisational capital is the collective knowledge or ability of an organisation. It is also 

characterized as investments in innovative organizational structures used by modern 

organizations. These structures offer employees greater decision-making autonomy, cross-

functional job roles, and ongoing learning opportunities (Stucki & Wochner, 2019; Torres, 

2019). According to Barbieri et al. (2021:1) it includes, “knowledge resources rooted at the 

organizational level, such as processes, databases, policies, culture, vision, mission, and value 

statement.” 

Relational capital which is also known as the client or customer relation is further classified 

into two: business capital and social capital (Paoloni, Cesaroni & Demartini, 2018). “Business 

capital express the value that represents for the company the relations hold with the main agents 

connected with it basic business” while “social capital is made up of the intangibles generated 
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by the relationships which the organisation maintains with the social agents of the 

environment” (Bueno et al. 2006:398). 

In this study, the Intellectual Capital theory or model is applied in the evaluation of both 

concrete and potential abilities, capacity and roles academic libraries could play in advancing 

data literacy competencies for researchers. Through the lens of this model, this study recognises 

that the library can implement a data literacy programme (Koltay, 2017). The intellectual 

model, therefore, encourages academic libraries to step out of their comfort zones and utilise 

their potential (Burress, Mann & Neville, 2020; Moran, 2019). The model calls on 

organisations to leverage and capitalise on their existing intellectual ability and be innovative 

and venture into new activities, take up new roles and perform different professional tasks to 

meet the client's needs (Swart, 2006). The identification and singling out of the library as the 

intellectual capital that would take lead in the implementation of data literacy is based on its 

past involvement in similar programs and its evolving role in the life of a researcher as 

explained below. Even though the the term "intellectual capital" is traditionally associated with 

the collective knowledge, skills, and expertise within an organization or institution, in this 

context, the conceptualization of the library as intellectual capital implies recognizing the 

library not just as a repository of physical books but as a dynamic hub of intellectual resources, 

information, and expertise. It is a central entity that possesses the intellectual capital necessary 

to lead initiatives related to data literacy. What this simply means is that libraries have what it 

takes to run a data literacy programme.  

For a long time, university libraries have been revered for their role as gateways of information 

or as information hubs. As a core pillar in academics and research in a university, university 

libraries tend to play a big role in supporting the university’s vision and mission. There has 

been a significant transition in the roles played by university libraries today compared to past 

roles. Libraries are taking up new roles considering the new trends shaping library science. 

According to Foo et al. (2002:6), as libraries position as learning and research centres in a 

university, academic libraries are proving to be playing a key role in providing a competitive 

advantage for a university. Today, libraries’ traditional role which they were widely known 

for, that is, making available information resources to support teaching and learning, has 

significantly been challenged and changed. Campbell (2006:75-76) asserts that libraries are no 

longer mandated only to collect, stock and circulate books. Instead, they have metamorphosed 

into providing other services that facilitate “research activities, such as bibliographies, 

reference services and information literacy” training. And as pointed out in Chapter 2 section 
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2.11.1, data literacy is gradually becoming a core service to be rendered by the library 

considering its intellectual capital.   

In the wake of changing information needs of a user this study singles out the library as a key 

department with the capacity to develop, implement and promote data literacy programmes and 

activities. The current needs of a researcher demand a one-stop-shop that would provide tailor-

made services that would simplify their research engagement. Therefore, libraries, according 

to Verbaan and Cox (2014), have a long-standing experience considering their existing 

influence in open access and provision of information literacy training, hence well suited to 

implement data literacy in universities. 

As academic libraries, they are well placed to play a key role in different stages of a research 

lifecycle. The study by Tenopir et al. (2014:89) which was based on two surveys, found out 

that other than offering various RDM services, a number of libraries in Canada and the United 

States of America were engaged in research data services, ranging from assisting with “data 

management plans to preparing and preserving research data for deposit in data repositories”. 

In his study where he tries to “identify the new roles for academic libraries in supporting data-

intensive research” Tibor (2019:97) writes that academic libraries have their work cut out due 

to data-intensive research; that they should provide services to researchers who work with 

research data. He points out that even though some of the data services are fairly new, “others 

heavily build on librarians’ traditional, well-known skills” (Tibor, 2019:97). 

According to Pryor (2014), academic library services have undergone significant 

transformations, one of them being offering Research Data Services (RDS). Given the huge 

volumes and complexity of handling research data, interpretation and implementation of funder 

policies as well as adherence to open scholarship, libraries are better placed to offer advisory 

and technical services to support researchers in RDM. Cox et al. (2019) express it as follows: 

RDM, particularly the concept of Data Management Planning (DMP) starting from the project's 

inception, suggests that libraries have a role in assisting with information management across 

the research process and the entire data lifecycle. 

While declaring the favourable position academic libraries have in helping researchers navigate 

through data-related challenges, the Association of College and Research Libraries (2018) 

pointed out the ability of the libraries’ human capital. That librarians in these libraries have the 

ability to foster interdepartmental communication and collaboration. This kind of collaboration 

is seen to be effective in research data management. Furthermore, librarians play a vital role 
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because, in their day-to-day service to researchers, they tend to familiarise themselves with 

researchers’ data needs. They are also advocating inventive publishing models which include 

open access publishing. The Association of College and Research Libraries adds that by virtue 

of offering information literacy services, some librarians are already including a component of 

data literacy within information literacy instructions as well as working towards attaining 

essential skills on how to manage data (Association of College and Research Libraries, 2018). 

The strength of the Intellectual Capital model is in the recognition of the human capital as well 

as the organisational capital in the context of an organisation. It is based on this that this study 

chooses it as a model that can be applied in the context of the implementation of data literacy 

in a university. In the context of this study, the researcher can use the model to identify the 

human capital as well as organisational capital in the implementation of a data literacy 

programme in a university. From the discussion, academic libraries and librarians have been 

singled out as having prior knowledge considering their involvement in the implementation of 

information literacy programmes for library users in universities. Furthermore, there is an 

existing rapport and network between librarians and library users. Organisationally, the library 

as mentioned before has a hierarchical structure with various experts who can assist in the 

implementation of data literacy. It has the capacity to develop a policy framework, based on its 

experience, that would steer the implementation of data literacy. However, the Intellectual 

Capital model does not explain how the library and librarians would implement a data literacy 

programme. Furthermore, it does not indicate what is to be included in the programme and how 

it is supposed to be implemented. This study, therefore, borrows from the Bielefeld University 

RDM training model and is discussed in the next section. 

3.3.4 The Bielefeld University RDM training model 

The Bielefeld University RDM training was developed by Wiljes and Cimiano (2019:3). The 

faculty members at the University developed it as an interdisciplinary course, purposely to fill 

the then existing gap where students were not considered as a priority in many universities 

where RDM training was taking place (Wiljes & Cimiano, 2019). The reason for having it as 

an interdisciplinary course was based on the fact that students were not receiving training in 

data management; hence, they were to be imparted with general skills which they could later 

apply in their research work, no matter the discipline. Bielefeld University RDM training, 

therefore, became one of the first institutions to recognize researchers’ needs and decided to 

develop a program to help meet those needs.  
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To successfully implement the course which was not anchored in any specific degree program 

at the university, they collaborated with other experts such as the research data managers at the 

university who would help in co-teaching the course. At the onset of the course, they started 

with small numbers of students. However, the numbers kept on increasing gradually until they 

had to move from one room to another in search of space. The goal of Wiljes and Cimiano in 

developing the course was to empower students with skills that would help them navigate the 

data landscape by themselves. In the implementation of the course, a competence-based 

approach was used. The approach allowed the use of practical exercises (Wiljes & Cimiano, 

2019). 

The Bielefeld University RDM data training provides a model for the implementation of data 

literacy in universities. The model, according to Wiljes and Cimiano (2019) points at what 

should be done at the initial stage of the implementation, such as identifying researchers’ data 

needs, developing the programme and marketing the programme among potential beneficiaries. 

In this case, the target beneficiaries are the researchers (postgraduate students and faculty 

members). The model singles out some of the most essential areas that could be included in a 

data literacy program. Some of the key areas to be covered should include but are not limited 

to data collection planning, data collection methods, data processing tools and methods, data 

analysis, data visualization, data publication, data preservation and data re-use. The FAIR data 

principles and their implication in research should be considered as part of it too.  

The Bielefeld University RDM model provides this study with an opportunity to identify some 

of the key areas such a programme should focus on as well as the pathway to take in the 

implementation of the programme. However, the researcher is cognisant of the fact that while 

the Bielefeld University RDM programme was implemented in Germany, what this study 

hopes to implement is to be done in Kenyan universities. These are two different regions. The 

uniqueness of a context matter and the research will be very much aware of this while 

developing a data literacy framework for universities in Kenya. 

3.4 An initial framework for data literacy 

The development of a data literacy framework is aimed at having in place a basic structure that 

will help in the implementation of a data literacy program for researchers. The framework 

should provide key pillars upon which implementers can choose and adapt what is suitable 

considering their context, discipline and mode of implementation. Koltay (2016a:303) makes 

it categorical that “data literacy is closely related to research data services that include Research 
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Data Management (RDM)”. These tenets should form the background in the wake of the 

development of a data literacy framework regardless of the context, subject area or any other 

category. For that reason, this study aims at developing an initial data literacy framework as 

shown in Figure 3.1. Other than the key variables that need to be considered, the framework 

captions theoretical frameworks and models that influence its development as well as 

implementation.  

The development of a data literacy framework is therefore meant to provide a standardised 

approach towards the implementation of data literacy to achieve a data literate community of 

researchers. The design of such a framework is strongly dependent on existing practices 

towards data literacy by either academic institutions or government agencies and organisations 

with an interest in data.  

Practices in different universities and organisations as previously discussed reveal various 

approaches and activities aimed towards enhancing or imparting data literacy skills, whether 

explicitly or implicitly. From the case studies presented in Chapter 2, section 2.9, there is an 

indication that in some of the universities where data training is taking place, the responsibility 

of the training is vested in the library as the library plays a major role in research. However, 

each seems to have a different approach hence the need for a harmonised or well-structured 

framework in approaching data literacy. Various data literacy competencies have been 

proposed though there are some similarities cutting across. Variations in this view, however, 

depending on the context, purpose pursued and even academic discipline. 
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Figure 3- 1: An initial data literacy framework 
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This study proposes an initial data literacy framework as captured in Figure 3.1. The initial 

framework, was primarily conceived based on an extensive review of existing literature, 

aligning with the objectives outlined in the study. This literature-driven development ensured 

that the initial framework was grounded in established theories, models, and best practices in 

the field of data literacy. However, it is crucial to note that the framework was then further 

refined and enhanced through the incorporation of primary data obtained from respondents 

during the course of the study. 

Key components of the framework are captured under various variables (coloured in green). 

These are the independent variables, moderating variables, mediating variables, dependent 

variables and complimentary variables. Variables are features or factors that are fundamental 

to the topic or problem being examined and may affect the study's conclusion (Mertler, 2019). 

The independent variables of the study include researchers’ (faculty and postgraduate students) 

data literacy needs, their research context as well as a research discipline. The independent 

variables as shown in the figure are necessitated by the digital age principles (interactivity, 

connectivity and access) and their impact on research and researchers. As per Carlson et al.'s 

(2011) statement, the landscape and execution of research and scholarship are undergoing 

significant transformation due to the emergence of accessible high-bandwidth networks, the 

ability to store vast quantities of data, and the availability of advanced tools for data analysis 

and visualization. The principles situate the background as to why researchers need data 

literacy training today. Furthermore, the context of research, as well as study discipline, have 

varied requirements. For instance, data management and handling in social sciences might 

differ from that of natural and applied sciences. Data literacy needs for researchers in different 

study disciplines have, therefore, undergone gradual change and variation hence requiring 

researchers to acquire some advanced skills in data handling.   

To achieve a data literate community of researchers, there is a need to develop a data literacy 

program that provides relevant competencies in data awareness, data technical skills, data 

analytical skills and data communication skills as captured under the mediating variables. In 

this study, mediating variables provide a pathway or a bridge for intervention between 

independent variables and dependent variables. To be data literate one should attain 

competencies in data awareness, technical skills in using data-related technologies, data 

analysis skills as well as data communication skills. The four categories of competencies would 

therefore provide a backbone for the data literacy curriculum to be developed. The Bielefeld 
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University RDM training programme provides a model that could be adopted in the 

implementation of data literacy training. The Bielefeld University RDM training model was 

developed by Wiljes and Cimiano (2019). 

In order to achieve data literacy, there is a need to involve various stakeholders who would 

play various roles. The different stakeholders, whether internal or external, are associated with 

different attributes (power, legitimacy and urgency) depending on the role they play in 

implementing data literacy in universities. According to figure 3.1, the Stakeholder theory 

responds to the question, “who are the key players in the implementation of data literacy”. For 

the study, the stakeholders are considered to be part of the moderating variables. Moderating 

variables are meant to strengthen or alter any significant relationship between the independent 

and the dependent variables. Considering the role of different stakeholders, they could affect 

the achievement of a data literate community of researchers in a university. Other stakeholders 

that would influence the implementation of data literacy would be research funders and 

publishers considering some of their requirements towards researchers and authors. However, 

in the context of this study, faculty members and postgraduate students are considered 

stakeholders in the implementation.  

Furthermore, the moderating variables point to the fact that the implementation of data literacy 

must be spearheaded by a group of stakeholders that have the competence as well as experience. 

This study singles out the university library and librarians as catalysts in its implementation. 

The library as a department is singled out for having the intellectual capital (human capital and 

organisational capital) to influence and spearhead the implementation of data literacy. It is 

assumed that, following its experience in developing and implementing information literacy 

programs, the library can develop a data literacy policy framework, has library staff with the 

capacity to run the program and has the technical infrastructure to support the achievement of 

a data literacy programme. According to Wong (2010), in the design of a data literacy 

framework, one cannot avoid the influence of information literacy. He suggests that the 

development of a data literacy framework needs to borrow a leaf from an information literacy 

programme. The structural organisation of the library in running an information literacy 

programme, the expert knowledge of the librarians and especially their interaction with users, 

the ICT infrastructure and policy development ability gives the library an upper hand in 

implementing data literacy.  
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The researcher points out that other than the full implementation of the data literacy program, 

the researcher will also need to have some skills in information literacy, digital literacy and 

statistical literacy. The three categories of literacies are necessary and can contribute towards 

achieving full data literacy hence considered to be complimentary mediating variables. A 

researcher with prior knowledge in the three mentioned literacies will find it equally beneficial 

or easy in attaining data literacy. Some components from the three literacies could be 

incorporated in data literacy training. 

The development of an initial framework is based on the literature consulted by the researcher 

while incorporating various practices from different institutions. However, the final framework 

to be proposed by the study will be developed and be presented in the final Chapter of the 

study.  

3.5 Summary 

The two theories and two models provide context for a framework upon which to develop and 

implement a data literacy programme at universities in Kenya. They lay a foundation upon 

which to justify why there is a need for data literacy competencies.  

The Radical Change theory awakens this need by laying bare the current situation, environment 

and challenges experienced by researchers today. It points out that data deluge is real and 

challenging to researchers. There is an increase in the amount of data that researchers are 

dealing with as well as an evolution of ICTs which are getting integrated into research. Then 

there is the complex world which is leaning towards a data-decision driven society. However, 

the implementation of such a programme to mitigate existing radical changes experienced by 

researchers requires a team of stakeholders.  

From the discussion, the implementation of data literacy in universities requires singling out 

key stakeholders both internally and externally. Other than postgraduate students and faculty 

members who were mentioned as the definitive stakeholders in the whole exercise, librarians 

form another group of salient stakeholders in the implementation of a data literacy programme. 

Externally, this study singles out government agencies such as research funders and publishers 

as partners in the implementation of a data literacy programme.  

It was argued, in this chapter, that academic libraries develop the capacity to influence and 

spearhead the implementation of data literacy. The Intellectual Model was used to reveal the 

capacity and potential of the libraries. Current trends in library and information science show 
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that library services have significantly changed in the recent past with many libraries offering 

information literacy and research data management services. Libraries have the capacity in 

terms of personnel, technology and organisational structure. For instance, there is a gradual 

involvement of librarians in data-related initiatives to help researchers throughout their 

research journey. With evolving research needs, librarians in some academic libraries have 

creatively designed ways of offering RDM services. The involvement of an academic library 

in data-related services is based on organizational capacity as well as the relevant technological 

infrastructure available in the library. Experience, which includes training users in information 

literacy, also gives the library an upper hand as the best suited in implementing data literacy.   

The call, therefore, is that the 21st-century academic library must transition and move with the 

changing times in terms of service delivery. Taking note of the radical changes and taking 

advantage of the already existing expertise in the library as well as the level of acceptance and 

trust, academic libraries should start offering data literacy training to researchers despite their 

diversity. Otherwise, if academic libraries will not quickly adapt to the new changes and seize 

the opportunity of reinventing themselves, chances are that they “might become redundant or 

irrelevant in the new competitive environment of information delivery” (Tait, Martzoukou & 

Reid, 2016:7-8). 

The researcher presented two theories and two models that support the study, demonstrating 

that the study is grounded in established ideas. Furthermore, the researcher presented an initial 

data literacy framework based on the reviewed literature and aspects of the frameworks and 

models identified. The revised framework is presented in Section 8.7. 

In the next chapter, the researcher presents the methodology that was used to carry out the 

study. 
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CHAPTER 4 

4. RESEARCH METHODOLOGY 

A tangible roadmap for implementing and operationalizing the concepts introduced in the 

previous chapter is provided in Chapter 4, which transitions from the theoretical underpinnings 

discussed in the previous chapter. It outlines the methods, techniques, tools, and techniques 

used to accomplish the study's specific objectives, bridging the gap between theory and 

practice.  

4.1 Introduction 

In the preceding chapter the researcher presented two theories and two models in relation to 

data literacy in view of developing of a framework for the study. Furthermore, the chapter 

presented an initial framework developed by the researcher, drawn from the literature review 

of the study, guided by the study’s variables. In this chapter (Chapter 4), the researcher 

presented the study’s methodology. Research methodology refers to the strategies, techniques 

and tools the researcher employs in carrying out a particular study with the aim of achieving 

specific objectives of the study. The chapter presented the research paradigm or the 

philosophical worldview for the study, research approach, research design, the study’s target 

population, sampling techniques and the study’s sample size. The chapter also presented the 

pre-testing, validity and reliability of the study, methods of data analysis and finally some of 

the ethical considerations the study had to adhere to. 

4.2 Research paradigm 

A philosophical research paradigm of a study expounds the researcher’s philosophical 

worldview in relation to the study. The concept of a paradigm can be traced in the works of 

Thomas Kuhn in 1962 (Kuhn, 1962). Thomas Kuhn was an American physicist and 

philosopher, who used the word paradigm to mean a philosophical way of thinking (Kaehne 

2017; Shin 2020; Orman 2016). In its later development and use in different disciplines, the 

word paradigm adopted the meaning of a “worldview” in educational and social research 

(Ngulube, 2019; Shah & Al-Bargi, 2013; Taylor & Medina, 2011). Kivunja and Kuyini 

(2017:26) define worldview as “a set of shared views, perspectives, school of thought, or 

thinking that informs the interpretation or meaning of results of the study”. 

Various scholars have defined or described the meaning of a paradigm, however, without losing 

its meaning of a worldview. Guba (1990:7) describes it as a “basic set of beliefs that guide 

action”. To Chilisa and Kawulich (2012:1), it is “a way of describing a worldview that is 
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informed by philosophical assumptions about the nature of social reality”, and as a result, 

researchers can pose questions and apply “appropriate approaches to systematic inquiry”. They 

add that considering its application in the context of a study, it is meant to help in elucidating 

the reason why researchers choose or plan to choose and use any of the three research 

approaches (quantitative, qualitative or mixed methods). Bertram and Christiansen (2014) on 

the other hand identify it as a specific worldview that delineates what research is appropriate 

and how it should be conducted.  

There are various reasons why a researcher would choose and apply a specific paradigm. The 

choice could be based on either their discipline orientations, research communities they belong 

to, their interactions with various schools of thoughts or their past experiences (Brown & 

Dueñas, 2020; Lukenchuk, 2017; Chilisa & Kawulich, 2012). And as such, Chilisa and 

Kawulich (2012) point out that there is no solitary paradigm that is highly regarded to use or 

better than the others. For that reason, it is, therefore, the responsibility of the researcher to 

decide on which one to select as long as the chosen paradigm addresses issues under 

investigation. 

There are several paradigms associated with social science, with each having its own unique 

ontological and epistemological perspective and they include positivism, constructivism, 

transformativism, and pragmatism (Kivunja & Kuyini, 2017; Willis, 2007). However, in this 

section of the chapter, the researcher highlighted and briefly explained some of the most 

common paradigms associated with social science studies. After the discussion, the researcher 

pointed out the paradigm that was adopted for the study. 

4.2.1 Positivist paradigm 

Positivism has its origins in the enlightenment renaissance and is founded on the idea that 

experience is key for human beings from whom we can learn about the natural world 

(Houghton, 2011). The initial proposal of positivist paradigm as a research paradigm was by 

Auguste Comte (1798-1857), a French philosopher. According to Comte as cited by Kivunja 

and Kuyini (2017) the basis for understanding human behaviour should be experimentation, 

observation and reason based on experience. Comte maintains that this is the only genuine way 

to increase knowledge and human understanding. 

The goal of positivism as a study paradigm is to provide interpretations based on empirical 

findings. As a worldview, it assumes that to investigate a phenomenon, the researcher must 

gather data that supports the study’s theoretical framework and be able to test the formulated 
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hypotheses (Park, Konge & Artino, 2020). According to Kivunja and Kuyini (2017), studies 

that apply positivist paradigm employ what researchers consider as “deductive logic, 

formulation of hypotheses, testing of those hypotheses, operational definitions and 

mathematical equations, calculations, extrapolations, and expressions”. 

As a research paradigm, however, positivism has been criticized by scholars who pursue 

research in human sciences as well as some social sciences such as education, psychology and 

sociology for not being able to meet some of the key expectations. According to critics, the 

paradigm's quest for predominantly "hard evidence" falls short of acknowledging elements 

experience encountered by human beings in their daily life. Pham (2018) agrees with this 

perspective, asserting that one of the primary challenges of employing this paradigm in social 

research endeavours is its limited capability to effectively gauge aspects associated with 

individuals' intentions, attitudes, and thoughts. These concepts often lack explicit observability 

or measurement through sensory experience or without supporting evidence. Furthermore, the 

paradigm imposes some limitations when investigating some abstract social research concepts 

developed around human relationships (Hammersley, 2013). Similarly, there is no assurance 

that research design will ever be completely free of human partiality. However, this does not 

exclude the paradigm from being used by some social scientists.  

4.2.2 Constructivist paradigm 

The constructivist paradigm's goal, as pointed out by Kivunja and Kuyini (2017:33), is to 

recognise the “subjective world of human experience”. In its application, a researcher who uses 

it makes an effort to understand the subject under observation's viewpoint rather than the 

observer's viewpoint. The emphasis of the paradigm’s application is to understand the 

respondents and their interpretation of their context because according to constructivists, reality 

is socially constructed (Jung, 2019; Kamal, 2019; Taylor, 2018). This is why sometimes this 

paradigm is referred to as the Interpretivist paradigm (Rehman & Alharthi, 2016).  

Constructivists hold that given that it is a product of people's minds, reality is subjective and 

that is the reason why people have different perspectives about the same thing (Peck & 

Mummery, 2018). The assumption is that each person derives meaning or understanding of the 

world through their interactions with it. In research, the constructivist paradigm is associated 

with qualitative approaches. While emphasising the place of the subject in research, Creswell 

and Clark (2018) reiterate that research is shaped by the individual participant's understanding 

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



97 
 

and perception of the phenomenon and for that reason, participants’ perspective about a 

phenomenon under investigation are critical.  

Furthermore, constructivism seeks to comprehend human experiences and the way in which 

meaning can be drawn from experience. Emphasis is placed on taking note of both the 

collective and individual experiences in the society which includes their feelings, how they 

communicate and how they think (Pham, 2018). 

As indicated before, constructivists’ approach considers that reality is socially constructed 

(Alverson, 2009), by the people, within a social context and that is the reason why those who 

advocate for its adoption conclude that the world is a societal construct (Andrews, 2012). They 

are of the view that research cannot overlook people’s subjective experiences and views which 

as they form part of their social construct (Doyle et al., 2020). Constructivists are interested in 

determining how social constructions occur and seek to comprehend the world through the lens 

of people’s experience.  

The constructivist approach, seeks to comprehend how individuals socially shape their 

environment by investigating the emergence of objective societal elements and people's 

perceptions of them (Denicolo, Long & Bradley-Cole, 2016). The paradigm is then considered 

as most suitable to apply in qualitative research based on understanding of the phenomenon 

under investigation. However, its proponents do employ some mixed research approaches in 

the collection of data as well as its analysis owing to the sensitivity of people’s experiences 

(Given, 2008). In the process of carrying out research while applying this worldview, 

researchers inductively develop a theory or what Creswell (2013) terms as a pattern of 

meanings. 

The constructivist paradigm's strength lies in its understanding and consideration of people’s 

experiences in the society. With this, it allows what is considered as the natural way of 

collecting data where researchers gather data from respondents within their settings. Cohen, 

Manion, and Morrison (2007:25) observed that constructivists' focus on a phenomenon as one 

that preserves contextual integrity by stressing how people being studied think and feel. 

However, the paradigm has been identified as being disadvantageous as it requires a lot of time 

as well as resources (Denicolo, Long & Bradley-Cole, 2016). For instance, a researcher will 

have to travel and meet respondents where they are in order to gather data. This in itself can be 

expensive and time consuming. That is the reason why some critics conclude that it presents 

the researcher with some difficulties in the analysis and interpretation of data (Easterby-Smith, 
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Thorpe & Lowe, 2002). These are some of the reasons why this paradigm was not considered 

for this study.  

4.2.3 Transformative/Critical paradigm 

In literature, the transformative or critical paradigm is termed as a participatory paradigm, that 

advocates for social transformation for instance feminism, freedom and equality (Mertens, 

2017). As a school of thought, the paradigm arose in the late 19th century. Proponents of this 

paradigm were concerned that positivists assumptions were not adequately addressing the 

needs of those who are marginalised in the society. According to Al Riyami (2015), social 

justice issues were not adequately addressed because existing worldviews did not recognize 

the need for action to assist those considered to be on the periphery of society. 

At the heart of transformative paradigm is the view that research should include a reform action 

plan that can transform participants' lives. In their review of the paradigm, Kivunja and Kuyini 

(2017) point out that the paradigm delineates its investigations in issues of social justice which 

closely affect people’s lives. It addresses social, political, and economic differences that are 

characteristic of injustices, conflicts, struggles, and general power structures at any level. Since 

transformative paradigm seeks to alter politics in order to address social oppression and 

improve social justice in the situation, it is considered as a highly valued worldview in research 

especially in setting social structures. Its goal is to dispel myths, deceptions, and inaccurate 

knowledge in order to empower people who can influence action in the society. The paradigm 

points to research designs aimed at influencing people’s transformation (Chilisa & Kawulich, 

2012). Creswell (2014:10) reiterates this point of view by indicating that a researcher who uses 

this paradigm should be concerned with critical issues in the society that affect people’s daily 

life, such as “empowerment, inequality, oppression, domination, suppression, and alienation”. 

The transformative paradigm is commended for facilitating power balances in society. It is 

aimed towards restoring equality, social justice and economic inclusion (Pham, 2018; Taylor 

& Medina, 2011). The paradigm's influence on people's realities stems from its emphasis on 

the idea that "reality is shaped by culture, politics, economics, race, gender, ethnicity, and 

disability" (Chilisa & Kawulich, 2012:18). 

4.2.4 Pragmatic paradigm 

Pragmatism arose as a philosophical movement towards the end of the 19th century in North 

America (Maxcy, 2003). The discussion that led to its development as a paradigm incorporated 

the views of both academics and non-academics such as Charles S. Peirce, Oliver W. Holmes 
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Jr., Chauncey Wright, Nicholas St. Johns Green. Others included John Dewey, William James, 

George H. Mead and Arthur (Kaushik & Walsh, 2019:2). Pragmatism as a philosophical 

movement, resulting from the discourse, developed with an agreement from the proponents’ 

“rejection of traditional assumptions about the nature of reality, knowledge, and inquiry” 

(Kaushik & Walsh, 2019:2). They negated the view held by proponents of positivist and 

interpretivist paradigms that a single scientific method is sufficient enough for a social science 

inquiry (Kaushik & Walsh, 2019).  

According to Kivunja and Kuyini, (2017) proponents of pragmatic paradigm were of the 

opinion that it was impossible to obtain the 'truth' about the real world primarily through the 

application of one scientific process as promoted by positivists and interpretivists. They added 

that the two paradigms (Positivist and Interpretivist) could not predict and address social 

reality. As a result, the paradigm is not bound by any particular procedure or theory. It does, 

however, make an attempt to demonstrate various methodologies that could be used in a variety 

of research contexts (Hesse-Biber & Johnson, 2015).  

While applying it in research, pragmatic paradigm theorists believe that a single-paradigmatic 

research approach is insufficient Kivunja and Kuyini, (2017). As a result, they sought more 

pragmatic and pluralistic research approaches that would encourage the combination of 

different strategies. The combination is intended to shed light on participants' behaviour, the 

beliefs that underpin those behaviours, and the potential consequences of those behaviours. 

This eventually led to the pragmatic paradigm, which promotes the use of mixed research 

methods in order to fully comprehend human behaviours in a practical way. A key tenet of 

pragmatist philosophy is that knowledge is always gained through experience. The emphasis 

is that our social experiences shape our perceptions of the world (Kaushik & Walsh, 2019). 

 

4.2.5 Summary 

In this section, four research paradigms were examined. It is clear from the analysis that there 

is no single ‘correct' worldview. It is up to the researcher, therefore, “to identify the most 

appropriate paradigm for informing their research design” in order to best meet the study's 

objectives or study questions (Chilisa & Kawulich, 2012:2). In summary, while each paradigm 

is associated with some strength and weaknesses, it is undoubtable that each of them has a 

distinct role to play in research depending on the context, phenomenon under study and 

informants taking part in the study. The paradigms have one thing in common: that they provide 

researchers with a comprehensive perspective and viewpoint to address critical social issues. 
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Today, an integrated use of paradigms in research is still necessary because it ensures high 

quality standards of studies in terms of their validity, relevance, reliability and actionable 

outcomes. A researcher could also choose a paradigm that tends to lean to such an integration 

of methods. In this case, the pragmatic paradigm was chosen as the study’s worldview. The 

choice of this worldview was based on the fact that at the heart of pragmatism is the escalation 

and application of knowledge gained from a particular study in question to other situations. 

Pragmatists argue that knowledge gained through a mixed-method approach can be partially, 

if not completely, applied to other situations. The main benefit is that it makes social science 

research more transferable. The knowledge gained can be analysed to determine which parts 

of the knowledge can be applied to a similar situation in another context. The researcher also 

considered it to be relevant because the paradigm suits smaller and time-constrained 

investigations. Critical to the choice of the pragmatic paradigm are the philosophical 

underpinnings of the paradigm (ontological assumptions and the epistemological 

considerations in pragmatism). 

Pragmatism is consistent with the ontological concept that reality is changeable and shaped by 

human experiences (add citations). In the context of this study, the pragmatic paradigm 

recognizes that data literacy and its application in university libraries are not set or absolute. 

Instead, it acknowledges that our understanding of data literacy and its practical applications 

are influenced by interactions between academics, library personnel, and the changing 

technological context. This is consistent with the premise that knowledge is acquired by 

practical experience, indicating that the reality of data literacy services is determined by the 

experiences and perceptions of individuals involved. By adopting this ontological perspective, 

the study emphasizes the need to understand the dynamic nature of data literacy needs, the 

increasing function of academic libraries and the dynamic roles of library professionals.  

The pragmatic paradigm adds to the study's epistemological issues by highlighting the value of 

practical knowledge obtained through mixed research methodologies. The study's goal is to get 

a thorough understanding of the topic under investigation by integrating quantitative surveys, 

qualitative interviews, and document analysis. This approach recognizes that various research 

methodologies provide distinct insights into the complicated nature of data literacy in 

university libraries. Furthermore, the pragmatic paradigm encourages flexibility in 

methodology, allowing researchers to tailor their approach to the specific setting and study 

concerns. Thus, by adopting pragmatism, the project attempts to generate practical knowledge 
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based on the realities of data literacy difficulties encountered by academics and libraries in 

Kenya. 

The other paradigms were found unsuitable for the present study for various reasons. The 

positivist paradigm, which emphasises objective measurement and testing of hypotheses, was 

not suitable because of its limitations in capturing subjective experiences and social 

constructions, which are essential to understanding data literacy needs and 

organisational contexts within private university libraries. While the constructivist paradigm 

on the other hand focuses on understanding subjective experiences and social constructions, it 

was not chosen because conducting in-depth qualitative research often necessitates extensive 

resources and time, which was not feasible for this study given its scope and timeframe. Lastly, 

the transformative or critical paradigm, which emphasizes social justice and transformative 

action, did not fit this study because it primarily sought to investigate data literacy needs and 

organizational infrastructure within private university libraries, rather than explicitly 

addressing broader societal inequalities or power structures. 

4.3 Research approach 

A research approach is described as a research methodology that lays out various 

research techniques, steps and plans the researcher intends to employ in order to meet the 

study’s objectives. The problem of the study, the specific concerns being addressed, the 

researcher’s experience as well as the study’s population, do influence the choice of a research 

approach (Creswell & Creswell, 2018). Conventionally, quantitative, qualitative and mixed 

methods research approaches, have been identified as the most common research approaches.  

Practically, the three should not be taken to be so different from one another as they sound or 

appear. For instance, qualitative and quantitative methodologies ought not be regarded as rigid 

categories or as totally opposed to each other. Instead, they should be regarded as merely 

opposite ends of a continuum, as a study is more likely to be qualitative than quantitative, or 

vice versa (Williams & Vogt, 2011). Mixed methods research, therefore, falls somewhere in 

the middle of the spectrum because it incorporates elements from the two approaches. The 

researcher discussed each approach in more detail in sections 4.3.1, 4.3.2 and 4.3.3. 

4.3.1 Quantitative research approach 

In the social sciences, quantitative methodology is the prevalent research approach (Coghlan 

& Brydon-Miller, 2014). It encompasses a set of techniques that a researcher adopts in order 

to investigate a phenomenon by examining numerical patterns. The approach entails 
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the collection and conversion of data into numbers in order to draw statistical inferences. It 

relies on the “collection and analysis of numerical data to describe explain, predict or control 

variables and phenomena of interest” (Creswell & Creswell, 2018:147). On one hand “some of 

the numeric data is intrinsically quantitative”, for instance when one is asked how much they 

earn (Coghlan & Brydon-Miller, 2014). On the other hand, the numeric structure is imposed, 

for instance when the researcher asks a responded to rate a phenomenon on a scale of 1 to 10.  

Different scholars have highlighted their understanding and application of quantitative research 

approach. According to Creswell (2013:4) the aim of this approach is to “test theories by 

examining the relationship among variables” that are measurable. To Coghlan and Brydon-

Miller (2014), quantitative research aims at generating new knowledge and understanding 

about the social world. Burrell and Gross (2018:2) point out that that social scientists study 

phenomena or occurrences that affect individuals, referred to as a sample population, using 

quantitative research approaches. It uses scientific inquiry and data from observations or 

measurements to investigate questions about the sample group. However, they call for the 

objectivity of the researcher when a study involves a sample group. In his study, Mertler (2019) 

explains the goal of quantitative research, stating that it is to establish links between variables, 

characterize existing circumstances, and occasionally make an effort to explain causal 

relationships between variables. He adds that quantitative research consists of pre-established 

procedures and strategies that aid in increasing the objectivity of researchers. He emphasizes 

that the focus on objectivity is what allows the quantitative researcher to extrapolate research 

study results beyond the specific context that was examined (Mertler, 2019).  

In quantitative research, the collection of data is done using questionnaires, structured 

observations, or experiments. Data collection in quantitative studies allow researchers to 

conduct statistical analyses ranging from simple to highly advanced where they cluster data in 

averages and/or percentages, demonstrating patterns in the data or correlations across 

aggregated data (Mertler, 2019; Creswell & Creswell, 2018). 

The positivist paradigm is commonly associated with quantitative research. This alignment is 

viewed in the context that quantitative research is built on a philosophical assumption that the 

world is relatively unchanging; that it is possible to quantify, comprehend, and even make 

broad generalizations about it. A quantitative research approach perspective, according to Gay, 

Mills and Airasian (2019) entails direct observation and measurement. They are of the view 
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that for any researcher to make any conclusion about the world and its phenomena, direct 

observation and measurement must be involved otherwise the entire exercise will be 

meaningless. The same view is held by Fraenkel, Wallen and Hyun (2012) that quantitative 

research is founded on the conviction that feelings should be separated in research. That the 

world as a whole is made up of facts that can be explored through observation and analysis.  

4.3.2 Qualitative approach 

Qualitative research is a natural process of inquiry that involves seeking an in-depth 

understanding of a social phenomenon in its natural context (Creswell & Creswell, 2018). It is 

said to concentrate on seeking a deeper understanding of a phenomenon while relying on 

people’s experiences in the context of their daily lives. It focuses on the "why" rather than the 

"what" of social phenomena. It aims at looking at the whole scenario of people’s lives rather 

narrowing down variables and analysing it numerically. Instead of relying on logical and 

numerical procedures to investigate human phenomena, qualitative research methods employ 

a wide range of inquiry methods such as discourse analysis, case study, open-ended interview, 

participant observation, ethnography, introspection, historical research grounded theory, 

biography, comparative method, casuistry, focus group, literary criticism, meditation practice, 

(Cibangu, 2012; Mohajan, 2018). 

Various studies have attempted to describe what qualitative research entails. According to 

Creswell (2013), it is an approach used when conducting a detailed investigation that require 

acquiring and analysing textual or verbal data. It emphasises the use of words and narrations 

which includes what the respondents said and the voice of the researcher in describing what 

they observed and experienced. The approach is distinguished by “inductive approaches to 

knowledge development aimed at generating meaning” (Leavy, 2014:109). The method is used 

to probe and comprehend a specific social phenomenon; to unravel the meanings that people 

attribute to activities, contexts, or occurrences; or to obtain a thorough understanding of certain 

aspect of the society (Leavy, 2014). Subjective experiences of participants and need to have a 

deeper understanding of their situation, condition and behaviour are at the heart of qualitative 

research, which every researcher must emphasize. When a researcher's primary goal is to 

investigate, describe, or explain a phenomenon, this method is considered appropriate. Some 

of the methods used by a researcher to collect qualitative data include observation, interviews 

using interview, narratives and analysis of documentary sources, artefacts, as well as group 

discussions (Groenland & Dana, 2020; Mohajan, 2018; Paradis et al., 2016). 
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Bogdan and Biklen (2007), summarise, five characteristics associated with qualitative research 

approaches as follows: 

i. Qualitative research is naturalistic. This is considered as unique factor qualitative 

research as it takes place in people’s natural settings. Researchers collect data directly 

from the research context of their interest. The interest of the researcher is to observe 

people’s behaviour in their natural context. It is the natural setting that people live and 

operate in that serves as the source data for the study.  

ii. Qualitative research is descriptive in nature. Words are used to represent qualitative 

data instead of numbers. The intention is to provide a comprehensive description of the 

phenomenon under study which could not possibly be done by converting the narration 

in to numerical sum-ups. In the results, the researcher incorporates quotations taken 

directly from the collected data so as to show corroboration and support the findings.  

iii. The interest of qualitative researchers is not only in the product of the study but also in 

its process. To the researchers, the outcome of a study is as important as the how and 

why things happen the way they do. 

iv. Qualitative data is analysed inductively. Qualitative research is not concerned about the 

formulation of hypothesis and the collection of data meant to prove or disapprove the 

research. Instead, data is collected, synthesised with the aim of producing 

generalisations. This process is known as inductive reasoning. The researcher benefits 

from this method because new information emerges. Furthermore, the researcher picks 

up new ways of understanding whatever is being studied. In the analysis of qualitative 

data, the researcher uses inductive analysis where themes are generated.  

v. Qualitative research is concerned with the way human beings make sense out of their 

daily lives. It is about people’s individual perspectives on their lives.  

According to Creswell and Creswell (2018), the constructivist paradigm, which underscores 

the social construct reality is commonly associated with qualitative research approaches. This 

is due to characteristics of qualitative research, which include the recording and analysis of 

events, as well as the uncovering of “deeper meaning and significance” in people’s behaviour 

and experience. When analysing data, the goal of qualitative researchers is to gain a deeper and 

broader understanding of human perspectives and not just to obtain information that can later 

be extrapolated to other populations. 
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4.3.3 Mixed methods approach 

Another research approach, as mentioned earlier, is the mixed research methods. Mixed 

research methods, which was established around the year 2000 (Lund, 2012), has steadily 

grown in popularity among researchers. It arose as a result of the shortcomings of both 

quantitative and qualitative research methods (Caruth, 2013). It is sometimes called the "third 

methodological movement," according to Venkatesh, Brown, and Bala (2013:22). Even though 

many studies and scholars have tried to describe or define what it is, most of them agree on the 

fact that it entails the gathering, analysis, and integration of quantitative and qualitative data in 

one project. For instance, Johnson, et al (2007:123) describe it as “the type of research in which 

a researcher or team of researchers combine elements of qualitative and quantitative research 

approaches (e.g., use of qualitative and quantitative viewpoints, data collection, analysis, 

inference techniques) for the broad purposes of breadth and depth of understanding and 

corroboration”.  

In one of their studies, Wisdom and Creswell (2013) indicate that as a methodology of research, 

mixed research approach enhances systematic incorporation of quantitative and qualitative into 

one inquiry. They emphasise that the fundamental principle of this methodology is that such 

integration allows for a more comprehensive and complimentary use of data than separate 

quantitative and qualitative data collection and analysis (Wisdom & Creswell, 2013:1). 

Creswell and Clark (2018) describe it as a method that involves collecting, analysing, and 

combining quantitative and qualitative methods in a single study or series of studies to better 

fully comprehend a specific problem of the study. Leech and Onwuegbuzie's (2009:268) study 

concurs with Creswell and Clark by indicating that mixed methods research approach entails 

the “collection, analysis and the interpretation of quantitative and qualitative data” in one study 

or a sequence of studies that look into the same underpinning phenomenon. Shorten and Smith 

(2017) refer to it as a method in which the two data sets (quantitative and qualitative) are 

collected and analysed in a single study. 

The common denominator in these descriptions is that it is a method that incorporates 

quantitative and qualitative elements. Due to the reason that the use of mixed method approach 

takes advantage of the strengths from qualitative and quantitative approaches, this has led to 

its wide adoption and use by researchers. It is credited with allowing researchers to investigate 

various points of view and discover connections between research questions as a research 

approach (Brierley, 2017; Creswell, 2009). As an approach, it is characterised by the researcher 
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collecting quantitative and qualitative data while involving philosophical assumptions and 

theoretical frameworks.  

The adoption and use of mixed methods approach is therefore based on the assumption that, 

integrating quantitative and qualitative data will “yield additional insight” (Creswell & 

Creswell, 2018:4). It offers a more comprehensive picture as a study approach by 

acknowledging trends and generalizations, as well as in-depth knowledge of participants' 

perspectives. Furthermore, it supplies strengths that compensate for the shortcomings of 

quantitative and qualitative data. 

4.3.4 Summary 

To accomplish the purpose of this study which is to carry out the feasibility of offering 

standardised data literacy services at selected private university libraries in Kenya, the 

researcher chose to use mixed method approaches. One of the reasons for the selection of this 

approach was to allow for the application of various procedures to strengthen the study of 

certain aspects while also allowing for data convergence. The method enabled the researcher 

to study the specific phenomenon from a wider and deeper point of view, resulting in richer 

and more diverse data that was drawn from multiple approaches. Furthermore, it was 

anticipated that the combination of quantitative and qualitative approaches would provide a 

wide-range understanding of the research problem which was better that using a single 

approach. In conclusion, the approach fits within the application of pragmatist paradigm which 

had been selected as the study’s worldview. 

4.4 Mixed method research designs 

Creswell and Clark (2018) state that if a researcher decides on a mixed method as the 

study’s approach, what follows is the selection of an appropriate design that best addresses the 

research problem. A research design, in this case, entails the use of specific techniques when 

collecting data, data analysis procedures, interpretation of the data and the presentation 

techniques the researcher employs in their research. Creswell (2014:12), describes research 

designs as “types of inquiry within qualitative, quantitative, and mixed methods approaches”. 

A researcher employs the use of research designs in research to meet the set objectives. They 

direct the methodological choices that a researcher makes during the study as they lay the 

groundwork for the line of reasoning that the researcher intends to use 

while making interpretations at the end of the study.  
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Considering the critical role research designs play in a study, Creswell and Clark (2018: 51) 

point out that they are key to any study as they inform the method decisions that 

a researcher must consider during their research process and establish the rationale by which 

they make interpretations at the end of the study. It is critical to emphasize that the selection of 

a given design is dependent on a variety of criteria, including the aim, techniques, and the 

benefits and drawbacks connected with each design (Creswell & Clark, 2018). 

According to Nagpal, Kornerup and Gibson (2020) there are four research designs that are 

associated with the mixed method research approach and they are, “triangulation design, 

embedded design, explanatory design, and exploratory design”. The triangulation design could 

be further sub-divided into four further variants. The following section discusses the four 

designs. 

4.4.1 Convergent design 

Also referred to as triangulation/parallel/concurrent design, convergent design is a common 

and well-known design widely used by researchers who adopt mixed research methods 

approach. This design, as well as its underpinning goal of bringing different methods together, 

has indeed been widely discussed and examined by different scholars (Uwe, 2022; Creswell & 

Clark, 2018; Creswell & Creswell, 2018; Turner, Cardinal & Burton, 2017; Cajal et al., 2015). 

In using this design, the researcher collects the two different types of data separately 

but complementarily, on the same topic in order to gain a better understanding of the research 

problem. The goal of using this design is to bring together the various strengths of quantitative 

and qualitative methods while avoiding overlapping weaknesses that emerge from using only 

one of the two (Turner, Cardinal & Burton, 2017). Convergent design is credited as a design 

that enables researchers whose aim is to make a comparison or contrast between quantitative 

statistical results and qualitative findings. It also suits researchers who intend to corroborate or 

expand quantitative findings with qualitative data (Carter et al., 2014). 

The application of triangulation design which is also known as “one-phase design” entails 

employing quantitative and qualitative methods with equal merit at the same time during the 

study. According to Alexander, (2020), in the use of a triangulation design, even though the 

collection of two data sets is done separately using different data collection methods, the 

collections are done concurrently (single-phase timing), hence the reason why it is also known 

as the “concurrent triangulation design”. The researcher’s aim is to have clear understanding 
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of the research phenomenon. The two sets of data are merged by combining the different results 

through data transformation (Turner, Cardinal & Burton, 2017). 

According to Creswell and Clark (2018) there are four variants of convergence design. They 

are listed by Thomas (2014:145) as “the convergence model, the data transformation model, 

the validating quantitative data model, and the multilevel model”. Thomas (2014) goes on to 

give a distinction between the four indicating that the difference between convergence model 

and the data transformation model is on the manner in which the researcher tries to merge the 

two different types of data (at the interpretation stage or while doing analysis). On the other 

hand, a researcher may adopt the use of validating quantitative data model in a study with the 

aim of having a better understanding of the study. By including a few open-ended qualitative 

questions, the researcher validates and expands on the quantitative findings of a study. The 

researcher in this model collects both types of data using a single survey instrument. A brief 

analysis of the four variants was done in the following section.  

i. Convergence model  

The convergence model is considered as the conventional model of a mixed methods 

triangulation design (Demir & Pismek, 2018). According to Hong et al. (2017), in this 

design, quantitative and qualitative data are collected and analysed in parallel or 

complementary ways during the same stage of the study. The researcher collects and 

analyses quantitative and qualitative data on the same phenomenon separately, and then 

the various results are converged (by comparing and contrasting the various results) 

during the interpretation. This model is used by researchers to compare results or to 

validate, confirm, or corroborate quantitative results with qualitative findings. The goal 

of this model is to arrive at valid and well-supported conclusions about a single 

phenomenon (Demir & Pismek 2018). 

ii. Data transformation model  

The data transformation model entails collecting and analysing quantitative and 

qualitative data sets separately. However, it differs slightly from the convergence model 

in that, following the initial analysis, the researcher employs procedures to transform 

one data type into the other data type (Bazeley, 2018). This is accomplished through 

the quantification of qualitative findings or the qualification of quantitative results. This 

transformation enables combination of data during the analysis stage which becomes 

easier at interpretation (Allen, 2017). In a study, for example, the researcher may decide 

to deduce qualitative themes from qualitative data and then dichotomously score those 
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themes as present or not present for each participant. The quantified scores are then 

compared to the quantitative data, which is analysed with correlation coefficients and 

logistical regression to identify correlations among categories like gender (Allen, 2017; 

Bazeley, 2018). 

iii. Validating quantitative data model  

If a study has quantitative data and the researcher intends to validate and expand them, 

they will use a validating quantitative data model. This starts by including some 

qualitative open-ended questions in a predominantly quantitative questionnaire (Ndanu 

& Syombua, 2015). Two different data sets are collected by the researcher using a 

single survey instrument. The qualitative items do not produce a rigorous qualitative 

data set because they are an add-on to a quantitative study. They do, however, offer 

additional valuable statements to the research which can be used to validate and 

complement quantitative results (Creswell & Clark, 2018).  

iv. Multilevel model  

Multilevel research is another name for the multilevel model. According to Creswell 

(2007), while using a multilevel model, the researcher ensures that different quantitative 

and qualitative methods are used to address different levels within a system, and the 

results from each level are combined into a single overall interpretation.  

Triangulation design is credited with some strength which make it an option for some studies. 

By using several techniques to address eminent research challenges, triangulation design tries 

to improve the process of empirical research (Creswell & Clark, 2018; Hastings, 2010). It is 

also claimed that the use of triangulation design, which incorporates various models, helps 

prove that the advantages of one approach compensate for the disadvantages of another 

(Yeasmin & Rahman, 2012). The triangulation method, as a mixed method design, is very clear 

and straightforward to new researchers. It clearly demonstrates mixed method characteristics, 

such as the collection of two sets of data, their analysis, and interpretation. It is also thought to 

be an efficient design because the collection of both types of data is done simultaneously and 

approximately within the same phase of the study (Hastings, 2010). Furthermore, in a multi-

research study, a researcher can separately and independently collect and analyse each data set 

using the procedures that are associated with each data type.  

Despite being one of the most popular designs among the four, convergence design is 

considered to be one of the most challenging designs. Because of the simultaneous collection 

of data and the fact that each type of data is to be accorded equal weight, Hastings (2010) points 
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out that the use of triangulation design demands a high level of expertise and can be expensive. 

Nevertheless, researchers can address this challenge by ensuring they allocate sufficient time 

and resources to collect both sets of data variances. Furthermore, in a study where there is only 

one principal investigator, they should make sure that they are well trained and prepared in the 

application of quantitative and qualitative techniques (Creswell & Clark, 2018). 

4.4.2 Embedded design  

This is a mixed research methods design based on the concept that a solitary data set is 

insufficient; that in a study, while collecting data, participants respond to several questions and 

different types of data are gathered (Creswell & Clark, 2018; Edmonds & Kennedy, 2017). In 

this design, though there are two data sets, one of them is meant to support the other. 

Researchers adopt the use of embedded design in studies when the intention is to include 

qualitative or quantitative data in a predominantly quantitative or qualitative study. For 

instance, incorporating a qualitative component into a quantitative study. Edmonds and 

Kennedy (2017) cite embedded design as being ideal for experimental or correlational studies 

where one type of data is secondary to the other.  

The embedded design combines diverse data sets. When using it in a study, the researcher 

incorporates one set of data in a methodology made up of another set of data (Edmonds & 

Kennedy, 2017). The design allows researchers to collect two sets of data (qualitative and 

quantitative) using the one-phase or two-phase strategy where one type of data ends playing a 

supporting role in the current design. However, even in the wake of applying or using the 

embedded design, the collected quantitative and qualitative data should be based on different 

questions in the study (Creswell & Clark, 2018). Experimental and the correlational models 

are the two commonly used forms of embedded designs. 

There are some advantages associated with the use of embedded design. The design is 

considered suitable for researchers who do not have enough time or resources to devote to 

extensive collection of both quantitative and qualitative data (Yu & Khazanchi, 2017). In the 

collection of the two sets of data, only one is prioritised. Similarly, because one methodology 

has less data than the other, the design is thought to be more practically doable for graduate 

students (Creswell & Clark, 2018; Edmonds & Kennedy, 2017). 

However, there are also some challenges associated with the embedded design. One of them is 

that the researcher must state why either of the data (qualitative or quantitative) data is being 
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collected in the wider quantitative or qualitative investigation. Secondly, when the researcher 

chooses to use quantitative and qualitative methodologies with the aim of responding to 

different research questions in one study, there are chances that they will encounter some 

difficulties when it comes to the integration of results. Thirdly, the majority of studies that have 

used embedded design are those that have embedded qualitative into quantitative (Creswell & 

Clark, 2018; Edmonds & Kennedy, 2017). According to Creswell and Clark (2018) there are 

very few examples that have done it the other way around.  

4.4.3 Explanatory design 

The primary goal of explorative design is to explain or expand on quantitative findings using 

qualitative data. The design suits a study in which qualitative data is necessarily needed to 

explain important results, anomalous results, or unexpected outcomes in the findings (Creswell 

& Clark, 2018.) Researchers can use explanatory designs in various contexts. For instance, 

when a researcher intends to create groups of participants on the basis of quantitative results 

and then follow up with the groups through future qualitative research then the use of 

explanatory design becomes ideal. Furthermore, a researcher can apply the use of explanatory 

design when they choose to use quantitative subject characteristics to drive deliberate sampling 

for a qualitative phase (Creswell & Creswell, 2018). 

Explanatory design takes place in two distinct interactive different stages, whereby the 

researcher starts by collecting and analysing quantitative data, “followed by the collection and 

analysis of qualitative data in order to explain or expand on the first-phase quantitative results” 

(Creswell & Creswell, 2018:65). It is assumed that the study is designed to build on the findings 

of the first phase while using the same participants. Since this design is quantitative in nature, 

researchers normally focus primarily on quantitative methods rather than qualitative methods. 

According to Ghasempour, Bakar and Jahanshahloo (2014:87), “follow-up explanations model 

and participant selection model” are the two most commonly used variants of explanatory 

design. Although both models include the two phases, the link between the two phases differ 

in a way that one is focused on the findings to be investigated further and the other on the 

relevant participants to be chosen. They also differ in terms of the relative importance given to 

the two periods (Creswell & Clark, 2018).  

One of the advantages associated with the design is that, it does not necessarily require a 

research team (Creswell & Clark, 2018). Since each phase involves the collection of one type 

of data, only one researcher can carry out the two different methods in distinct phases. The 
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writing of the final report is straightforward as it is done in two phases and this is also 

considered to provide readers with a clear delineation. Furthermore, since it frequently 

commences with a strong quantitative focus, the design is said to appeal more to quantitative 

researchers (Creswell & Clark, 2018). 

Despite being considered as a straightforward design, some disadvantages associated with it 

have been pointed out. For instance, the design is more challenging depending on the time it 

takes to implement the two phases. Researchers are advised to be cognisant of the fact that 

qualitative phase can take longer time depending on the attention the researcher gives it. In 

case of its adoption in a study, researchers are advised to budget for adequate time for the 

qualitative phase (Creswell & Clark, 2018). Creswell and Clark (2018) point out the participant 

inclusion dilemma as another disadvantage of the design. This is based on the reality that, after 

the first phase, the researcher is faced with the challenge of deciding on who to include in the 

study’s second phase as participants. At this point the researcher has three choices, that is, to 

use the same participants used in phase one, participants from the same sample and participants 

from the same population for the two phases.  

4.4.4 Exploratory design 

The similarity between exploratory design and explanatory design is that they both involve 

only two-phases. Phase one of this design begins with qualitative data in the investigation of a 

phenomenon and then progresses to a phase two which is quantitative (Creswell & Creswell, 

2018; Creswell & Clark, 2018). According to Creswell and Clark (2018:67), “building from 

the exploratory results the researcher conducts a development phase by designing a quantitative 

feature based on the qualitative results”. These developments connect “the initial qualitative 

phase to the subsequent quantitative component of the study” (Creswell & Clark, 2018:77). 

Since the design process begins qualitatively, the qualitative data is frequently given more 

weight. 

Creswell and Creswell (2018:90-91) indicate that the most common variants of exploratory 

design are “the new variable development variant, the survey development variant, the 

intervention development variant and the digital tool development variant”. As previously 

stated, each of them begins with the collection and analysis of qualitative then conclude with a 

quantitative phase. The variants, according Creswell and Creswell (2018:90) are “distinguished 

by what is developed in the middle phase of the design”. 
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Exploratory design’s advantages are similar to the ones of explanatory design because of its 

two-phase framework and the fact that it only collects one type of data at a time. For instance, 

the design is considered straightforward following its two separate phases. This makes it easy 

“to describe, implement, and report” (Creswell & Clark, 2018:89). Another advantage of 

exploratory design is that, the quantitative aspect in the design, despite it being predominantly 

qualitative makes the design appealing to those who have a bias towards quantitative 

methodologies (Creswell & Clark, 2018).  

There are some similarities between some of the issues raised in exploratory design and 

explanatory design. For example, the application of the two-phase approach means that the 

design takes a bit of a longer time to implement compared to other designs (Creswell & Clark, 

2018). This can be difficult for a researcher who is limited by time. Another weakness or 

disadvantage is that in most cases, exploratory studies use a small number of samples hence 

making it difficult to generalise them to a larger population (Dudovskiy, 2022). 

In view of the discussed designs, the study adopted the convergence design specifically the 

convergence model. In this case, both qualitative and quantitative data were collected using a 

questionnaire and interviews. Questionnaires were used to collect majorly quantitative data 

while interviews with the university librarians and research/reference librarians generated 

qualitative data. However, the questionnaire also had some open-ended questions which 

generate qualitative data.   

4.5 Population of the study 

In research, the population of a study alludes to the wider group of elements to which a 

researcher would like to generalize; it encompasses every member of a specific category of 

people, events, or objects (Ary et al., 2019). It is a group in which the researcher is interested 

to study and to whom the study's findings should be generalised. Mugenda and Mugenda (2012) 

describes population as that group from which the research makes conclusions. Population is 

also described as collection of people, elements or events that a researcher analyses; or a set of 

elements from which a research sample is drawn (Babbie, 2004; Kothari, 2004).  

Private chartered universities in the Nairobi metropolitan area made up the study's population. 

The Nairobi metropolitan area is around 32,000 km2 in size. It comprises of the capital Nairobi, 

and the surrounding counties of Kajiado, Kiambu, Machakos, and Murang'a. The region is 

considered as one of the fastest-growing metropolitan areas, with a 3.1% growth rate compared 

to the national and global norms of 2.5% and 1.2%, respectively. This could explain why the 
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majority of Kenya's private universities are concentrated in this location, which draws private 

investors.  

In total, there are 12 private universities within the Nairobi Metropolitan area (CUE, 2021). 

Private universities that made up the population of study included, the Catholic University of 

Eastern Africa, United States International University, African International University, 

Adventist University of Africa and Daystar University. These universities were selected on the 

basis that they were the only chartered private universities within the Nairobi metropolitan area 

by then and the only ones offering PhD programs. The decision to focus on private universities 

was a pragmatic one, driven by the limited number of public universities in the area, practical 

constraints, and because at least one institution declined to participate. 

Units of analysis within the selected private universities included postgraduate students, in this 

case the PhD students, fulltime faculty members, heads of university libraries and 

research/reference librarians. The assumption was that these groups of participants would 

provide reliable information because they were directly involved in collecting and/or managing 

research data and other related research activities. The researcher concentrated the study on the 

main campuses of the universities, keeping in mind that library services and resources on 

satellite campuses are limited. A study by Munene (2016a) which was aimed at comparing the 

state of services and resources at satellite campuses and main campuses revealed that satellite 

campuses lack some of the most basic services, resources and facilities such as libraries and 

internet access. Munene (2016a) found out that this state of affairs was playing as an 

impediment to excellent teaching and research. 

In this study, these universities were referred to as A-E, but not in the order listed above. This 

is due to the researcher's desire that they remain anonymous. Table 4-1 depicts the distribution 

of the study's population. The figures in the table for each university were provided by 

university librarians, admission registrars, and human resource officers from each participating 

university. 

As previously stated, the population of the study included University Librarians (those who 

head library and information services in universities). They were considered eligible for 

inclusion in the study because they are in charge of all library services. As university librarians, 

they have the ability to influence policy and the implementation of new services such as data 

literacy. 
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Full-time faculty members and PhD students were also included in the study as participants. 

Full-time faculty members at participating universities are classified as lecturers, senior 

lecturers, associate professors, and full professors in the study. As previously stated, the two 

groups were selected with the assumption that they are actively engaged in research activities. 

PhD students are expected to write and submit a thesis involving data collection, handling, and 

management before completing their postgraduate degree program. As mentioned in Chapter 

2, (see Section 2.7.1) they must also publish at least two articles based on their thesis. Faculty 

members, on the other hand, are required to publish as part of their advancement through the 

academic ranks. In their efforts to publish, they become involved in data handling. This makes 

involving faculty members in the study ideal.  

However, the researcher did not include part-time faculty members because, as part-time 

employees of the selected universities, their contracts do not obligate them to contribute to the 

research output of these universities. According Munene (2016b) since part-time move from 

one university to another, they are not allocated a permanent office space from which to use 

while carrying their research work, hence they cannot be subject to the research requirements 

similar to their fulltime counterparts. 

Another group of librarians who work closely with researchers was also included in the 

researcher's study. They are usually referred to as research librarians or reference librarians. 

The title assigned is determined by university policy. The researcher believes that 

research/reference librarians provide research-related services to researchers, such as data 

management training. 

Table 4-1: Population distribution 

 Private 

chartered 

university  

Fulltime 

lecturers 

Postgraduate 

students (PhD) 

Research/ 

reference 

librarians 

University 

Librarians 

1. 1 A.  237 138 1 1 

2. 2 B.  134 135 1 1 

3. 4 C.  40 62 1 1 

4. 5 D.  17 50 1 1 

5. 6 E.  120 182 1 1 

Totals 548 567 5 5 
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Table 4-1 displays the overall population at the time when the study was conducted, from which 

a sample for the research was derived. Subsequent sections will outline the methodologies and 

techniques employed to obtain the appropriate sample for the study.  

4.6 Sampling procedures  

In research, because of the coverage of the population, researchers are advised to reduce the 

number of participants to a manageable size. When emphasizing the need of obtaining a 

sufficient sample size for research, Etikan, Musa, and Alkassim (2016) state that while using 

all members of the population would be ideal, it can sometimes be impractical due to population 

restrictions, emphasizing the importance of adopting sampling procedures. To manage any 

study, a researcher must narrow down from the population to a sample of the population while 

keeping time and resources in mind. Researchers would love to study a large group of people. 

However, challenges such as large populations, diversity, and a geographically dispersed 

population can make the exercise time-consuming and expensive, making it difficult. As a 

result, the researcher must obtain a population sample for the study. As Fraenkel, Wallen and 

Hyun (2011) point out, it is for this reason that it becomes necessary for a researcher to narrow 

down to a sample for a study.  

A study sample is a subset of a population chosen for observation in a study (Creswell & Clark, 

2018). To attain the required sample for the study, a researcher will have to employ some 

scientific sampling strategies or processes. Thus, sampling is the process of selecting 

individuals who will take part in a study (Etikan & Bala, 2017; Sharma, 2017). It allows a 

researcher to use procedures to ensure that the ‘right' cases are included in a study. “They allow 

generalisation from the sample to the population since the sample is representative of the 

population. They are ‘right' because they allow extrapolation from the sample to the population 

because the sample is typical of the population” (Flick, 2011:77). 

In research, there are two main types of sampling procedures: probability and non-probability 

(Sharma, 2017). According to Ary et al. (2019:172) in a study, when “every member or element 

of the population has a known probability of being chosen in the sample” then that is probability 

sampling. It is applied in the studies where the investigator is capable of specifying ahead of 

time which population segments will be represented in a study. This is attained when samples 

are randomly selected. In this case, the selection of the samples suggests that each element of 

the population has an equal probability of being chosen to be part of the study. Ary et al. (2019: 
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172) single out “simple random sampling, stratified sampling, cluster sampling, and systematic 

sampling” as four major types of probability sampling.”  

On the other hand, non-probability sampling “includes methods of selection in which 

participants are not chosen by chance” (Ary et al., 2019:172). Etikan, Musa and Alkassim 

(2016) describe it as a sampling technique in which samples are collected in a way which does 

not give all participants or units in the population an equal opportunity to participate. The 

researcher cannot guarantee that every member or unit of the population is represented in the 

sample when using non-probability sampling. If it is implemented, this means that some people 

are likely not or there is little likelihood of being sampled (Sharma, 2017). Prior knowledge, 

expertise and judgement of the researcher are major component in ensuring the success of 

nonprobability sampling (Kohler, Kreuter & Stuart, 2019). Non-probability sampling is 

classified into three types: “convenience sampling, purposive sampling, and quota sampling” 

(Ary et al., 2019:177). Non-probability sampling techniques are said to be both time effective 

and cost effective.  

Two non-probability sampling techniques were used in this study. The first is purposive 

sampling, in which the researcher selected elements that are most appropriate based on their 

ability and status as key stakeholders in data literacy implementation in universities.  

The second technique is total population sampling. Given the circumstances of the targeted 

population, which included a diverse group of faculty members and PhD students from the 

universities chosen and since the researcher used an online questionnaire was there was no 

guarantee that each member of these groups would respond to the research questions. In order 

to achieve a reliable sample, the researcher had to allow the online questionnaire to be sent to 

the entire population of participants in the category of researchers (fulltime faculty members 

and PhD students). The two sampling techniques are discussed below. 

4.6.1 Purposive sampling  

It is also referred to as judgment sampling. It is a sampling technique whereby the researcher 

does a selective identification of specific participants from the target population. The 

participants are carefully chosen to provide essential information that would not be attained 

through other means (Taherdoost, 2016).  

According to Palinkas et al (2015:1) purposive sampling “is widely used in qualitative research 

for the identification and selection of information-rich cases related to the phenomenon of 

interest”. They add that other than the knowledge and experience the selected or sampled 
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participants have about the phenomenon of interest, their “availability and willingness to 

participate, and the ability to communicate experiences and opinions in an articulate, 

expressive, and reflective manner” (Palinkas et al., 2015:1) lead to their selection. When 

explaining the need of using purposive sampling, Bryman (2008) states that the rationale for 

selecting scenarios and human subjects is intrinsically deliberate. Bryman contends that 

random selection may fall short of giving the most informative cases or human subjects, 

resulting in sample bias and skewed research findings. 

Purposive sampling is mostly used in qualitative study approaches (Kumar, 2014); the 

researcher will choose to use it considering the qualitative aspects within the mixed research 

approach the study will adopt. Primarily, this researcher will use a purposive sampling strategy 

to choose private universities within the Nairobi Metropolitan area that offer PhD programmes. 

The researcher will also use purposive sampling technique to target faculty and doctorate 

students judged to be mostly involved in research as well as university librarians who play an 

important role in implementing programs and services in university libraries. Finally, 

purposive sampling will be used in including research/reference librarian in the study 

considering their involvement in providing data related services to researchers.  

Fraenkel, Wallen, and Hyun (2011) highlights that the use of purposive sampling allows the 

researcher to pick participants based on their prior knowledge of a community and the specific 

research aims. Even though Palinkas et al. (2015) stated that this type of sampling is associated 

with some limitations such as the researcher's judgment being incorrect, in this study, the 

researcher intends to overcome this challenge by including multiple and a wide spectrum of 

cases of participants in the study who will be selected randomly.  

4.6.2 Full/Total population sampling  

Having purposively sampled the five universities that participated in the study as well as the 

researcher, university librarians and research librarians, this study also used the full population 

sampling also known as the total population sampling. The total population sampling is a type 

of purposive sampling which involves the examining the entire population. Before using total 

population sampling, the researcher must ensure that the whole population has common 

characteristics or attributes. 

The total population sampling was used only on the selection of the researchers (full time 

faculty members and the PhD students in the five universities). The application of this 

technique was based on the fact that the researcher was not in control of the population. The 
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researcher had to depend on gatekeepers to disseminate the questionnaire. The gatekeepers in 

this case were specific offices, departments or individuals in the universities who were to 

receive the link to the questionnaire and send to the participants. The researcher was not given 

direct access to the email addresses of the participants. In this case, the link was sent to the 

entire population of fulltime faculty members as well as the entire population of PhD students 

in the five universities.        

4.6.3 Sample size  

Regarding the need for a sample size calculation despite the mention of total population 

sampling, it's important to clarify that while total population sampling was employed for certain 

aspects of the study (i.e., distributing the questionnaire to all full-time faculty members and 

PhD students), it was not feasible to use this approach for all participants due to logistical 

constraints. For example, the researcher did not have direct access to email addresses and had 

to rely on gatekeepers within the universities to disseminate the questionnaire. Therefore, while 

total population sampling was used for some groups, a sample size calculation was necessary 

for other groups to ensure adequate representation and statistical validity. 

To select the sample size for the study, the researcher used the SurveyMonkey sample size 

calculator (SurveyMonkey, 2021). The target sample is presented in Table 4-2. In the 

calculation, the researcher considered a confidence level of 80%, a margin of error of 5% and 

a z-score of 1.28, (which the number of standard deviations a given proportion is away from 

the mean). The formula used in calculating the sample size was; 

 

Where: 

N= population size  

P (probability)=desired confidence level  

e=error Margin 

z = z-score 

 

Table 4-2: Sample size for te study 

𝑺𝒂𝒎𝒑𝒍𝒆 𝒔𝒊𝒛𝒆 =

𝒛² × 𝒑 𝟏 − 𝒑 

𝒆²

𝟏 + (
𝒛² × 𝒑(𝟏 − 𝒑)

𝒆²𝑵
)
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 Universities Fulltime 

lecturers 

Postgraduate 

students (PhD) 

Research/reference 

Librarians 

University 

Librarians 

1.  A.  98 76 1 1 

2.  B.  74 75 1 1 

3.  C.  33 46 1 1 

4.  D.  16 39 1 1 

5.  E.  70 87 1 1 

Total 291 323 5 5 

 

Table 4-2 exhibits the assembled sample of study participants. With the desired sample size 

achieved, the subsequent sections elucidate the researcher's data collection procedures and 

methods applied to the selected participants.  

4.7 Data collection procedures and methods  

The accuracy of data that have been collected determines the effectiveness of any research. 

Collected data and the procedures for collecting data have a great impacting in achieving the 

set objectives of the study. Muhammad (2016) describes data collection as the systematic 

technique of collecting information based on variables of interest in order to answer outlined 

research questions, test hypotheses, and evaluate outcomes. It is considered as a key stage in 

the research process because every study starts with a set of questions that must be answered 

or objectives that must be achieved by the end of the investigation. While research 

methodologies of different disciplines may vary, emphasis on honesty and accuracy in data 

collection cuts across the disciplines and consistency is maintained (Creswell & Clark, 2018). 

The reason for data collection is that the researcher aims at gathering quality data that after 

analysis would produce persuasive and dependable findings to the questions raised. 

Depending on the research approach, an investigator decides on the kind of data to collect. In 

other words, the approach dictates the data collection methods to be used. This could either be 

quantitative or qualitative data. Ary et al. (2019) notes that the majority of quantitative data is 

collected using random sampling and structured data collection techniques; qualitative data are 

collected using non-structured data collection instruments. Data collection, therefore, requires 

thorough, correct, and systematic capturing of any potentially helpful information from 

respondents.  
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Muhammad (2016:208) identifies various methods used in collecting data and they include 

using, “questionnaires, interviews, focus group interviews, observation, survey, case-studies, 

diaries and activity sampling technique”. While quantitative data collection involves the “use 

of a systematic standardised approach and employ methods such as surveys and ask questions” 

Muhammad (2016:203), qualitative data collection majorly uses focus groups, group 

discussions and interviews (Aborisade, 2013; Ary et al., 2019). 

The researcher used both quantitative and qualitative data collection methods after adopting a 

mixed method approach and a mixed methods research design for the study. This enabled the 

collection of two data sets (qualitative and quantitative). As a result, the researcher collected 

data from participants through a questionnaire (see Appendix I) and interviews (see 

Appendices II and III).  

4.7.1 Questionnaire  

One of the data collection instruments that was adopted for the study, as indicated before, was 

the questionnaire. According to Muhammad (2016), a questionnaire is a research instrument 

that includes a set of questions and additional prompts designed to elicit responses from 

participants. They are widely used to collect quantitative data. However, as Muhammad (2016) 

points outs, they are not always designed to be used for statistical analysis of the collected data 

since some of the questions could require qualitative response. Many studies employ 

questionnaires because it is thought that they provide better anonymity, making it more likely 

to get correct data (Kumar, 2014). Furthermore, they are cost-effective, demand less effort from 

the surveyor compared to verbal or telephone surveys, and frequently provide standardized 

responses that facilitate straightforward data compilation (Muhammad, 2016). 

When creating questionnaires, the researcher must guarantee that all the items captured in the 

questionnaire are simple and easy to comprehend (Kumar, 2014). Researchers are therefore 

advised to carry out a pre-test for the purpose of ensuring that there is clarity before the actual 

study.  

In this study, the researcher created one set of questions for researchers (PhD students and 

faculty members). Both closed-ended and open-ended questions were used. Kumar (2014) 

stresses the importance of including both closed and open-ended questions in a questionnaire, 

stating that closed questions are highly effective in obtaining factual information, whereas 

open-ended questions are useful in eliciting survey participants' opinions, attitudes, and 

perceptions. Both aspects enrich and increase the value of the collected data.  
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Even with the adoption of a questionnaire as one of the data collection instruments for the 

study, the researcher was aware of some limitations of the instrument. For instance, as Kumar 

(2014:182) points out, when one uses a questionnaire, there is “lack of opportunity to clarify 

issues” for instance when some of the questions cannot be understood by the respondents. 

Because the concept of data literacy is relatively new, the researcher was aware of the 

possibility of this limitation occurring. To address this challenge, the researcher supplemented 

the questionnaire with extra details for questions that appeared complex, aiming to enhance 

respondents' comprehension. This included providing definitions for intricate concepts. 

4.7.2 Interviews  

Use of an interview schedule as a data collection tool in research “involves asking questions 

and getting answers from participants in a study” (Muhammad, 2016:211). An interview is 

designed to capture and analyse people's perspectives, experiences, beliefs, and ideas on a 

particular topic. When a researcher chooses to use an interview in a study to collect data, they 

expect, respondents to provide detailed information. When compared to quantitative methods 

such as questionnaires, one of the key characteristics of interviews is that they offer an in-depth 

understanding of a phenomenon. Interviews are also useful for gathering data, especially when 

a study is dealing with what could be considered to be sensitive issues that the subjects do not 

feel comfortable discussing openly in a group setting (Barrett & Twycross, 2018). Barrett and 

Twycross (2018) emphasize that, as an approach to qualitative study, interviews give the most 

direct and uncomplicated means of gathering comprehensive and in-depth data about a certain 

topic. 

Research interviews can be classified into individual face-to-face interviews, and group face-

to-face interviews (Muhammad, 2016). In order to conduct the interview, the researcher can 

choose to use an appropriate device (phone or any other electronic device, such as a computer) 

to reach the respondent and contact an interviewee. A researcher can decide to organise the 

interview as structured, semi-structured or unstructured (Giudice et al., 2019). The difference 

between the three is that a structured interview requires the researcher to develop a pre-set 

range of questions. In contrast, unstructured interviews give the researcher complete control 

over the content of questions. In this case, no questions are prepared beforehand (Kumar, 

2014). Whether employing structured or unstructured interviews, the researcher must ensure 

that the questions are well-thought-out and accurately worded so that data acquired from it 

would help achieve the research objectives. 
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For this study, the researcher used semi-structured interviews. The researcher devised two 

distinct interview schedules, which were used to collect information from the five University 

Librarians and the five Research/Reference Librarians. The researcher conducted the 

interviews at the interviewees' workplaces. The respondent and the researcher both agreed on 

a suitable date and time for the interview. Using open-ended questions allowed the interviewer 

to elicit more information. As Kumar (2014) pointed out, using an interview will allow the 

researcher to obtain detailed information by probing and explaining to respondents some of the 

data literacy concepts that appear to be complex to grasp. 

4.8 Data analysis  

Analysis of data according to Bergin (2018:23) is a systematic application of a number of 

procedures and techniques (statistical and/or logical techniques) for the purpose of describing, 

summarizing and evaluating data. He adds that it “entails de-synthesising of data, information, 

or fact in order to respond to research questions”. As one of the most important stages towards 

achieving the purpose of the study, its “goal is to reveal the underlying patterns, trends, and 

relationships of a study’s contextual situation” (Albers, 2017:215). Analysis of the collected 

data depends on the research approach and research design adopted by the researcher. Ary et 

al. (2019:524) state that, because mixed methods research incorporates both qualitative and 

quantitative approaches, the fundamental analysis tools used in those approaches are still valid 

in mixed methods research. The fundamental distinction is in data integration. 

Since the researcher adopted a mixed method research approach and a triangulation research 

design for the study, the analysis of the collected data was cognisant of the two sets of data 

(quantitative and qualitative) collected using questionnaires and interview techniques 

respectively. The researcher applied both quantitative and qualitative techniques in the 

analysis. Triangulation research design models influenced the process of analysis. However, 

Onwuegbuzie and Combs (2011), warn that analysing data from a mixed method study is 

challenging since it calls for combining of data from several tools in order to achieve 

meaningful results. Being aware of these challenges, in the analysis process, the researcher 

employed a side-by-side technique where quantitative data was analysed first, then qualitative 

data. Thereafter, the merging of findings from the two sets of approaches followed. 

4.8.1 Quantitative data analysis  

Quantitative data analysis entails “procedures and rules used to reduce large amounts of data 

into more manageable forms that allow one to draw conclusions and insights about patterns in 
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the data” (Scherbaum & Shockley, 2015). Closed-ended questions in the questionnaire 

generated quantitative data. The IBM SPSS statistical package version 21 was used to analyse 

quantitative data. This entailed creating data files, validating and processing the data, 

interpreting and analysing the data, and writing reports.  

The data from the study was presented as descriptive statistics in the form of charts and tables, 

which show the various categorizations and correlations between the various data sets. Given 

the measurement scales in the data sets in the study, the researcher chose to use charts and 

tables accompanied by text to explain the findings. 

4.8.2 Qualitative data analysis  

Mihas (2019:99) concisely defines qualitative data analysis as “an array of tools of inquiry, 

including coding, memo writing, and diagrams”. Ary et al. (2019:456) provide a much more 

and comprehensive description by pointing out that qualitative analysis “involves attempts to 

comprehend the phenomenon under study, synthesise information and explain relationships, 

theorise about how and why the relationship appear as they do and reconnect the new 

knowledge with what is already known”.  

In this study, some questions from the questionnaire and the interviews generated qualitative 

data which were analysed qualitatively using content analysis. Hsieh and Shannon (2005:1278) 

describes content analysis as a “a research method for the subjective interpretation of the 

content of text data through the systematic classification process of coding and identifying 

themes or patterns”. Kumar (2014) defines it as a qualitative analysis technique that identifies 

emerging major themes from collected data based on participant responses to questions. Flick 

(2011:76) recommends its application in qualitative data analysis because it aids textual 

analysis as it "aims at classifying the content of texts by allocating statements, sentences, or 

words to a system of categories." 

In the application of content analysis, the researcher identified particular content to be analysed. 

The researcher pointed out specific characteristics to be studied in relation to the themes and 

questions that were included in the open-ended questions and interview guide. This was 

followed by the interpretation of data by scrutinising it against the set themes. Subsequently, 

premised on the study's objectives, a discussion of the findings took place while incorporating 

quantitative results. 
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4.9 Validity and Reliability  

The possibility of an error occurring in measurements in research is there. However, through 

validity and reliability, the researcher can identify the extent of the error and provide measures 

to minimize it. Ary et al. (2019:91) define validity as the degree to which test scores allow for 

“meaningful and appropriate interpretation” while reliability is the consistency with which 

results obtained from an instrument or a test measure what they are supposed to be measuring. 

Leedy and Ormrod (2020) describe validity and reliability by stating that, in research, it is the 

degree to which an instrument measures what it is supposed to measure, whereas reliability is 

the degree to which a measuring instrument yields the same results when the entity remains 

unchanged. Therefore, the score of validity and reliability of instruments employed in a study 

must be an area of concern for every researcher. In general, by opting for a mixed research 

method in this study, where various types of data collection procedures will be used, the 

researcher hopes to improve the study's validity and reliability. According to Zohrabi (2013), 

the use of different data collection methods and obtaining information from various sources 

can improve the validity and reliability of the data as well as their analysis. 

4.9.1 Validity  

Validity is an issue of trustworthiness, thus it's an important factor for assessing research's 

quality and acceptance (Creswell & Clark, 2018). It is concerned with whether the study is 

credible and accurate, as well as if it is testing what it claims to be testing. According to Zohrabi 

(2013) every researcher must ensure validity must be built into various phases of research. He 

states that this should be the responsibility of every researcher as well as the participants. 

Researchers collect data using various instruments. It is critical to ensure the quality of the 

instruments used as a way of achieving validity because “the conclusions researchers draw are 

based on the information they obtain using these instruments” (Fraenkel & Wallen, 2012:158). 

As a result, it is critical that both the data and the instruments be validated. Kumar (2014) 

observes that validating of instruments can be done by demonstrating that the questions used 

are relevant to the study's objectives. The validity of the tools that the researcher used to gather 

information from the respondents were enhanced by generating open-ended questions from the 

stated objectives. 

The researcher observed internal validity. Zohrabi (2013) explains that, internal validity is 

concerned with the correspondence of research findings to reality. This is also the extent to 

which the researcher examines and measures what should be measured. To achieve internal 
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validity, the researcher used triangulation, where data collection was carried out using a variety 

of techniques (questionnaires and interviews), thereby confirming the findings. 

The study also achieved external validity which is the assurance of the findings' applicability 

in other contexts or with different subjects (Zohrabi, 2013). The focus of external reliability is 

on how generalizable the study is beyond the subjects under investigation. The researcher used 

a multiple-case study to accomplish this. The study, as previously stated, included five private 

chartered universities in Kenya. The study's findings were intended to be applicable to all 

Kenyan private chartered universities.  

4.9.2 Reliability  

As previously stated, the extent to which a research methodology produces consistent and 

accurate result is referred to as reliability. When a test is applied to the same element of 

measurement repetitively and consistently produces the same outcomes, it is said to be reliable 

(Ary et al., 2019). In a study, there are different ways of achieving reliability. One of the ways 

is what Zohrabi (2013) terms as the investigators position. He writes, “in order to increase the 

reliability of the research, the investigator needs to explain explicitly the different processes 

and phases of the inquiry” (Zohrabi, 2013:259). This can be achieved by elaborating at every 

stage of the study procedure and thoroughly describing the study's purpose, design, and 

participants. For this study, the researcher will ensure that all the stages are well elaborated in 

line with the rationale of the study.  

4.10 Ethical considerations  

It is significantly important to pay attention to any ethical issues in research for the purpose of 

ensuring integrity of the investigator and adherence and protection of the rights of the 

participants. Researchers must ensure that they employ a variety of ways in protecting the 

participant. Ethical implications in the process of research necessitate adherence to ethical 

norms in the study's planning, data collection and analysis procedures and use of the findings. 

Today, there is a greater emphasis on ethical conduct in research, reflecting current societal 

expectation of increased transparency and accountability (Pantzos et al., 2020; Zegwaard, 

Campbell, & Pretti, 2017).  

Mertler (2019:46) points out “protection from harm, voluntary and informed participation, 

right to privacy, and honesty” as the four main categories of research ethics. He emphasizes 

that these ethical concerns apply to all research investigations, whether they use qualitative, 
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quantitative, or mixed research methods. This study, will be cognizant of the four categories of 

ethics before, during, and after data collection. Each of these concerns are discussed below.  

4.10.1 Protection from harm 

The researcher has the responsibility to ensure that all subjects in the research study do not 

suffer any physical or psychological harm. Loss of resource, including time, and reputation 

should be considered as facing eminent danger of harm during research (Fleming & Zegwaard, 

2018). Fleming and Zegwaard (2018:211) advice that before choosing a research design for the 

study, the researcher should “consider the potential of harm to the participants, the researcher, 

the wider community, and the institution”. To be noted is that, if a study is to include a 

community of vulnerable populations such as the elders, disabled and children, then the 

researcher must guarantee that they are given extra attention and be protected from any form 

of harm (Creswell & Creswell, 2018). 

While evaluating potential harm, the goal should be to eliminate, isolate, and minimise the 

extent in descending order. Study participants must be fully informed about potential risks 

(Fleming & Zegwaard, 2018). Potential harm should be no greater than that experienced in 

daily life. Participants should not be exposed to dangers that are greater than or additional to 

those encountered in daily life. 

This study did not include any vulnerable person. The participants who were included in the 

study were of adult age. Furthermore, in order to adhere to this consideration, the researcher 

avoided including sensitive and potentially traumatizing questions in the data collection 

instruments. 

4.10.2 Informed consent 

Informed consent is when participants agree to take part in a study after learning about its 

essence as well as what their participation will entail (Mertler, 2019). Denzin and Lincoln, 

(2011), term it as the cornerstone of an ethical research. The concept of informed consent can 

be divided into two for easy comprehension, that is, ‘informed’ and ‘consent’. Fleming and 

Zegwaard (2018:210) stress that “participants must provide explicit, active, signed consent to 

taking part in the research, including understanding their rights to access to their information 

and the right to withdraw at any point. The informed consent process can be seen as the contract 

between the researcher and the participants”. 

In this context, “informed” means that the participants must be fully clear about what is 

expected of them, how the information they will give will be used, and what (if any) 
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implications may result. On the other hand, the term "consent" implies that participants must 

be given an expressive, active, signed agreement to participate in the study. The signed consent 

should acknowledge their rights to see their data and should allow them to freely withdraw 

from being a participant in the study at any point if they choose to (Creswell, 2014). 

The researcher is always responsible for ensuring that participants are made aware of that the 

study entails and can independently choose whether to take part in the study or not. Potential 

subjects must need adequate time to ask questions about the study for them to make an 

appropriate decision (Creswell, 2014). 

The researcher ensured respondents’ consent in this study by providing enough information 

about the study to the participants. The consent form was included as the first item in the 

questionnaire and respondents had to fill it first before proceeding. They were also be given 

the opportunity to examine all options, including consenting to participate in the study or opting 

out before, during, or even after the study. In order to provide clarification, the researcher 

provided contact detail in case participants were interested in finding out more detail about the 

study.  In this scenario, the researcher endeavoured to guarantee that the participants 

understood the information before proceeding. Finally, the researcher ensured that the 

participants have given their permission to take part in the study. 

4.10.3 Anonymity and confidentiality 

In research, the privacy of a participant must be respected and it is the responsibility of the 

researcher to adhere to it. According to Clark-Kazak (2017:13), “researchers have a duty to 

protect respondents’ personal information and not disclose any identifying characteristics that 

would compromise anonymity…”. This is why one of the ethical considerations the researcher 

had to adhere to was to ensure the confidentiality and anonymity of participants.  

Anonymity in as an ethical consideration in research is when the researcher is oblivious of 

subjects' identities. In this case the identity of the participant is unknown to the researcher. 

When a participant's identification cannot be associated to the personal responses recorded in 

the collected data, then the participant's anonymity is safeguarded. According to Creswell 

(2014:138) in order to maintain or achieve anonymity, “in survey research, investigators 

disassociate names from responses during the coding and recording process. In qualitative 

research, inquirers use aliases or pseudonyms for individuals and places, to protect the 

identities of participants”.  
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In the wake of the researcher not being able to guarantee anonymity, they must address 

confidentiality. Confidentiality is described as a situation whereby a researcher is fully aware 

of who the participant in the study is, however, they take precautionary measures hide their 

identity. It should be the researcher's handling of personal details in order to preserve the 

participants' privacy. According to Creswell (2014), one thing to keep in mind about 

confidentiality is that some respondents may wish to keep their identity hidden. By allowing 

this, the researcher lets the participants to retain full of their voices and exercise their decision-

making independence. Maintaining confidentiality is therefore a crucial step to ensure the 

security of ones' information. Researchers use a different method to conceal the identities of 

their respondents.  

To begin, when exchanging information over the internet, they use encryption key files to keep 

their records secure. They do not document information in such a way that subject responses 

are linked to personal information. This is typically accomplished by employing a code known 

only to them. Because participants may not even be identified by their names, but by other 

identifiers or combinations of information about them, researchers will only release aggregate 

findings to the public, rather than personal data.  

In this study, the researcher ensured that the participants' identities were kept confidential and 

anonymous. The assurance extended beyond the confidentiality of the participants' names. 

Instead, it prohibited the use of self-identifying statements and information. For example, as 

shown in Tables 4.1 and 4.2, the researcher avoided identifying each institution that was 

included in the study alongside the specific population and sample. Instead, the researcher 

identified private universities using the alphabetical codes A-F. Furthermore, no data collection 

instrument included a component requiring participants to record their names or any other 

identifying information.   

4.10.4 Honesty and compliance 

It is the responsibility of the researchers to ensure a level of honesty whenever they are 

presenting their work. They must disclose any potential conflicts of interest. The reporting of 

data, results, methods, and procedures of the study should demonstrate honesty in research. 

Every researcher is expected not to make up, falsify, or misrepresent data. In this study, the 

researcher made certain that all sources were properly acknowledged. The researcher also made 

certain that the findings were accurately reported, with no tampering or addition of unreported 

data.  
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4.10.5 Ethics clearance process 

Conducting research without the necessary clearance is considered an offence. It is a 

requirement by the University of Pretoria that a researcher must receive a research ethics 

clearance before conducting any research. The same is a requirement within the Kenyan 

context where a researcher is expected to seek clearance from the National Commission for 

Science, Technology & Innovation (NACOSTI) as well as the respective institutions where 

data is to be collected.  

For this reason, before collecting data, the research applied for research ethics clearance from 

the University of Pretoria. Once the clearance had been given (see Appendix IV) the researcher 

applied for a research permit from the NACOSTI (see Appendix V). It is after receiving both 

the UP ethical clearance and the NACOSTI permit the researcher now wrote to the five 

institutions (Catholic University of Eastern Africa, United States International University, 

African International University, Adventist University of Africa, and Daystar University) 

requesting to collect data from participants in their respective institutions (see Appendices VI-

XI). 

4.11 Summary 

This chapter described the methodologies proposed by the researcher for use in conducting the 

study. The pragmatic paradigm was identified as the study's philosophical worldview in the 

chapter. This discussion was followed by the selection of mixed methods research as the study's 

proposed research approach. A mixed methods research approach, according to the researcher, 

was ideal for achieving the study's objectives. Furthermore, the mixed methods approach was 

thought to be consistent with the pragmatic paradigm proposed as the study's philosophical 

worldview. The researcher chose the triangulation research design, which is a mixed method 

research design, during the discussion of possible research designs.  

The study took place in the Nairobi metropolitan area and included five chartered private 

universities. Researchers (PhD students and faculty members at these universities), heads of 

university libraries in the selected libraries, and research or reference librarians in the libraries 

comprised the study's sample. The researcher employed two non-probability sampling 

methods: purposive and total population sampling. The researcher used a questionnaire to 

collect predominantly quantitative data and an interview schedule to collect qualitative data in 

this mixed methods study. 
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In addition to raising awareness of potential errors, the chapter outlined some of the measures 

the researcher needed to take in order to achieve validity and reliability. Concerning data 

analysis, the chapter stated that the researcher would consider the two sets of data that were to 

be collected; thus, the triangulation method of data analysis was used. Finally, the chapter 

outlined the ethical guidelines that the researcher was expected to follow prior to, during, and 

after the study.  
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CHAPTER 5 

5. DATA ANALYSIS AND PRESENTATION – QUESTIONNAIRES 

After detailing the study's procedures and methods in Chapter 4, Chapter 5 is dedicated to 

presenting the analysed data, with a specific focus on the information gathered through 

questionnaires.  

5.1 Introduction 

In this chapter, the researcher presents the findings from the questionnaire. Data collected were 

predominantly quantitative. However, the questionnaire included a few questions which were 

open ended. These questions resulted in qualitative data. Using statistical methods, the 

researcher examined the quantitative data to identify patterns and relationships among the 

variables. The goal of this analysis was to achieve specific objectives and answer research 

questions as identified in sections 1.5 and 1.6.  

5.2 Preliminaries 

A total of 546 responses were collected from the questionnaires, and each response was 

assigned a unique data ID from 1 to 546 (R1 to R546). Additionally, a timestamp was recorded 

for each response, indicating the moment at which the participant began filling out the online 

questionnaire. Participants were asked to indicate whether they provided informed consent for 

their data to be used in the research. Any data from participants who did not explicitly provide 

informed consent were considered ethically unsuitable for analysis and therefore were removed 

during the data cleaning stage prior to commencing with the data analysis. 

The following five (5) data records were deleted for not giving consent: 

 Table 5-1: Records deleted - no consent provided 

Data ID Time stamp 

329 11/26/2022 19:14:25 

429 11/31/2022 20:25:07 

446 12/5/2022 18:23:14 

495 11/31/2022 18:49:04 

515 12/5/2022 10:45:31 
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The following two (2) data records were deleted for leaving informed consent blank though 

proceeded to fill the questionnaire: 

Table 5-2: Records deleted for leaving informed consent blank 

Data ID Time stamp 

240 11/24/2022 15:02:15 

391 12/1/2022 8:43:34 

 

As a result of participants not providing informed consent, a total of 7 records were deleted. 

Following the deletion of these records, the analysis was conducted using a total of 539 records. 

Each record denotes each participant’s response and was abbreviated as R, which stands for 

Researcher. This represents a return rate of 88%.  

5.3 Section one: Biographical information 

The participants were asked to indicate if they were PhD students/candidates or faculty 

members. 

Out of the 539 participants in the study, 327 (60.7%) were PhD students or candidates, and 212 

(39.3%) were full-time faculty members holding a PhD degree. The strong representation of 

both groups in the sample population is noteworthy, but since the majority of respondents are 

PhD students/candidates, it is acknowledged that the research findings may be biased towards 

their views. 

5.4 Section Two: Research Data Management (RDM) 

In this section the phases in the research data management cycle were presented to the 

respondents. Research Data Management (RDM) involves the organization, storage, 

39.3%

60.7%

Faculty member

PhD student/Candidate

 

 Figure 5- 1: Participant distribution 
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preservation, and sharing of research data throughout the research lifecycle. It includes 

practices for data documentation, data security, and data sharing, as well as adhering to ethical 

and legal considerations. 

5.4.1 Data creation 

First, the participants were asked to specify the various tasks where the library has provided 

assistance in the process of data creation. Data creation encompasses tasks such as developing 

a data management plan, selecting appropriate data formats, obtaining consent for data sharing, 

searching for pre-existing data, collecting data, and capturing data. 

The majority of participants (65.9% or 355 respondents) felt that the library did not assist in 

creating data, as they chose the "none of the above" option. This suggests that respondents did 

not believe the libraries are able or willing to provide any of the data creation services that were 

listed in the questionnaire. Fewer than 20% of respondents were offered help, with data creation 

tasks, by the libraries. A small number of respondents (0.4% or two (2) respondents) mentioned 

other services such as storing data and providing online access to library services during the 

COVID-19 pandemic, which are not considered data creation services. The top services offered 

by libraries for data creation were locating existing data (19.9% or 107 respondents), collecting 

data (16.3% or 88 respondents), data capturing (15% or 81 respondents), and selecting data 

formats (12.4% or 67 respondents). All other data creation services were identified by less than 

10% of the responses. 
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Figure 5- 2: Data creation 

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



135 
 

5.4.2 Data processing 

Data processing involves several tasks such as data entry, data translation, data transcription, 

data validation, data cleaning, data anonymization, and data description. Participants in the 

survey were asked to indicate the type of support and assistance their library offered with 

regards to data processing. 

The respondents, who made up the majority at 69.6% (375), felt that the libraries did not 

provide the listed data processing services. Among the services offered, those selected by over 

10% of the respondents were data entry (17.6% or 95 respondents), data description (16.5% or 

89 respondents), and data translation (15.2% or 82 respondents). For the remaining services 

listed, less than 10% of the respondents felt that libraries provided them. Only one respondent 

(0.2%) selected "other" and stated that they processed the data themselves without any 

assistance from the libraries. 

5.4.3 Data analysis 

Data analysis services encompass various tasks such as data interpretation, research output 

generation, author publications, data visualization, and data documentation preparation. As a 

result, the participants were requested to indicate the type of support and assistance their library 

offered concerning data analysis. 
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 Figure 5- 3: Data processing tasks 
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The survey revealed that a significant proportion of the respondents, (72.7% (392), believed 

that the libraries did not provide any of the data analysis services that were mentioned. From 

the services that were available, only author publications, at 17.1% (92), production of research 

output, at 16.5% (89), and data interpretation, at 15.8% (85), were offered to more than 10% 

of the participants. One respondent, representing a negligible percentage of 0.2%, reported 

receiving other types of data analysis services, but did not specify the nature of the services.  

Based on the findings it appears a majority of the respondents believe that the libraries do not 

provide any of the data analysis services that were mentioned in the survey, this suggests that 

there may be a gap in the services being offered by libraries and the perceived needs of their 

users. 

5.4.4 Preservation of data 

Preserving data involves various activities, such as migrating data to suitable formats, backing 

up and storing data, creating metadata, archiving data in an open access repository, publishing 

data in the university's institutional repository, and publishing data in disciplinary repositories.  
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 Figure 5- 4: Data analysis services 
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The participants were requested to identify the type of support and assistance their library 

provided concerning data preservation.  

Data preservation was one of the most widely acknowledged services provided by libraries, as 

all the services, except for metadata creation, were recognized by more than 10% of the 

respondents. Data publication in the university's institutional repository was the most 

recognized service, with a recognition rate of 23.7% (128). However, a substantial proportion 

of the participants, accounting for 65.7% (354), believed that libraries did not offer the 

preservation services that were listed. 

5.4.5 Enhancing access to data 

Enhancing access to data encompasses various activities, such as data sharing, data control, 

establishing copyright, promoting data, and creating a reference for citing data. The participants 

were requested to indicate the type of support and assistance their library offered concerning 

enhancing access to data. 
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 Figure 5- 5: Preservation of Data 
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The data indicates that enhancing access to data was not considered a prominent service 

provided by libraries, with only data sharing being recognized by more than 10% of the 

respondents at 15.4% (83). A considerable majority, comprising 79.2% (427) of the 

participants, believed that libraries did not offer services related to enhancing access to data. 

Only a small number of respondents, representing 0.4% (1) reported receiving other services.  

The one respondent mentioned receiving a plagiarism check which is not a related service in 

the context of enhancing access to data. 

5.4.6 Created a Data Management Plan (DMP) 

A data management plan (DMP) is a document that outlines the steps taken to manage the data 

generated, collected, or used during a research project. DMP includes information on the types 

of data to be collected or generated, how the data will be organized and stored, how data will 

be backed up and preserved, and how data will be shared and made accessible to others (Gajbe, 

Tiwari & Singh, 2021). The DMP also covers issues such as data privacy and security, ethical 

considerations, and legal compliance with relevant regulations. 
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Figure 5- 6: Enhancing access to data 
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In this section of the questionnaire, participants were asked to indicate if they had ever created 

a data management plan. 

Out of the total respondents, only 15.8% (85) indicated that they have ever created a data 

management plan, while 72.4% (390) were certain that they had not created one. Notably, 

11.9% (64) of the respondents were uncertain whether they had created a data management 

plan or not. This uncertainty might suggest that some respondents lack knowledge about the 

concept of a data management plan, or they are unsure if their data management practices meet 

the criteria for a data management plan. 

There was a follow-up question asking respondents to comment on their choices regarding the 

creation of data management plans. The analysis of responses identified some key themes as 

to why participants had or had never created data management plans. These themes were, lack 

of awareness about data management plans, DMP being a requirement for research that they 

were carrying out, lack of personal experience, lack of knowledge about DPMs, lack of 

institutional support, lack of understanding about the importance of a DMP and future plans of 

creating DMPs.  

The majority of the respondents, 312, who had indicated that they had never created a DMP 

gave the reason that they lacked awareness about data management plans. All the respondents, 

15.8% (85) who had indicated that they had ever created a DMP gave the reason that DMP was 

requirement for research that they were carrying out. The requirement was either by the 

research funder or the publisher. Other respondents indicated that they had no personal 

experience in creating DMP (125), they lack knowledge about DPMs (162), they lacked 
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Figure 5- 7: Creating DMPs 
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institutional support in creating DMPs (96) and they never understood the importance of a 

DMP (89). Lastly, some respondents (89) planned to learn and create a DMP in the future, 

highlighting the importance of training and education on data management practices. 

In summary, the analysis of respondents' comments revealed that various factors, including the 

level of knowledge, awareness, experience, and institutional support, influence the uptake of 

DMPs. Furthermore, the findings suggest a need for more training and education to promote 

the creation and adoption of DMPs in research projects. 

5.4.7 Created any metadata 

Metadata are data that describe other data. It provides a structured and standardized way of 

describing data and its characteristics, including the format, location, size, creator, date of 

creation, and other details relevant to the data's content and context. 

The participants were asked to indicate if they had ever created metadata. 

 

Out of the total number of respondents, only 17.3% (93) were confident that they had created 

metadata, while 69.9% (377) were sure that they had not. It is possible that the 12.8% (69), 

who were uncertain about whether they had created metadata or not, may have felt unsure 

because of a lack of understanding of what metadata is in the context of information and data 

literacy. 

The low percentage (17.3%) of respondents who confirmed they had created metadata suggests 

that there may be a lack of awareness or understanding of the importance of metadata in data 

management. This could have implications for the discoverability, reuse, and sharing of data, 

particularly in research settings where data are often shared and reused by others. 
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Figure 5- 8: Figure 5- 9:Creation of a metadata 
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There was a follow-up question which required respondents to share their comments on the 

choices they made regarding metadata. This second part of the question was analysed 

qualitatively and some underlying themes emerged from their responses. One of the primary 

themes was awareness, with the majority of respondents (321) indicating not having a good 

understanding of metadata and its significance in their research work. 

Regarding the creation of metadata, some respondents (93) reported having created metadata 

during their research. Those who created indicated that the creation of metadata was a 

requirement for publishing their research, both internationally and in journals.  

The lack of knowledge emerged as another significant theme, with majority of the respondents 

(352) reporting not having encountered metadata in their research work or not knowing how to 

create it. This lack of knowledge could have implications for the consistency and accuracy of 

data, particularly if metadata is not created and managed correctly. 

5.4.8 Where research data is stored 

The participants were asked to indicate the medium in which they stored their research data.  

Respondents had the opportunity to choose more than one medium. 

According to the survey results, the primary storage medium used for research data is a personal 

laptop, with a significant majority of 80.9% (436) of respondents using this method. Following 

this, USB sticks were the second most popular choice, with 58.6% (316) of respondents using 

them, followed by PC hard drives at 51.6% (278) and portable hard drives at 43.6% (235). The 
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Figure 5- 10: Research data storage 
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data shows that respondents prefer physical storage devices that they have control over, as 

evidenced by the popularity of USB sticks and hard drives. Despite this, virtual storage is a 

popular choice, with cloud storage being the most popular virtual option at 25.4% (137). 

However, it is important to note that cloud storage usage lags far behind physical storage usage. 

Library servers were a poorly rated choice for storage, with only 4.8% (26) of respondents 

choosing this method. External servers were also not popular, with only 2.2% (12) of 

respondents selecting them. 

Given the clear preference for physical storage over virtual, it would be beneficial to investigate 

the reasons behind this trend. Further analysis could provide insight into why respondents 

favour physical storage devices, and could potentially inform strategies for improving the 

uptake of virtual storage options considering that virtual storage makes it for data sharing. 

5.5 Section Three: Data management competence 

This section provides the results of a question that aimed to assess the perceived competence 

of the respondents in various areas of research data management. The survey asked respondents 

to rate their knowledge, skills, and abilities in the following areas: data planning, data 

collection, data processing, data analysis, data preservation, data sharing/publishing, data re-

use, FAIR data, ethical collection of data. It is important to note that research data management 

is an integral part of the research process. Effective management of research data ensures that 

data is properly organized, stored, preserved, and made accessible for future use. Furthermore, 

adherence to ethical data collection practices is crucial in ensuring that data is collected in a 

responsible and trustworthy manner. 

The following figure displays the results of the survey, showcasing the percentage of 

respondents who rated their competence in each area as "very competent," "somewhat 

competent," " little competence," " no competence" or “not applicable.”
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A significant proportion of respondents reported having only limited or somewhat competent skills in data management. Specifically, 82.4% (444) 

of respondents rated themselves as having little or somewhat competent skills in data planning, 71.8% (387) in data collection, 76.8% (414) in 

data processing, 80.9% (436) in data analysis, 83.9% (452) in data preservation, 79.7% (430) in data sharing/publishing, 56.6% (305) in data re-

use, 37.3% (201) in FAIR data, and 57.5% (310) in ethical collection of data.

Data planning Data collection Data processing Data analysis
Data

preservation

Data sharing/

publishing
Data re-use FAIR data

Ethical

collection of

data

No Competence 7.4% 0.4% 1.7% 1.9% 7.2% 15.0% 39.3% 57.7% 26.3%

Little Competence 46.8% 20.0% 25.6% 27.8% 46.4% 53.4% 39.5% 26.2% 25.2%

Somewhat Competent 35.6% 51.8% 51.2% 53.1% 37.5% 26.3% 17.1% 11.1% 32.3%

Very Competent 10.2% 27.6% 21.3% 17.3% 8.9% 5.2% 3.0% 2.2% 15.6%

Not Applicable 0.0% 0.2% 0.2% 0.0% 0.0% 0.0% 1.1% 2.8% 0.6%

7.4%

0.4% 1.7% 1.9%

7.2%

15.0%

39.3%

57.7%

26.3%

46.8%

20.0%

25.6%
27.8%

46.4%

53.4%

39.5%

26.2% 25.2%

35.6%

51.8% 51.2%
53.1%

37.5%

26.3%

17.1%
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Figure 5- 11: Level of agreement with data related statements 
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Notably, the percentage of respondents who rated themselves as having no competence in data 

re-use, FAIR data, and ethical collection of data were 39.3% (212), 57.7% (311), and 26.3% 

(142), respectively, which is significantly higher than the proportion of respondents who rated 

themselves as having no competence in other areas of data management, which did not exceed 

15%. Moreover, 57.7% of respondents reported having no competence in FAIR data, with 

83.9% (452) of respondents reporting limited or no competence in this area. Similarly, 78.8% 

(425) of respondents had limited or no competence in data re-use. Only data collection at 27.6% 

(149) and data processing at 21.3% (115) were the areas where more than 20% of the 

respondents rated themselves as highly competent. 

Based on the findings, it appears that research data management practices in the institutions 

surveyed may be inadequate or insufficient. Given the importance of proper research data 

management in ensuring the integrity, quality, and accessibility of research data, these findings 

highlight the need for institutions to invest more in developing the skills and knowledge of 

their researchers in the area of research data management.  

5.6 Section Four: Research process 

Within this section, individuals were presented with a series of statements outlining potential 

means by which the library can furnish researchers with data literacy-related assistance during 

the research process. Respondents were tasked with indicating their level of agreement with 

each statement by selecting one of the following options: “Agree,” “Disagree,” or “Not sure.” 

5.6.1 Managing data 

Participants taking part in the study were requested to provide their viewpoint on how libraries 

handle research data. This was accomplished by indicating agreement or disagreement with a 

series of statements related to the management of research data.   
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The findings indicate that a majority (66.6% (359) of respondents were dissatisfied with the 

level of assistance provided by libraries in managing research data. The respondents disagreed 

or were uncertain about whether their libraries offered guides on research data management, 

63.5% (342) disagreed or were uncertain about whether their libraries offered training modules, 

and 65.3% (352) disagreed or were uncertain about whether their libraries hosted data 

management training events. However, many respondents (30%) expressed satisfaction with 

their library's data management services. This aspect should be further explored to determine 

the underlying reasons and potential ways to improve library services. 

5.6.2 Data publishing and sharing 

Participants taking part in the study were requested to provide their viewpoints on how libraries 

handle research data. This was accomplished by indicating agreement or disagreement with a 

series of statements related to data publishing and sharing.  
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Figure 5- 12: Library in promoting data literacy data 
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The findings reveal that a majority of respondents were dissatisfied with the level of assistance 

provided by libraries in data publishing and sharing. Specifically, 71.3% (384) of the 

respondents were unaware (disagree and not sure) of open data as a publishing option, 64.5% 

(348) were unaware (disagree and not sure) of the libraries providing guides on data publishing, 

and 60.8% (328) were unaware (disagree and not sure) of the libraries providing advice on 

copyright issues related to data publishing. 

However, the survey also found that over 28% of the respondents acknowledged the provision 

of data publishing and sharing services by libraries. This suggests that libraries have made 

some progress in this area, but more needs to be done to increase awareness and understanding 

among library users. The results of the survey reveal a gap in knowledge about data publishing 

and sharing among the majority of researchers.  

5.6.3 Tools 

Participants taking part in the study were requested to provide their viewpoint on the tools used 

by libraries to manage research data. This was accomplished by indicating agreement or 

disagreement with a series of statements related to data management tools.  
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Figure 5- 13: Data publishing and sharing 
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The majority of respondents expressed dissatisfaction with the level of access to certain data 

management tools offered by libraries. Specifically, 96.3% of respondents indicated that they 

did not feel that libraries provided adequate access to 'ready to use' data management plans, 

while 94.6% indicated a lack of access to tools for online collaboration among researchers. In 

contrast, a significant majority agreed that libraries do provide data analysis tools, with 83.3% 

indicating their agreement. 

This indicates that there may be a need for libraries to make available necessary data analysis 

tools in order to better meet the needs of their users. 

5.7 Section Five: Importance of data literacy 

Data literacy refers to the ability to read, analyse, interpret, understand, and communicate data 

in a meaningful way. It encompasses a broad range of skills and knowledge, including the 

ability to collect, manage, and process data, as well as the capacity to use data to make informed 

decisions, draw conclusions, and solve problems. Data literacy also involves an understanding 

of basic statistical concepts and data visualization techniques, as well as the ability to critically 

evaluate data and its sources. In today's data-driven world, data literacy is becoming an 

increasingly important skill for individuals and organizations to possess. 
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Figure 5- 14: Data management tools 
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In this section, the research participants were asked an open-ended question to express their 

opinions on the importance of data literacy. Based on their responses, the researcher drew out 

some related themes.  

i. Data literacy is an essential aspect for researchers as it improves data management and 

promotes research outcomes.  

Improves data management in research (R469) 

Improves data management (R507) 

Promotes research outcomes (R11) 

ii. Data literacy enhances the researchers’ data competencies and equips them with the 

necessary skills for effective data management hence reducing or shortening time spend 

while working with data as well as the cost of working with data.  

It saves time for the researcher, and cost that could be incurred in hiring a data 

management (R3). 

It equips researchers with skills necessary to ease their researcher work (R101). 

Empowers researchers to improve on their data competency necessary for their 

research (R459). 

iii. Data literacy also builds a researcher's capacity to carry out research, communicate 

results, and determine valuable materials and instruments for data management.  

It enables a researcher to possess the necessary skills required to understand, explore, 

use and communicate using data (R193). 

Data literacy improves our ability to read, create, understand and communicating data 

(R428) 

It equips the researcher with the knowledge of data management (R423) 

It helps in carrying out research effectively (R424). 

It enhances proper communication between the researchers and expertise (R427). 

It promotes data management efficiency (R433). 

It prepares researchers for successful research data management (R460). 

iv. Data literacy improves efficiency in working with research data, enables effective data 

analysis, and helps promote data privacy, confidentiality, and reuse.  

It enables one to be able to collect data, to analyse data and to interpret data in a more 

accurate way (R396).  

It improves data efficiency (R405). 
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v. Data literacy a necessity for quality research and effective decision making, improving 

their data analysis skills and enabling meaningful and critical interaction with data. 

Enhances effective data management process (R439) 

Enhances effective research data management (R13). 

Data literacy is a prerequisite for researchers to interact with data insights 

meaningfully and critically (R272). 

5.8 Level of agreement with the statements 

Participants were requested to express the level of agreement with a set of statements provided 

in this section. Respondents had the option to select from a five-point Likert scale that ranged 
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from "Strongly agree" to "Strongly disagree", with intermediate options such as "Agree", 

"Neither agree nor disagree", and "Disagree".  
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Figure 5- 15: Level of agreement with data related statements 
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The analysis revealed a significant lack of familiarity with open data and FAIR data, with 

67.4% (363) and 74.4% (401) respectively disagreeing or strongly disagreeing that they were 

familiar with these concepts. Only 16.9% (91) of respondents reported some level of familiarity 

with open data, and 11.5% (62) with FAIR data. 

Regarding the comfort and willingness of respondents to share their research, 49.5% (267) and 

45.1% (243) respectively indicated a neutral stance, while only 28.2% (152) were comfortable 

with sharing their data and 41.0% (221) were willing to share their research data. 

A large majority of the respondents, 78.5% (423), expressed a desire to store their research 

datasets beyond the lifetime of the project, indicating an appreciation for the value of long-

term data preservation. 

The respondents strongly felt that libraries should provide templates for data management, with 

97.8% (527) advocating for templates for data management plans and 97.4% (525) for a 

template with an embedded metadata set for uploading data into a repository. This suggests 

that there is a need for clarity and guidance on best practices for data management and metadata 

development that is tailored to their specific university and research needs. 

Additionally, an overwhelming majority of the respondents, 97.1% (523), believed that 

participants should be made aware that the data collected from them will be shared with others, 

indicating a strong preference for transparency and ethical data sharing practices. 

Overall, the data suggests that there is a need for greater education and support in the area of 

data management and sharing, as well as a need for greater transparency and communication 

about the collection and sharing of research data. 
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5.9 Section Six: Research data management challenges 

In this section, the respondents were asked to identify some of the challenges they face when 

working with data during research. 

In this section, the participants were asked to identify all the challenges they faced while 

working with research data. The respondents rated the challenges in order of significance, with 

the most challenging being the analysis of data using various statistical software at 66.6% 

(357), followed by the development of data collection instruments at 62.2% (355), privacy and 

confidentiality issues associated with data at 61.2% (330), locating datasets at 60.3% (325), 

processing collected data at 56.6% (305), preserving data at 51.8% (279), developing an 

appropriate data management plan at 51.4% (277), creating metadata at 49.7% (268), and 

storing data at 40.1% (216).  

This prioritized list of challenges can guide efforts to address the issues associated with 

managing research data among researchers.  

5.10 Section Seven: Data literacy framework 

To answer the questions in this section, respondents were provided with a proposed data 

literacy framework and were required to refer to it.  
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Figure 5- 16: Research data management challenges 
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The first question asked was if they were familiar with the literacies listed in the framework. 

 

 

In terms of familiarity, the respondents were most familiar with information literacy with 

63.8% (344) indicating that they were familiar, followed by digital literacy at 61.6% (332). 

Statistical literacy had the lowest level of familiarity with only 36.9% (199) of respondents 

indicating that they were familiar with it. About 2.8% (15) of respondents were unfamiliar with 

all the listed literacies. The disparity between statistical literacy and the other literacies requires 

further investigation, as does the fact that over 30% of respondents appear to lack proficiency 

in the various literacies. 

5.11 Key areas to be prioritised in the development of a data literacy training program 

The respondents were asked to identify key areas in research data management that they believe 

should be given priority in the development of a data literacy training program. As an open-

ended question, a qualitative thematic approach was used to analyse the responses.   

Based on the responses, the key areas that should be prioritized in the development of a data 

literacy training program were data organization and management, data privacy and security, 

data visualization and presentation, data analysis and statistics, data ethics and governance, and 

data sharing and collaboration. These themes were identified as a result of the qualitative 

analysis of the responses. The following is a list of the key areas and sub key areas as analysed 
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Figure 5- 17: Familiar with other literacies 
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from the responses. The number in the brackets indicate the number of respondents who 

suggested that as a key area to be prioritized. Respondents could select/indicate as many as 

they needed to.  

1. Data organization and management 

• Data management planning (36 respondents) 

• Data preservation (17 responses) 

• Developing data processing tools and methods (10 responses) 

• Data collection methods (21 responses) 

• Creating metadata (20 responses) 

• Developing appropriate data management plan (58 responses) 

• Data storage (37 responses) 

• Capturing data (11 responses) 

2. Data privacy and security 

• Data privacy (10 responses) 

• Ethical data collection (17 responses) 

• Privacy and confidentiality issues associated with data management (10 responses) 

3. Data visualization and presentation 

• Data visualization (33 responses) 

• Data presentation (6 responses) 

• Data interpretation (39 responses) 

• Data communication (8 responses) 

4. Data analysis and statistics 

• Data processing (68 responses) 

• Data analysis (38 responses) 

• Digital literacy (38 responses) 

5. Data ethics and governance 

• Ethical collection of data (27 responses) 

• Establishing copyrights (9 responses) 

• Open science (20 responses) 

6. Data sharing and collaboration 

• Data reuse (37 responses) 

• Open data publishing: (24 responses) 

• Data publication (22 responses) 
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• Data sharing (29 responses) 

• Information literacy (6 responses) 

It will be important to note that the number of responds in brackets for each category is not 

indicative of the urgency of each theme when developing a data literacy training program. 

Instead, the figures represent how frequently each sub-theme was stated by research 

participants. As a result, a higher number of responses indicates that the sub-theme was cited 

more frequently by respondents, but it does not necessarily imply that it is more urgent. 

It is also worthwhile to point out that data literacy training priorities may differ based on the 

specific context and demands of the target audience. As a result, before identifying the most 

pressing areas to prioritize, it is critical to assess the precise aims and objectives of the training 

program, as well as the target audience's level of data literacy. 

5.12 Library’s role in promoting data literacy among researchers 

Respondents were asked to indicate whether they think the library has a role to play in 

promoting data literacy among researchers. 

The findings indicate that an overwhelming majority of the respondents, accounting for 90% 

(485), acknowledged the role of libraries in promoting data literacy among researchers. The 

high percentage is indicative of a clear and resounding recognition that libraries serve as key 

provider in fostering data literacy. This is in contrast to the 0.2% (1) of the respondents who 

felt that libraries have no role in promoting data literacy, and the 9.8% (53) who were unsure 

of the role of libraries in data literacy. 
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Not Sure, 
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Yes, 90.0%

No

Not Sure
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Figure 5- 18: Role of library in promoting data literacy 
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The respondents were asked to provide their comments regarding their choice of the library 

having a role to play in promoting data literacy among researchers. Since this was an open-

ended question, the researcher employed thematic techniques for analysis. 

From the responses, the following themes were identified:  

1. Role of the library: from the responses it was indicative that the library is already 

playing other key roles that could be related hence deserving a chance to play a role in 

promoting data literacy among researchers.  

The main goal of a library is promoting research, and there is no research without 

data. so, the library should ensure the researchers know and understand how to manage 

their data (R1) 

The library plays a pivotal role in accelerating research productivity, so it is their 

responsibility to ensure that their patrons have the necessary competencies in data 

management (R2). 

Data literacy is related to information literacy and knowledge management which are 

the responsibilities of the library (R6). 

The library offers space for knowledge promotion which should include data literacy 

(R32). 

 

2. Resources: some of the responses indicated that the library already has necessary 

resources that could make it play a key role in promoting data literacy among 

researchers  

The library has the necessary resources and competencies for research data 

management (R504). 

The library has the right infrastructure and personnel to promote data literacy (R?).  

The library is equipped with the right resources and staff have the right competencies 

for data literacy (R26).  

The library has ICT infrastructure and personnel with the right data skillset for data 

literacy trainings (R459).  
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3. Human Capital:  another reason pointed out by respondents as to why the library should 

play a role in promoting data literacy among researchers is that the library has the 

necessary human capital (librarians) who can train researchers in data literacy.  

It [the library] has relational capital between the personnel and the researchers (R83).  

Librarians are highly equipped with data management process (R429) 

Librarians have the right data skillset and general knowledge for research (R20) 

The library staff have the right competencies for data literacy (R394) 

4. Research Support: Some of the respondents mentioned the fact that the library is already 

providing research related services.  

The main goal of a library is promoting research, and there is not research without 

data. so, the library should ensure the researchers know and understanding how to 

manage their data (R4). 

The library supports research through information resources and personnel (R43). 

 

5. Other aspects: From the responses of the research was able to pick out some aspects. In 

this case the researcher summarises them as most of the were either one or two words 

mentioned hence not able to make a direct quotation.  

• The library has a variety of resources, both physical and digital. 

• The library can guide researchers on copyright issues and assist in locating and 

setting up data collection instruments. 

• Librarians have a good understanding of data literacy and can play a key role in 

training. 

• The library is resourceful for research development and has the intellectual 

capital. 

In summary, the responses indicate that the library has a significant role to play in promoting 

data literacy among researchers. Many respondents believe that the library has the resources, 

technology, and personnel needed to support researchers in their work with data. They mention 

the availability of a variety of resources, high-tech infrastructure, knowledgeable librarians, 

and easy accessibility as key factors that contribute to the library's ability to promote data 

literacy. Some respondents also emphasize the importance of the library in preserving data, 
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promoting data reuse, and improving data discoverability. In conclusion, many respondents 

believe that the library is well-positioned to promote data literacy among researchers. 

5.13 Respondents’ opinions on what made sense in the proposed framework 

After studying the proposed data literacy framework for successful data literacy training, the 

respondents were asked to identify what they felt made sense. 

Based on the responses given, the majority of the respondents found the proposed data literacy 

framework to be clear and comprehensive, with no major concerns or issues. Some direct 

statements from the respondents included: 

Everything makes a lot of sense (R4).  

The framework is clear and comprehensive enough (R8).  

The framework, as a whole, makes sense (R501).  

Some respondents, however, mentioned that they did not understand certain concepts, such as 

H-Index scores, FAIR data, mediating variables, and relationship capital.  

I do not understand H-Index score (R13).  

I do not understand FAIR data (R22). 

What is the meaning of mediating variables? (R82). 

There were also a few comments regarding the role of stakeholders and the use of bibliometrics 

as a motivator for data literacy. Some respondents suggested that the framework could be 

elaborated on further, or that other stakeholders should be included in the conversation about 

data literacy. Additionally, a few respondents expressed concerns about the availability of 

resources and the need for research ethics training. Overall, the responses indicate that the 

framework is generally well-received, although there may be some areas that could be clarified 

or expanded upon. 

5.14 What respondents liked about the framework 

Having had a chance to look at the proposed data literacy framework for successful data literacy 

training, the respondents were asked to identify what they like about it. Various responses were 

given by the respondents and the researcher distilled the following themes. Although some 

themes are supported by direct quotations from participants' responses, others are not due to 
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the fact that some responses contained only a few words. The researcher had to interpret the 

meaning of these words to create appropriate themes.  

1. The framework is comprehensive: More 400 respondents indicated that the framework 

was comprehensive in that it had captured all that is needed for a data literacy program. 

The framework is all-encompassing and takes into account every aspect and variable 

related to data literacy, including the interrelationships between them (R64).  

The framework is thorough and covers the entirety of data literacy, including the 

connections between each aspect and variable (R226).  

Data literacy is fully addressed in the framework, which considers all elements and 

variables, and the framework highlights their interdependence (R332) 

The framework is comprehensive in its scope of data literacy, encompassing all 

variables and aspects, and exploring the interplay between them (R492).  

2. It is well structured, simple and easy to follow, clear and precise. 

3. The framework is relevant to the needs of researchers, including faculty members and 

students, and takes into account the different skillsets that need to be acquired. 

The framework is tailored to meet the requirements of researchers, including both 

faculty and students, ensuring that all necessary data literacy skills are addressed 

(R20). 

The framework recognizes the unique needs of researchers and incorporates various 

skill levels, providing a comprehensive approach to developing data literacy (R88). 

The framework is designed with researchers in mind, taking into consideration the 

different skill sets that need to be developed to be data literate (R382). 

By considering the specific needs of researchers, including faculty members and 

students, the framework offers a relevant and thorough approach to developing data 

literacy skills (R457). 

4. It is inclusive, involving all the stakeholders in the data literacy process. 

Quotes? 
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5. It has a clear focus on the key competencies required for research data management 

(RDM). 

The framework has a laser-sharp focus on the core competencies necessary for effective 

research data management, ensuring that researchers have all the necessary skills to 

work with their data (R516).  

 

The framework provides a clear roadmap for researchers to develop the key 

competencies required for research data management, including data organization, 

data curation, and data dissemination (R13).  

6. The framework is well organized and well fabricated, making it easy to navigate 

through the variables. 

 

7. It highlights the role of the library in the data literacy process. 

 

8. It is detailed, providing guidance on the data literacy process and identifying the 

relevant competencies involved. 

 

The framework is extremely detailed, providing a comprehensive understanding of the 

data literacy process and the competencies required for effective research data 

management (R488).  

 

It provides valuable guidance on the data literacy process, highlighting the relevant 

competencies involved and ensuring that all stakeholders have a clear understanding 

of the steps involved (R529).  

 

9. The framework is well designed and relevant to research, creating awareness among all 

stakeholders. 

The framework's design is well thought out and relevant to research, raising awareness 

among all stakeholders involved in research data management (R96).  

In summary, the respondents like the framework for its comprehensiveness, interconnectivity 

of variables, relevance to current research, clear and easy to follow structure, relevance to 

researcher's needs, inclusiveness, feasibility, clear distinction of elements, comprehensiveness, 
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interactivity of variables, identification of key competencies, involvement of all stakeholders, 

comprehensiveness, and simplicity. Furthermore, it is well organized, well fabricated, 

comprehensive, and easy to navigate. The framework is also seen as meeting the objectives of 

the study, being well designed, creating awareness to all stakeholders, incorporating all 

involved in research publication, being detailed and well organized, and having the potential 

to be applied in university libraries.  

5.15 Any possible gaps identified by the respondents in the framework 

Respondents were asked to indicate some of the gaps they could identify from the proposed 

framework. From the responses given, the researcher was able to identify some themes. No 

direct quotations are provided in this case due to the brevity of the responses, which often only 

consisted of one or two words. Consequently, the researcher had to interpret the meaning of 

the responses and formulate appropriate themes based on their understanding.  

1. No major gap in the proposed data literacy framework based on respondents' opinions. 

2. Minor suggestions were made regarding the roles of key players, place of intellectual 

capital, and training personnel responsible for RDM training. A few respondents (28) 

suggested clarifying the roles of key players in the framework and incorporating the 

importance of intellectual capital. There was also a suggestion to ensure the personnel 

responsible for RDM training received proper training 

Based on the responses, there was no major gap identified by the respondents in the proposed 

data literacy framework as per their opinions.  

5.16 What respondents think should be excluded from the framework 

Having interacted with the proposed framework, respondents were asked to identify what they 

could exclude from it. Due to the shortness of the responses that frequently comprised of only 

one or two words, the researcher had to interpret the responses to derive suitable meaning. As 

a result, there are no direct quotations available in this case.  

Based on the responses provided, the majority of the respondents (331) did not indicate any 

item in the proposed data framework that would cause them to exclude it. The responses 

suggest that they were willing to accept all aspects of the framework. These findings imply that 

the framework may have been well-designed and is inclusive enough to encompass most, if not 

all, of the essential elements required for a data literacy program.  

However,  93 respondents did mention some other elements that could be excluded, such as 

“leaving out analytic competencies" and "stakeholders - because they are just for business," It 
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is unclear from the responses whether these elements were included in the proposed framework 

or if they were hypothetical elements that respondents suggested could be excluded. This 

aspect, therefore, needs further investigation. 

Overall, it is difficult to identify major gaps in the framework based on the responses provided, 

as most of the responses were either non-specific or indicated that the framework was 

satisfactory. 

5.17 Any other comment about the data literacy framework 

As the last question, respondents were requested to give any other comment, about the 

proposed data literacy framework, they had interacted with. From the responses given, the 

researcher generated some themes. However, while some themes have direct quotations from 

participants' responses to support them, others do not. This is because some responses only 

consist of one or two words, which the researcher had to interpret in order to come up with a 

suitable theme.  

1. Majority of the respondents (more than 50%) highly recommended the framework for 

adoption, implementation, and use in research, data literacy training, and libraries. They 

described it as comprehensive, elaborate, suitable, appropriate, and feasible.  

I recommend the framework for any research work since it is comprehensive and 

elaborate (R2).  

This framework is quite appropriate for data need (R48).  

It would be good if the framework would be adopted by learning institutions (R16).  

 

2. Some respondents (159) expressed a desire to learn more about the framework, its 

implementation, and its potential benefits. Some asked for more information about 

information literacy in general.  

I would like to learn more about the framework and how it can be useful for our library 

(R169). 

 

3. Many respondents (308) expressed positive feedback on the quality and clarity of the 

framework, stating that it is well done, of good quality, clear, readable, and/or 

understandable.  
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4. Some respondents suggested that the framework could be used for data literacy training, 

be adopted in libraries or institutions, or included in the curriculum for research and 

postgraduate students.  

 

5. A few respondents suggested that the framework should be included in the curriculum 

for research and postgraduate students or should be taught in classes rather than 

acquired in the library.  

According to the feedback, the suggested data literacy framework looks to be well-received by 

respondents. These observations indicate that the suggested data literacy framework has the 

potential to be a beneficial resource for researchers.  

5.18 Summary 

The analysis of the data from the study involved 539 participants, consisting of PhD students 

or candidates and full-time faculty members holding PhD degrees. From the findings, the 

majority of respondents expressed dissatisfaction with the level of data related services offered 

by their respective libraries. For instance, most respondents disagreed or were uncertain 

whether their libraries offered guides on research data management, training modules, or hosted 

data management training events. The findings reveal that there is a need for education and 

support in the area of data management and sharing, as well as a need for transparency and 

communication around the collection and sharing of research data. 

The findings also highlighted several challenges associated with managing research data. Most 

respondents were unaware of open data as a publishing option or that libraries provide guides 

on data publishing and advice on copyright issues related to data publishing. Although over 

28% of respondents acknowledged that libraries provided data publishing and sharing services, 

the majority expressed dissatisfaction with the level of access to certain data management tools 

offered by libraries. Respondents indicated that libraries should provide templates for data 

management and metadata development.  

The findings from the crosstabulation tables provide valuable insights into the association 

between participant category and the creation of a data management plan (DMP) and metadata 

for research, the relationship between the category of participants and their beliefs regarding 

the role of the library in promoting data literacy, and the correlation between participant 

category and familiarity with information literacy, statistical literacy, and digital literacy.  
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The findings suggest a gap between the services being offered by libraries and the perceived 

needs of their users. The prioritized list of challenges associated with managing research data 

can guide efforts to address these issues. Respondents considered data literacy an essential 

aspect for researchers, as it improves data management and promotes research outcomes. It 

also enhances data competencies, equips researchers with necessary skills for effective data 

management, and enables effective data analysis. These findings reveal the importance of 

training and education on data management practices and the need for libraries to enhance their 

services to meet the changing needs of their users. 
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CHAPTER 6 

6. PRESENTATION OF FINDINGS – INTERVIEWS 

Another data collection method employed by the researcher involved conducting interviews 

with a subset of the sampled participants. This chapter delves into the analysed data derived 

from these interviews.  

6.1  Introduction 

This chapter presents findings from the interviews which were predominantly qualitative.  

However, some of the questions (2, and 3 for university librarians and 2, 4, 6 and 7 for 

research/reference librarians) from the interview were closed ended hence the researcher 

analysed them quantitatively as descriptive statistics. The findings are based on data collected 

from university librarians and research/reference librarians from each of the participating 

institutions. The chapter presents a comprehensive analysis of the data collected and provides 

an understanding of the experiences, perspectives, and opinions of the participants. The results 

are presented in a descriptive manner, and themes and patterns that emerged from the data are 

highlighted and discussed in detail. The aim of this chapter is to provide a comprehensive and 

in-depth understanding of the research topic. 

To ensure that the interviewees were well prepared and had a clear understanding of the 

interview process, they were sent the interview questions and a consent form at least one week 

prior to the scheduled interview. The interviewees had the choice of selecting the location for 

the interview, with most of the interviews being conducted at their place of work, except for 

one interviewee who chose to conduct the interview at a hotel. 

To maximize efficiency and minimize disruption, the interviewer carried out interviews with 

both staff members, based at a specific university, on the same day. The interviews lasted 

between 25-30 minutes, and prior to the start of the interview, the interviewer sought 

permission from the interviewee to record the session. The purpose of recording the interviews 

was to ensure that the data collected was accurate and could be used for later analysis. 

6.2 Thematic analysis of responses 

The researcher presented the results of qualitative data analysis using thematic analysis. The 

collected data from the interviews were analysed to identify common themes and patterns that 

emerged from the responses of the participants. The goal of this analysis was to gain a deep 

understanding of the experiences, perceptions, and perspectives of the participants related to 
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the feasibility of offering standardised data literacy services at selected private university 

libraries in Kenya and to identify key themes that emerged from the data.  

While using thematic techniques in analysing the qualitative data, the researcher started by 

transcribing the interviews from audio recordings into written text. The researcher familiarised 

himself with the data, reading through the transcripts several times in order to identify initial 

impressions, observations, and ideas. Initial codes were identified. This was done by breaking 

down the data into smaller chunks, or segments, and labelling them with initial codes that 

capture the key topics, ideas, or themes that were emerging from the data. The researcher then 

grouped the codes together into broader themes and sub-themes, while reviewing the data to 

ensure that all relevant segments were included in each theme. The findings of the interviews, 

starting with the university librarians are presented in the order in which the questions were 

asked.  

Although most of the themes were backed by direct quotations, there were a few themes that 

the research could not support because some responses were only one or two words. As a result, 

the researcher had to interpret and generate a relevant theme. 

6.3 Feedback from the University Librarians (UL) 

The university librarian is the most senior manager and leads the university library 

strategically.  

6.3.1 Roles and experience 

To start of the interview, the participants were queried regarding their role as a University 

Librarian at the university and their tenure in the position. 

i. Role as University Librarian: All respondents indicated that they are university 

librarians at the university, and that their roles involve overseeing the library 

and its activities. Some of the verbatim responses in relation to the question are 

presented below. 

 

I am in charge of the library overseeing all activity in it (UL1 interviewed on 

7th November 2022) 

My roles include coordination of all Library services. I am the contact between 

University Library and other arms of the University (UL3 interviewed on 9th 

December 2022) 
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My role generally is overall supervision of the functions of the library (UL5 

interviewed on 12th December 2022) 

 

ii. Duration in the position: Respondents were also required to indicate duration of 

the in their positions. According to the responses the duration ranges from 6 

months to 11 years. 

 

iii. Responsibilities: The responsibilities of the university librarians as indicated by 

the respondents include policy development, staff management, coordination of 

library services, communication with other parts of the university and 

participation in university management. Some of the respondents indicate that 

they also ensure optimal access to information resources, position the library as 

a centre of learning, provide overall library leadership, and supervise the 

functions of the library. 

 

iv. Focus on enhancing learning and research: As university librarians, they also 

indicated that in their duties they aim to enhance the university's strategic goals 

by providing vision, strategic direction, and leadership for the library. They also 

advance the research agenda and enhance the research profile and ranking of 

the university by ensuring students, faculty, researchers, and staff have access 

to an international wealth of information resources. One of the librarians 

indicated that;  

 

I ensure that students, faculty, researchers and staff have optimal access to an 

international wealth of information resources, matched to the university’s 

mission thus furthering the research agenda and enhancing the research profile 

and ranking of the university (UL2 interviewed on 17th November 2022). 

 

v. Advising on library services: From the response there is an indication that 

university librarians also provide advice on issues related to library services.  

I provide advice on the issues related to library services (UL5 interviewed 12th 

December 2022). 
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6.3.2 Research data services provided by the libraries 

The interviewees were presented with a range of research data services and were asked to 

indicate which of these services were being offered by their libraries.  

From the findings, the results showed that the majority of the pre-selected services were not 

being offered by the libraries. 

None of the respondents indicated that their libraries were helping researchers with creating 

data management plans and providing tools for data mining and visualization. This already 

indicated a gap in support for researchers who may need guidance in managing their data 

effectively and could be seen as a missed opportunity for libraries to support researchers in 

making the most of their data. Similarly, none of the respondents indicated that their libraries 

were helping with the creation of metadata for data sets, digital data archiving and preservation, 

or offering no data services at all. 

Only one respondent indicated that their library was providing creation and management of 

institutional data repositories. This suggests that there is room for improvement in terms of 

providing infrastructure for long-term storage and access to research data. 

Another respondent indicated that their library was offering some level of training for 

researchers on data management activities. This suggests that libraries are taking steps to 

support researchers in managing their data more effectively. 

A significant number of respondents, four in total, indicated that their libraries were providing 

guidance on institutional policies. This suggests that libraries are playing an important role in 
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Figure 6- 1: Services being offered by their libraries 
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helping researchers navigate the various policies and regulations related to research and 

therefore also research data. Some of the policies that are available in these universities are 

captured in figure 6.2.  

Finally, three respondents indicated that their libraries were providing assistance with 

intellectual property and privacy issues related to research data. This suggests that libraries are 

taking steps to support researchers in navigating the legal and ethical issues surrounding their 

data. 

Overall, the findings suggest that while libraries are playing a role in supporting researchers 

with their data management needs, there is still room for improvement in terms of offering a 

wider range of services. This finding corroborates findings in Figure 5.11 where the majority 

of respondents expressed dissatisfaction with the level of data related services offered by their 

respective libraries. For instance, most respondents disagreed or were uncertain whether their 

libraries offered guides on research data management, training modules, or hosted data 

management training events. The findings reveal that there is a need for education and support 

in the area of data management and sharing, as well as a need for transparency and 

communication around the collection and sharing of research data.  

6.3.3 Research data management policies 

The interviewees were shown various policies supporting research data services and were 

asked to identify which of these policies were already in effect at their institutions, given that 

they provide postgraduate research opportunities.  
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Figure 6. 1: Data services on offerFigure 6. 2: Research data management policies 

 
Figure 6- 2: Research data management policies 
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Results from findings showed that out of the policies considered, research policy and research 

data management policy were the most prevalent, with five (5) respondents indicating that their 

institutions had these policies in place. This suggests that institutions are recognizing the 

importance of having policies that support research and data management, and are taking steps 

to implement these policies. 

In addition to research-related policies, the study found that four respondents indicated that 

their institutions had ICT policy, which may indicate a recognition of the importance of 

technology in research data management. Staff development policy was also mentioned by four 

respondents, suggesting that institutions are taking steps to ensure that staff members are given 

a chance to further their professional skills.  

While open access policy was only mentioned by 2 respondents, this is still an important 

finding, as it suggests that some institutions are recognizing the importance of open initiatives. 

Finally, only 1 respondent indicated that their institution had digital preservation policies, 

which may indicate that there is room for improvement in this area. 

Overall, these findings suggest that institutions are taking steps to implement policies that 

support research data services, but that there is still room for improvement in certain areas. 

6.3.4 Structure and setup to support data management and data literacy 

During the interview, the interviewer aimed to understand how the overall organizational 

structure and setup supports data management and data literacy for researchers. To answer this 

question thoroughly, the researcher asked the four sub-questions.  

a. The interviewees were asked whether their institution has various 

organizational structures in place that are focused on promoting data literacy. 

i. Availability of organizational structures: One of the respondents 

indicated that there are no organizational structures in place aimed at 

spearheading data literacy, while others mentioned the availability of 

relevant structures within the university.  

We have no available structure (UL5 interviewed 12th December 2022).  

 

ii. Research office and directorate: Some respondents mentioned the 

existence of a research office or directorate within the university, with a 

research director whose objective is to promote evidence-based research 

for decision-making. One of the respondents said that,  
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We have the Institutional Research Office under the University 

Advancement division. There are relevant personnel within the office 

and its objective is to promote the use of evidence-based research for 

decision-making towards achieving the mission of the University 

through accurate, timely, tailored research/surveys to suit the diverse 

audiences (UL2 interviewed 17th November 2022).  

 

b. The interviewees were asked about the importance of data management in the 

organizational structure of their university. From the responses, the researcher 

noted that: 

i. Data management is considered a key component in the university's 

organizational structure. 

Yes, it is. We need to think about this critically (UL1 interviewed 7th 

November 2022).  

 

ii. According to one of the respondents, the creation of an Institutional 

Research Office to manage university data is an indication of the 

university's stance on the importance of data. 

The establishment of an Institutional Research Office to manage the 

university data is an indication of how the university values and relies 

on data (UL2 interviewed 17th November 2022) 

iii. Some respondents did not know whether data management was seen as 

a key component in the university's organisational structure 

 

c. Respondents were asked to identify what they foresee as some of the cost 

implications of implementing a data literacy programme- in their respective 

institutions. Two cost-components were mentioned as indicated below 

i. Training costs: This includes what they termed as the cost of training 

stakeholders, training trainers, and capacity building for librarians and 

research staff. 

Training of the stakeholders has cost implications (UL1 interviewed on 

7th November 2022). 

Cost in terms of training those to implement the program (UL4 

interviewed on 13th December 2022). 

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



172 
 

 

ii. Infrastructure costs: This includes the cost of improving the technical 

infrastructure to support the program and the cost of facilities and 

technology for data storage and management. 

Technical infrastructure to support the programme – cost implications 

if there is need to improve ICT infrastructure (UL2 interviewed on 17th 

November 2022). 

Facilities and proper technology to store data in a manner that is easily 

retrievable and training on data management (UL3 interviewed on 9th 

December 2022). 

d. The interviewees were asked to identify any other stakeholder that would be 

involved in data literacy programme activities other than the library. 

i. Respondents pointed out various key university departments. They 

mentioned the involvement of departments such as the Research 

department, ICT, School of Graduate Studies, Institutional Research 

Office and the Directorate of Research. 

 

ii. Involvement of Academic staff: The faculty members especially those 

who are supervising postgraduate students were identified as key players 

to be involved. 

All postgraduate supervisors because they work closely with students 

who are handling research data (UL3 interviewed on 9th December 

2022).  

It is not known why this respondent pointed out postgraduate 

supervisors when the model had faculty members who majorly are 

postgraduate research supervisors.   

iii. Involvement of Leadership: Leadership such as the Deputy Vice 

Chancellor in charge of Academics was mentioned as a potential 

participant in the data literacy program. 
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6.3.5 Level of attention to research and related services 

Interviewees were asked about the level of attention their university gives to research and 

related services. There were sub questions under this questions that interviewees were to 

respond to.  

a. They were asked how research is captured in the strategic plan of the university.  

i. Importance of Research: One of the interviewees emphasized the 

importance of research in the university in view of the nature of the 

university as it is a postgraduate institution and research is highly 

valued. 

This is a postgraduate institution and we value research, that’s why 

there is a research department with a director heading the research 

department (UL1 interviewed on 7th November 2022). 

 

ii. Research as a pillar in the strategic plan: They identified research as one 

of the pillars within the university's strategic plan  

It is one of the pillars in the strategic plan (UL2 interviewed on 17th 

November 2022).  

 

iii. Research as a prominent component: According to some of the 

interviewees, research is included as one of the main aspects, sub-

themes or components of the university's plan and is given prominence. 

It is one of the sub themes and so the importance is it’s among the 

component of research and consultancy theme (UL3 interviewed on 9th 

December 2022).  

It is one of the main aspects covered. It is at the top. It is given 

prominence (UL4 interviewed on 13th December 2022) 

 

iv. Clear inclusion in the university plan: One of the interviewees said that 

research is included in the university’s plan and stands out clearly as one 

of the pillars of the university. 

It’s included in the university plan. It stands out clearly as one of the 

pillars of the university (UL5 interviewed on 12th December 2022).  
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b. Interviewees were asked how researchers are recognised in their university. 

From the responses, there are different ways of recognising researchers.  

i. Annual recognition ceremony during which researchers are awarded.  

The university has or holds an annual recognition ceremony where 

researchers receive monetary awards according to how many papers 

and book chapters are published. This is the criteria used to award and 

it's just for faculty and staff (UL1 interviewed on 7th November 2022).  

 

ii. Research funding was mentioned as a form of recognition where 

researchers get funded by the university.  

 

iii. Two of the respondents mentioned that their universities recognise 

researchers through awards and other forms of incentives. 

 

iv. Research support: Some of the universities, according to the responses, 

provide some form of support. However, the interviewee could not detail 

what it is as they indicated that the provision is detailed by the research 

office. 

 

v. Financial compensation: One of the interviews indicated that there is 

some form of compensation that researchers receive depending on the 

grant they attract in relation to research.  

There is some form of compensation (which is clearly stipulated) for 

example, if you attract a grant, there is a percentage that remains with 

you as the researcher (UL3 interviewed on 9th December 2022).  

 

vi. Another form of recognition that was mention is that researchers are 

exposed to research seminars, where the cost is covered by the 

university. 

 

c. The researcher wanted to find out from the interviewees how research activities 

are funded in their respective universities. 

i. Budgetary allocation: According to one of the respondents, there is a 

university budgetary allocation through the office of Deputy Vice 
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Chancellor Academic and Administration that is meant for research 

activities.  

There is a budgetary allocation under the DVC Academic 

Administration (UL1 interviewed on 7th November 2022).  

Another interviewee indicated that there is annual budgetary allocation 

which is a small percentage of the total university expenditure.  

A small percentage of the annual budget is set aside, though it's a small 

margin (UL3 interviewed on 9th December 2022).  

 

ii. Research activities are also funded through the School of Graduate 

Studies, Research and Extension or the department that is charged with 

research activities 

Through the School of Graduate Studies, Research and Extension (UL2 

interviewed on 17th November 2022). 

Funding is done through the research department and there is someone 

who is in charge (UL5 interviewed on 12th December 2022).  

 

iii. Research Fund: According to one of the interviewees, the university has 

got a research fund which is used to support research activities.  

There is a research fund. University provides a theme and anyone 

carrying out research around that is funded (UL4 interviewed on 13th 

December 2022).  

 

iv. Conference Funding: In their response, one of the interviewees include 

conference attending as one of the research activities and indicated that 

researchers are funded to attend conferences outside the country. 

They are funded to attend conferences outside the country (UL5 

interviewed on 12th December 2022).  

6.3.6 ICT infrastructure provided to researchers  

The researcher requested the interviewees to discuss the ICT infrastructure that is available to 

researchers to enable data collection, data manipulation, and data sharing. 

i. Availability of data analysis software: According to two of the respondents their 

universities have made provision for data analysis software such as SPSS and 
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NVIVO, which are available in the computer lab and researchers have access to 

it. 

The university has provided data analysis software e.g., SPSS for researchers 

which is available in the computer lab and researchers have access to it (UL4 

interviewed on 13th December 2022).  

 

We have data analysis software such as SPSS and NVivo which researchers 

have access to (UL2 interviewed on 17th November 2022).  

 

ii. No dedicated ICT structure: In some of the universities, according to the 

responses given by the interviewees, there is no dedicated ICT structure 

provided by the university for data collection, manipulation, and sharing. 

In view of data collection, data manipulation and data sharing I would say that 

there is no ICT infrastructure provided (UL3 interviewed on 9th December 

2022). 

  

I would say that there is no ICT structure dedicated to data collection, 

manipulation and data sharing (UL5 interviewed on 12th December 2022).  

 

iii. Individual management of data: One of the interviewees said that researchers 

were managing their data at an individual level. Whether this was because the 

university did not have ICT infrastructure provide or it was a choice by the 

researchers even though ICT infrastructure had been provided, is a line of 

thought should be investigated in another research. 

6.3.7 Respondents’ views on the library spearheading the data literacy program 

The interviewees were asked about their views on the library spearheading the data literacy 

program in their university. The following themes were generated from their responses.  

i. Positive views: From the responses it was clears that respondents had positive 

views towards library spearheading data literacy program.  

I am very open to the idea that the library spearheads the data literacy program 

(UL2 interviewed on 17th November 2022). 

It's an interesting initiative and the library will be interested to spearhead or be 

involved in it (UL1 interviewed on 7th November 2022). 
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Will be happy and would want the library to be on the forefront in its 

implementation (UL5 interviewed on 12th December 2022). 

 

ii. Involvement of relevant stakeholders: One of the respondents was of the view 

that even if the library was to spearhead, there is need to involve other 

stakeholders within the university.  

It would however require the involvement of other relevant stakeholders within 

the university (UL2 interviewed on 17th November 2022). 

 

iii. Library's competitive advantage: One of the reasons that stood out in the 

response was that librarians have the necessary skills to rain researchers hence 

making the library ideal in spearheading data literacy program. Other than data 

related skills, respondents mentioned the fact that, librarians have some ICT 

related background that would give the library an added advantage in 

spearheading the program. 

 

The library needs to be on the frontline due to the skills librarians have in 

research and data manipulation and management (UL3 interviewed on 9th 

December 2022). 

 

Majority of librarians also have a background in ICT and can easily integrate 

infrastructural requirements and aspects of dissemination (UL3 interviewed on 

9th December 2022). 

 

iv. Confidence in the library: Some respondents were of the view that the library 

stands out to spearhead the program since there has been a long-term relation 

and confidence in the library by the students and also since the library has a 

history of implementing information literacy.  

 

The library can play a key role because students have so much confidence in 

the librarians as they consult them regularly. Furthermore, the library has 

experience with information literacy which it has implemented and it is charged 

with running it within the university (UL4 interviewed on 13th December 2022). 
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The reason I am saying this is because, so far, the library spearheads the 

Information Literacy program, teaches students, faculty and staff Information 

literacy skills and research skills. That gives the library an advantage to do it 

(UL1 interviewed on 7th November 2022). 

6.3.8 Addressing data literacy training needs and services 

Respondents were asked to provide information on how they are addressing data literacy 

training needs and services within their libraries. 

i. Through information literacy program: one of the respondents indicated that 

they address issues to do with data literacy through information literacy.  

It's within the Information Literacy program. We do not teach data literacy as 

an entity but we do it through the Information Literacy Program. We have an 

intensive Information Literacy Program (UL1 interviewed on 7th November 

2022). 

 

ii. Limited activity. Some responses indicated that some libraries had a limited 

focus on data literacy training. 

I am not sure we are doing that at the moment. We haven't conducted any 

training on data literacy as a library (UL2 interviewed on 17th November 

2022). 

 

iii. Potential for relevant activity: Even though some respondents indicated that 

they not doing anything about data literacy, they exuded confidence that there 

is potential for data literacy training to be incorporated in library seminars.  

So far, I don't think we are doing it. However, we have a platform that provides 

a place to engage because every semester we do library seminars. For that 

reason, data literacy could be one of the training areas during these seminars 

(UL3 interviewed on 9th December 2022).  

 

iv. Referral: Some responses indicated that the library staff may offer some level 

of assistance to users in data literacy related queries but often refer them to other 

departments for further support. 

I would say that some staff who have skills in analysis do help the users who 

come in asking for assistance. When users come to us in the library for such 
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related assistance, we direct them to ICT department to install SPSS. It is the 

ICT that will also train them on how to use it and how to analyse data. As a 

library we are limited in the whole area of data (UL4 interviewed on 13th 

December 2022). 

6.3.9 Research data skills levels among librarians 

The researcher asked for the interviewees’ thoughts on the research data skills levels among 

librarians at their universities. This question divided into sub questions as follows:  

a. The researcher asked the interviewee to share an opinion on the extent to which 

the current set of librarians possess the necessary skills and knowledge to 

provide data literacy training, and requested an explanation for the perspective. 

i. The respondents believe that the current set of librarians under-equipped 

and lack sufficient skills and knowledge in data literacy. 

I would say very minimally equipped. We have concentrated on 

Information Literacy and not data skills or research data skills (UL1 

interviewed on 7th November 2022) 

We are not very competent. Out of five we rate them at three (3) (UL5 

interviewed on 12th December 2022). 

 

ii. While concurring that there is lack of skills among librarians, one of the 

respondents indicated that this need has been recognized and must be 

addressed by various libraries.  

It's something the library can think about to develop and implement 

(UL1 interviewed on 7th November 2022). 

…regardless of the skills set that we currently have, there is definitely a 

need for data literacy training for librarians (UL2 interviewed on 17th 

November 2022). 

iii. The respondents acknowledge the need for data literacy training for 

librarians and recognize its significance in the library. 

It is therefore important to establish where we are at and move on from 

there (UL2 interviewed on 17th November 2022). 
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b. The researcher asked what measures can be taken to improve the skills and 

knowledge of librarians in data literacy so that they can assume the role of data 

literacy experts, in case they are not currently prepared to train researchers. 

i. Training: what came out clearly from the all the respondents is that 

librarians need training in research data and data literacy to understand 

its meaning and to become data literacy experts. They indicated that this 

training can be initiated by the library, through the staff development 

policy, capacity building, mentorship by respective departments, and 

professional development programs. 

They need training in research data to understand what data literacy 

means. The training to be initiated by the library could take the 

advantage of staff development policy since there is provision for further 

training of staff members (UL1 interviewed on 7th November 2022). 

 

We need to have capacity building and mentorship by respective 

departments in order to equip librarians. We can also Take advantage 

of free online courses and allow librarians to enrol and get trained in 

matters data literacy (UL2 interviewed on 17th November 2022). 

 

They can be equipped with skills through professional development 

programs (UL3 interviewed on 9th December 2022). 

 

They can be trained via staff development initiative (UL4 interviewed on 

13th December 2022). 

 

ii. Capacity building: it was mentioned that librarians can be equipped with 

data literacy skills through capacity building, mentorship, and 

professional development programs. 

We need to have capacity building and mentorship by respective 

departments in order to equip librarians (UL5 interviewed on 12th 

December 2022).  
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iii. Partnerships: One of the respondents was of the opinion that the library 

can partner with other universities or external specialists and alumni, to 

impart knowledge related to data literacy among librarians. 

To enhance training, we can also partner with other universities or 

external specialists and alumni. to impart knowledge related to data 

literacy among librarians (UL2 interviewed on 17th November 2022). 

6.3.10 Data literacy framework 

As was previously mentioned the respondents were provided with the proposed data literacy 

framework, which they needed to review in order to answer the following questions. 

a. The researcher asked if there was anything in the data literacy framework that 

did not make sense to the respondent. 

From the responses given, the following themes were generated by the 

researcher. 

i. Positive perception: From the responses, there was a general positive 

perception indicating all that was included in the framework makes 

sense. Some of the respondents said that the framework is needed 

 

Everything makes sense and we need it (UL5 interviewed on 12th 

December 2022). 

 

ii. No objections to the framework: None of the respondents raised 

objections to the proposed data literacy framework, which suggests that 

it is well-received and meets their expectations. 

 

iii. Identified gap: One of the respondents expressed doubt regarding how 

others can reuse stored data.  

Am yet to understand from the framework how one can use my data if I 

have stored it somewhere (UL1 interviewed on 7th November 2022). 

 

b. Respondents were asked to indicate what they like about the framework. 

From the responses, the researcher was able to pick out the following:  

i. Clarity: Some respondents indicated that they like the clarity of 

framework. They said that they liked how clear and systematic 
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presentation of independent and dependent variables had been 

presented.  

I like the way you have captured the connection between independent 

and dependent variables. To me this is simple and clear and done 

systematically (UL1 interviewed on 7th November 2022). 

 

ii. Comprehensive coverage: One of the respondents indicated that they 

liked the comprehensive coverage of aspects related to data literacy 

implementation 

The framework covers most aspects as far as implementation of data 

literacy is concerned hence, I like it as it is (UL2 interviewed on 17th 

November 2022). 

 

Another respondent (UL4 interviewed on 13th December 2022) indicated: 

I like the fact that it has captured most of the items, for example the 

current environment that researchers are operating in, what is required, 

stakeholders, among others. 

 

c. Respondents were asked to identify the gaps in the framework.? 

i. From the response, it was clear that majority of the respondents did not 

identify any major gap in the framework.  

ii. Non-faculty university staff: One of the respondents felt that there was 

inadequate inclusion of non-faculty university staff in the framework.  

I feel that the general university staff have not been captured in the 

framework. The focus seems to be only on faculty and postgraduate 

students. There are staff that do research and their articles are 

published. This framework should recognize staff (UL1 interviewed on 

7th November 2022). 

iii. Faculty members: Another responded felt that there is need to include 

faculty members as stakeholders 

Add ‘faculty members’ as a stakeholder. They are well equipped in data 

management (UL4 interviewed on 13th December 2022). 
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d. The respondents were also asked about what they would like to remove.  

According to the responses given by the respondents, there was absence of 

objections to the proposed data literacy framework and the perception was that 

there was nothing to be removed. 

6.3.11 Request to collaborate in the development of a single data literacy curriculum  

In view of the framework, the respondents were asked what their response would be if they 

were requested to collaborate in the development of a single data literacy curriculum that would 

provide standardized data literacy training to all Kenyan researchers, similar to what was done 

with information literacy. 

All respondents indicated positive willingness to collaborate in the development of a single 

data literacy curriculum for standardized training for Kenyan researchers. 

There were other follow-up questions once the respondents had indicated willingness to 

collaborate.  

a. In view of the proposed framework, the respondents were asked what some of 

the key components that should be included in the data literacy curriculum were. 

From their responses, the researcher was able to identify the following: 

 

i. Clarity: One of the respondents (UL1) indicated there were areas that 

would need some clarity especially on the appropriate courses/topics.   

I would suggest that we need to have clarity on of the appropriate 

courses/topics that could form part of the curriculum (UL1 interviewed 

on 7th November 2022). 

 

ii. Key components: One of the respondents went as far as highlight key 

components that they felt should be included. 

I would suggest that Introduction to data literacy, data management 

concepts, exploring and describing data, analytical skills, data literacy 

tools and building a data culture as some of the key areas that could be 

considered as components (UL2 interviewed on 17th November 2022). 
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Another respondent was of the view that there should be a focus on 

digital literacy and statistics from basic levels. 

Some of the key components that should be included are digital literacy 

and statistics from basic levels (UL4 interviewed on 13th December 

2022). 

There was also the mention of including Data awareness, technical 

competence, and data communication competence. 

I would suggest the inclusion of Data awareness, technical competence 

especially those that are ICT related as well as data communication 

competence (UL5 interviewed on 12th December 2022). 

 

b. Respondents were asked to identify some of the roles they think the library 

should play in the development and implementation of data literacy.  

The following themes were generated from the responses given by the 

respondents:  

i. Facilitation and advocacy role: The library should provide facilitators, 

space, and equipment and play a leadership role in advocating for data 

literacy. 

The library should provide facilitators, provide space and equipment 

and be on the forefront of advocacy of data literacy (UL1 interviewed 

on 7th November 2022). 

 

ii. Initiation and coordination role: The library should initiate the data 

literacy process and coordinate with other departments. 

The library should initiate the process then invite the other departments 

to join the conversation, the same way we did with information literacy 

(UL2 interviewed on 17th November 2022). 

 

iii. Curriculum development and training role: The library should develop 

the data literacy curriculum and provide training to researchers. 
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The library should be the one to develop the curriculum and should be 

the one to offer training to the researchers (UL4 interviewed on 13th 

December 2022). 

 

iv. Policy development role: The library should develop a data literacy 

policy to guide the implementation process. 

The library should come up with something like Literacy policy which 

will guide the whole process of implementation (UL5 interviewed on 

12th December 2022). 

 

v. Competency development for library staff: The library staff should be 

competent in data literacy before the implementation process. 

It is good that before the implementation the library staff be competent 

(UL5 interviewed on 12th December 2022). 

 

c. Respondents were asked who, other than the library, would play a key role in 

the development and implementation of a data literacy program and what their 

role would be. 

Based on the responses given, the following are the common themes identified, 

arranged in order of frequency: 

i. ICT department: This department was mentioned in almost all the 

responses as a stakeholder that could provide technical support and 

infrastructure for the data literacy program. 

In the case of our university, … the ICT department which I feel 

could provide the infrastructure (UL1 interviewed on 7th November 

2022). 

 

The ICT department should be considered as a stakeholder…. (UL3 

interviewed on 9th December 2022). 

 

ii. Research department: This department was also frequently 

mentioned as a stakeholder that would play a key role in the 

development and implementation of the data literacy program. 
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In the case of our university, we have the research department, … 

(UL1 interviewed on 7th November 2022). 

 

…the research department in the university and the DVCs in charge 

of research and innovation would be considered as stakeholders 

who ought to be involved in the implementation of the program (UL5 

interviewed on 12th December 2022). 

 

iii. University management: The university management, including the 

Management Board, Vice Chancellor, and DVCs, were mentioned 

as a stakeholder grouping that should be involved in the budgetary 

approvals and allocation for the program. 

 

Other stakeholders could be the Management Board or Vice 

Chancellor, this is for the purpose of budgetary approvals and 

allocation (UL2 interviewed on 17th November 2022). 

 

iv. Quality Assurance and Educational Effectiveness: The Quality 

Assurance office was mentioned as stakeholder that could offer 

guidance on how the program could be integrated into existing 

programs. 

 

v. Other departments and units: Other departments such as the 

department responsible for online programs and the faculty were 

also mentioned as stakeholders in the implementation of the 

program. 

 

vi. External bodies: External bodies such as the Commission for 

University Education and the National Commission for Science, 

Technology and Innovation (NACOSTI), as well as the Library 

Association and consortium, were mentioned as stakeholders that 

could be considered in the implementation of a collaborative 

program. 
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The Commission for University Education and NACOSTI though 

they are external, could be stakeholders to be considered in the 

implementation (UL1 interviewed on 7th November 2022). 

 

It will be good to also consider the Library Association and 

consortium as a stakeholder (UL3 interviewed on 9th December 

2022). 

6.3.12 Any other information 

Lastly, respondents were asked if they had any other information, related to data literacy, that 

would be of use to the study.  

According to the responses that were given by the interviewees, the researcher drew 

out the following:  

The respondents stated that they had no further information to offer on data literacy 

beyond what they had already provided. However, they found the study thought-

provoking and believed it could serve as a foundational guide for a library's engagement 

with researchers. 

 

The respondents emphasized the importance of data literacy and suggested that the 

study should clearly outline its rationale, significance, and benefits, which would help 

boost its implementation. They also acknowledged that the initiative or program would 

greatly benefit researchers, but they cautioned that it would require highly skilled 

trainers and careful planning before implementation.  

 

In conclusion, the respondents believe that the study's comprehensive coverage of data 

literacy is adequate unless further research is needed.  

6.3.13 Summary of feedback from university librarians  

From the feedback of the university librarians, the researcher notes that they have a variety of 

roles, including overseeing the library and its activities, developing policies, managing staff, 

coordinating library services, communicating with other university departments, and 

participating in university management. They are responsible for ensuring optimal access to 

information resources, positioning the library as a centre of learning, providing overall library 
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leadership, supervising library functions, and advising on library services. The findings reveal 

that there is room for improvement in offering a wider range of research data services. Some 

librarians indicated the availability of relevant structures within the university to promote data 

literacy, while others mentioned the absence of such structures. The importance of data 

management was mentioned as a key component in the university's organizational structure. 

The university librarians recognized the need for data literacy training and suggested training, 

capacity building, and partnerships to improve the skills and knowledge of librarians. There 

was a positive perception of the proposed data literacy framework, with no objections and a 

liking for its clarity, comprehensive coverage, and capturing of the researcher's environment, 

requirements, and stakeholders. The respondents suggested the inclusion of non-technical 

aspects and faculty members as stakeholders and expressed a willingness to collaborate in the 

development of a single data literacy curriculum for standardized training for Kenyan 

researchers. They were of the opinion that data literacy curriculum should include key 

components such as digital literacy, statistics, data awareness, technical competence, and data 

communication competence. There was an emphasis that the library should play a facilitation 

and advocacy role in the development and implementation of data literacy in Kenya.  

6.4 Feedback from the Research Librarians (RL) 

In this study, research librarians were identified as a significant group of interviewees, chosen 

based on their involvement in working with researchers. While some universities may not have 

had an explicit title for research librarians, reference librarians were responsible for providing 

research services in the library, and therefore, they were closely involved with researchers. A 

total of five research librarians were targeted for this study, and they were interviewed on the 

same day as university librarians to reduce the number of trips required by the interviewer to 

conduct the interviews. All five of them were interviewed at their offices, and like the 

university librarians, the interview questions and consent form were sent to them in advance, 

and an appointment was scheduled.  

6.4.1 Demographics 

The interviewees were requested to provide an introduction that included information about 

their present role and the duration of their tenure as research/reference librarians at their 

respective universities.  

i. Length of service: From the responses, the research was able to identify that the 

length of service of the respondents varied from 4 years to 9 years. 
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ii. Background: The respondents have a background in Library and Information 

Science, Education, and Masters of Philosophy and Information Science. Some 

of them are pursuing further education. 

 

iii. Role: The respondents mostly described their current role as research or 

reference librarians in the university. Some of them hold the title of Library 

Assistant or Librarian in Charge of User and Referral Services. However, they 

were in one way or another working closely with researchers, either post 

graduate students or faculty members.  

 

iv. Responsibilities: The responsibilities of the respondents include providing 

services to students, staff and faculty in different ways including research 

related services, teaching information literacy and referencing styles, answering 

reference questions, assisting with research, uploading institutional repositories, 

providing circulation services, and making resources available to students. 

Teach students on how to access resources; print and electronic based 

resources (RL1 interviewed on 7th November 2022).  

My work mostly entails helping postgraduate students especially at research 

stage (RL2 interviewed on 17th November 2022). 

I mostly assist students with their research; literature searches and carry out 

referral services (RL5 interviewed on 12th December 2022). 
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6.4.2 Data services on offer 

During the interviews, the participants were presented with a range of research data services 

and asked to indicate which ones were currently offered by their own library. 

According to the findings of the interviews, none of the respondents reported that their library 

currently offers assistance in creating data management plans or creating and managing 

institutional data repositories. Similarly, none of the respondents reported that their library 

offers assistance with creating metadata for data sets or digital data archiving and preservation. 

These services are important for ensuring that research data is organized and preserved for 

future use. This could indicate a gap in the services provided by libraries, as these are important 

aspects of managing research data. 

One respondent (RL2) indicated that their library provides tools for data mining and 

visualization, while two respondents reported that their library provides training to researchers 

on data management activities. These services can help researchers better understand and 

manage their data, which can lead to more effective and efficient research. 

Four respondents (RL1, RL3, RL4, and RL5), reported that their library provides guidance on 

institutional policies related to research data management, as well as assistance with intellectual 

property and privacy issues. These services can help researchers navigate complex legal and 

ethical issues related to their research. 
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Figure 6- 3: Data services on offer 
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The findings suggest that there may be room for libraries to expand their services related to 

research data management, particularly in areas such as data archiving and metadata creation. 

However, it is encouraging to see that many libraries are already providing important services 

in areas such as policy guidance and intellectual property assistance. 

Since the university librarians had been asked same question, the research acknowledges some 

points of similarity between the two groups’ responses. From the findings, none of the 

respondents indicated that their libraries were helping researchers with creating data 

management plans. None of the respondents indicated that their libraries were providing tools 

for data mining and visualization. None of the respondents indicated that their libraries were 

helping with the creation of metadata for data sets and lastly none of the respondents indicated 

that their libraries were offering digital data archiving and preservation. 

6.4.3 Data services required 

Respondents were asked to identify some of the most common research data services sought 

by researchers in their university. 

The researcher was able to pick the following themes from the responses given;  

i. SPSS for data analysis: Most of the respondents pointed out that the most sought 

service was related to data analysis especially requesting assistance in using 

SPSS.  

Most of the researchers come in asking for assistance on how to use SPSS for 

data analysis (RL1 interviewed on 7th November 2022). 

 

ii. Training: One librarian mentioned ‘Evaluation and collection of data’ as a need 

that is expressed by researchers.  

They also request to be trained in how to evaluate and collect data (RL1 

interviewed on 7th November 2022). 

 

iii. No data support needs expressed: Searching for information for research work; 

one of the respondents indicated that they are not aware of any specific data 

related service request other than search for information for their research work 

None that I am aware of specifically other than search for information for their 

research work (RL2 interviewed on 17th November 2022). 
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6.4.4 Skills and competency 

As part of the study, the respondents were asked to reflect on their skills and competency as 

research/reference librarians in the provided areas related to research data management. 

The findings revealed that none of the respondents indicated having skills in development of 

data management plans, while two respondents indicated they had skills in data curation and 

technical skills in data management. Five respondents indicated their proficiency in the 

research lifecycle, whereas three respondents reported their competency in data description and 

documentation. Four respondents said that they had skills in institutional repository 

management, open access initiatives, and legal and copyright frameworks, respectively. 

Interestingly, none of the respondents indicated that they lacked skills in any of the listed items. 

Finally, five respondents reported that they had skills in research methodologies. 

Overall, the findings suggest that the research/reference librarians surveyed in this study 

generally possess varying levels of skills and knowledge related to research data management. 

While some areas, such as the research lifecycle and research methodologies, were areas of 

strength for a significant number of respondents, others, such as development of data 

management plans, require more attention and training. Additionally, the results indicate that 

librarians may benefit from additional training and support in areas such as data curation, 

technical skills in data management, data description and documentation, institutional 

repository management, open access initiatives, and legal and copyright frameworks. 

0

0

2

2

3

4

4

5

5

5

0 1 2 3 4 5 6

None of the items listed

Development of data management plans

Data curation

Technical skills in data management

Data description and documentation

Institutional repository management

Legal and copyright frameworks

Research methodologies

The Research lifecycle

Open access initiatives

 

Figure 6- 4: Skills and competency as research/reference librarians 
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6.4.5 Gaps in knowledge base and skills in relation to the current roles and duties  

Respondents were asked to identify gaps in their knowledge base and skills, both technical and 

non-technical, in relation to their current roles and duties of serving researchers as 

research/reference librarians. 

i. ICT skills: Lack of competency ICT skills was also mentioned as a gap in 

knowledge and skills of research/reference librarians. 

I can say data literacy seems to be a wide field with many technical aspects 

which require competency in ICT skills (RL1 interviewed on 7th November 

2022).  

 

ii. Tools: The ability to use tools and teach researchers how to manage data 

effectively is another gap. 

Also, I think the use of tools and the ability to teach the researchers on how to 

how to manage data in terms of data reuse and data publishing (RL1 

interviewed on 7th November 2022). 

 

iii. In-depth expertise required: The respondents feel that the support they provide 

is too general and superficial. 

I would say that the support we give is too general and superficial (RL2 

interviewed on 17th November 2022). 

 

iv. Research cycle knowledge: The respondents feel that they lack knowledge of 

the entire research cycle and cannot work with researchers throughout the entire 

process. 

 

Personally, I am not competent enough because I cannot work with the research 

throughout the whole cycle of the research as there are many things I do not 

know (RL2 interviewed on 17th November 2022). 

 

v. Data management planning: The respondents see a gap in their knowledge of 

data management planning and related areas. 
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For sure the whole realm of Data management planning and all that is related 

to it (RL4 interviewed on 13th December 2022). 

 

vi. Upgrade personal education: One of the respondents felt that they the need to 

upgrade their education to PhD level due to the type of students they serve. 

 

Due to the type of students, I serve for instance, the Doctoral students, I need to 

upgrade to a PhD (RL5 interviewed on 12th December 2022). 

The researcher compared the findings from section 6.4.4 and the themes deduced from the 

responses in section 6.4.5 and noticed some areas of alignment and some potential 

contradictions. For instance, there was an agreement on data management planning. In   section 

6.4.4, none of the respondents indicated having skills in the development of data management 

plans. In section 6.4.5 the respondents also identified a lack of knowledge of data management 

planning and related areas. This suggests that there is a need for more training and support in 

this area. In section 6.4.4, two respondents indicated having skills in data curation and technical 

skills in data management. In section 6.4.5, the respondents mentioned the need for more 

competency in ICT skills and the ability to use tools to manage data effectively. This suggests 

that there is a need for more technical training and support. 

One area of contradiction was when five respondents in section 6.4.4 indicated that they had 

skills in research methodologies. However, in the second question, none of the respondents 

mentioned research methodologies as a gap in their knowledge base and skills. This suggests 

that the respondents may feel more confident in their abilities in this area and do not see it as a 

gap. 

In summary, there is a need for more training and support in certain areas related to research 

data management, such as data management planning and technical skills. Additionally, 

librarians may benefit from more in-depth training to work with researchers throughout the 

entire research cycle. Overall, the findings suggest that there is a need for continued offering 

professional training to ensure that librarians have the necessary skills and knowledge to serve 

researchers effectively. 
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6.4.6 Policies in place that support research data services  

Respondents were asked to indicate, from the provided list, which of the policies are in place 

at their institution to support research data services.  

The findings showed that out of the seven policies listed, five institutions had research policies 

in place. 

One respondent indicated that they had a research data management (RDM) policy, showing 

that some institutions have recognized the importance of specific policies for data management. 

All five respondents indicated that they had ICT policies, highlighting the need for technology 

infrastructure to support research data services. 

Additionally, staff development policies were also prevalent, with five institutions indicating 

their presence. This demonstrates that institutions are aware of the need to provide adequate 

further professional training and development opportunities to their staff. This could be an 

avenue for university librarians to develop their library staff in areas such as research data 

management in order to help researchers.  

All the five respondents indicated that open access policy was available in their respective 

institutions. However, only two respondents indicated that they had preservation policies in 

place, suggesting that there may be room for improvement in this area. 
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Figure 6- 5: Policies in place that support research data services 
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Overall, the results indicate that institutions are aware of the importance of policies to support 

research data services, with the majority of institutions having policies in place. However, there 

may be a need for more specific policies around research data management and preservation 

to ensure that research data is effectively managed and preserved for future use. 

6.4.7 Training interventions offered to researchers by the library  

Respondents were provided with a list of training interventions and were asked to identify 

which of them were offered to researchers by the library. 

According to the findings, none of the respondents indicated that the library offers research 

data management or data publication training interventions. However, five respondents 

reported that the library offers training on ethics considerations in research. Two respondents 

indicated that the library offers statistical data analysis tools, research metrics and impact, as 

well as data visualization training interventions. 

Interestingly, none of the respondents reported that the library offers training on data archiving, 

and none of them chose the option "none of the items listed."  

These results suggest that while the library provides some training interventions for 

researchers, there may be room for improvement in offering more diverse training options, 

particularly in areas such as data management and archiving. It may also be worth considering 

ways to increase awareness of the training interventions that are currently available to 

researchers, to ensure that they are taking advantage of the resources that are on offer. 
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Figure 6- 6: Training interventions offered to researchers by the library 
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These findings were compared with the findings in section 5.4 (specifically sections 5.4.1, 

5.4.2, 5.4.3, 5.4.4, 5.4.5 and 5.4.6). The results in this section show ed that the majority of 

researchers did not believe that libraries offered assistance in the creation, processing, analysis, 

and access to research data. Regarding training interventions offered to researchers by libraries, 

as reported in this section (6.4.7) none of the research/reference librarians who indicated that 

their library offers research data management or data publication training interventions. This 

suggests a need for libraries to improve their support for research data management and to offer 

more training interventions to researchers in this area. 

6.4.8 Perspectives on library leading university's data literacy program 

The respondents were asked to share their views on the library spearheading the data literacy 

program in their university. 

i. Importance of library: The respondents view the library as a crucial aspect of 

the data literacy program in their university as it is the custodian of 

information and the main contact for researchers. 

The library is the backbone of any academic institution and it is where 

students and researchers go to for information. It makes sense for the library 

to spearhead the data literacy program (RL3 interviewed on 9th December 

2022). 

The library is the first place that people think of when they need information, 

so it's important for the library to be at the forefront of data literacy initiatives 

(RL5 interviewed on 12th December 2022). 

The library is the hub of knowledge at our university, so it's only fitting that 

the library takes the lead in ensuring that our students and researchers are 

data literate (RL2 interviewed on 17th November 2022). 

ii. Research conducted in the library: The respondents see the library as a central 

location for research, making it an ideal place to spearhead the data literacy 

program. 

The library is the central location for research at our university, so it makes 

sense for the data literacy program to be based there (RL1 interviewed on 7th 

November 2022). 
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The library is the first stop for researchers, so it's important that the library 

provides them with the data literacy skills they need to be successful (RL3 

interviewed on 9th December 2022). 

iii. Librarians' expertise: The respondents believe that librarians have the 

expertise to run the data literacy program. 

It’s the best thing to Librarians. Librarians know how to develop metadata 

and if given instructions and dedication they will be able to run the program 

(RL4 interviewed on 13th December 2022). 

6.4.9 The extent librarians work with researchers 

Respondents were asked to what extent librarians already worked with researchers at their 

university. The researcher was able to draw out the following themes from the responses given.  

i. Training and assistance: Librarians provide training and individualised 

assistance to researchers, including installation of data analysis tools and 

training on reference tools. 

Librarians provide trainings to researchers and at times offer individualized 

form of assistance to the researchers. They assist in Installation of data analysis 

tools, for example, SPSS, provide and train users on reference tools like Zotero 

(RL1 interviewed on 7th November 2022). 

ii. Access to resources: Librarians assist researchers in accessing e-resources and 

provide training on how to use them. 

 

iii. Limited assistance: Some respondents felt that that the assistance offered by 

librarians is limited and focused more on collections rather than research related 

service. 

 

The help offered is not to that very big extent. I always feel as a library and 

librarians, we have focused more on collections. It would be good to start 

thinking of researcher’s needs (RL2 interviewed on 17th November 2022). 

 

iv. Consultation: During the interviews, all the five research librarians indicated 

that there was some sort of consultation made by researcher to librarians for 

various needs related to their research. 
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6.4.10 Challenges faced while providing research data-related services to researchers 

Respondents were asked to point out some of the challenges they faced when providing 

research data-related services to researchers. The researcher was able to identify some 

challenges from the responses given. They include:  

 

i. Researcher skill gaps: Many researchers lack the relevant skills and ICT 

knowledge, which makes training time-consuming. 

Most researchers lack relevant skills (ICT tools). It then becomes time-

consuming training them because you have to start with the basics in ICT (RL1 

interviewed on 7th November 2022). 

 

ii. Researcher needs: Respondents find it challenging to identify and fulfil 

researcher needs. The mentioned the fact that some of the researchers have a 

specific need and do not listen to alternatives. 

Sometimes it’s a challenge to identify exactly what a researcher needs and 

satisfy them. Some researchers don’t listen to alternatives as they have a very 

specific need (RL1 interviewed on 7th November 2022). 

 

iii. Perception regarding librarian skills: Researchers may have a perception that 

librarians are not capable of providing data-related services. 

 

Researchers' perception of the librarians that they can't do (RL2 interviewed on 

17th November 2022). 

 

iv. Lack of skills and manpower: Respondents mention one of the main challenges 

is lack of relevant skills and manpower. These are skills related to data literacy 

 

v. Understanding of researcher needs: Respondents face challenges in 

encountering researchers who do not understand their own needs. 

Lack of adequate ICT literacy and encountering researchers who have no 

understanding of what they want (RL3 interviewed on 9th December 2022). 
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vi. Older generation of researchers: Some respondents mention difficulty in 

working with an older generation of researchers who are not familiar with 

technology. 

I do sometimes encounter an older generation of researchers who take time to 

appreciate available technology (RL4 interviewed on 13th December 2022). 

 

vii. Internet downtime: Respondents mention internet downtime as a challenge in 

providing data-related services to researchers. 

6.4.11 Data literacy framework  

Respondents (interviewees) were provided with a copy of the proposed data literacy 

framework. They were asked to respond to a set of question in view of the proposed data 

literacy framework. 

a. Respondents were asked to mention anything that they felt did not make sense 

in the proposed data literacy framework. 

i. Understanding: The majority of the respondents seem to understand the 

proposed data literacy framework and agree with its goals as they 

indicated that all that was captured in the framework makes sense.  

  

According to the explanation you have given, I have understood what 

you intend to achieve. Everything makes sense to me. (RL1 interviewed 

on 7th November 2022). 

 

ii. Inclusiveness: One respondent expressed concern about the inclusion of 

all types of students in the training for data literacy. 

Everything makes sense; however, I am concerned whether all type of 

students will be included in the training for them to be data literate (RL5 

interviewed on 12th December 2022). 

 

b. Respondents were asked to share what they liked about the proposed data 

literacy framework. 

i. Library as a primary stakeholder: One respondent liked the fact that the 

library has been identified as the main stakeholder in the proposed data 

literacy framework. 
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The fact that the library has been put as the main stakeholder in the 

proposed data literacy framework (RL1 interviewed on 7th November 

2022). 

 

ii. Inclusiveness: Respondents liked the inclusion of information literacy 

and digital literacy in the framework. 

…….the inclusion of information literacy and digital literacy in the 

framework (RL1 interviewed on 7th November 2022). 

 

iii. Clarity: Respondents liked the clarity and comprehensiveness of the 

proposed data literacy framework and how it covers various aspects of 

data management. 

The clarity of data literacy, you can see how to fulfil the need and who 

is supposed to fill the need and how it’s going to be filled to address the 

challenge of awareness of data management. It’s very clear (RL4 

interviewed on 13th December 2022). 

 

iv. Basics in data management: One respondent appreciated that the 

framework introduces students the basics in data management. 

 

c. Respondents were asked to point out some gaps they could identify in the 

framework. 

i. Technology: One respondent indicated that they can identify a gap in the 

framework regarding technical skills and technology. 

Technical aspects-skills, there is a lot to be done as far as technology is 

concerned (RL1 interviewed on 7th November 2022). 

 

ii. Stakeholders: One respondent suggested the framework did not have 

graduate research and extension school/department as stakeholders, as 

they play a big role and therefore it advised that they be included.  

Include graduate research and extension school/ department among the 

stakeholders as they play a big role (RL2 interviewed on 17th November 

2022). 
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iii. Satisfaction: All the respondents felt that there were no gaps and they 

were satisfied with the comprehensiveness of the proposed data literacy 

framework and felt that it was able to address their needs. 

 

d. Respondents were asked to point out some elements they would like to remove 

from the proposed data literacy framework. 

From the responses given by the interviewees, the researcher noted that there 

were no changes desired. None of the respondents expressed the desire to 

remove anything from the proposed data literacy framework. 

6.4.12 Request to collaborate in the development of a single data literacy curriculum  

In view of the data literacy framework, respondents were asked to indicate what their response 

would be if they were requested to collaborate in the development of a single data literacy 

curriculum that would provide standardised data literacy training to all researchers in Kenya, 

similar to what was done with information literacy.  

This question received positive response from all the respondents. Respondents were willing 

to collaborate in the development of a single data literacy curriculum. They showed a 

willingness to support and participate in the project. Some of the responses were:  

As a Librarian, I would gladly accept the offer to collaborate in the development of a 

shared curriculum (RL1 interviewed on 7th November 2022). 

I would be delighted” (RL2 interviewed on 17th November 2022). 

It is an educative venture; I would support it and also be part of it (RL3 interviewed on 

9th December 2022). 

I would gladly accept the opportunity to learn and also to expose what I know (RL4 

interviewed on 13th December 2022). 

 

a. Key components that should be included in a data literacy curriculum  

After indicating that they would be willing to accept the request to collaborate 

in the development of a single data literacy curriculum that would provide 

standardised data literacy training to all researchers in Kenya, respondents were 

asked to point out some of the key components that they think should be 

included in the data literacy curriculum. They pointed out the following:  
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i. Technology: One respondent emphasized the importance of 

incorporating ICT skills and technology. 

ICT- supportive technology, ICT skills of the of the staff (RL1 

interviewed on 7th November 2022). 

 

ii. Defining data: One of the respondents (RL2) suggested including a 

scope of what data is and what parts of data need to be archived. 

 

iii. Metadata and discoverability: One respondent (Rl2) suggested including 

the concepts of metadata and discoverability in the curriculum. 

 

iv. Data archiving justification: One respondent suggested including a 

justification for archiving data. 

 

v. Data ethics: One respondent suggested including data ethics or ethics 

involved in the management of data. 

 

vi. Discipline-specific considerations: One respondent suggested that the 

framework should consider the different disciplines of study. 

 

vii. Communication: One respondent emphasized the importance of data 

communication 

 

viii. Visualization: A respondent indicated presentation and visualization as 

key areas to be included. 

 

b. Respondents were asked to identify roles they think the library should play in 

the development and implementation of data literacy 

Respondents identified several roles that they believe libraries should play in 

the development and implementation of data literacy. According to one 

respondent, "Libraries have a critical role in this area because they have a 

tradition of being responsible for creating, managing and preserving knowledge 

and data," (RL2 interviewed on 17th November 2022) 
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i. Training and instruction: The first role identified was providing training 

and instruction in data literacy, as librarians have necessary skills 

derived from information literacy. As one respondent noted,  

 

Librarians have a lot of experience in training people in information 

literacy, and it makes sense to leverage that experience in developing 

training programs for data literacy (RL1 interviewed on 7th November 

2022). 

 

ii. Awareness creation: Creating awareness was identified as another role, 

with respondents believing that libraries should be very much informed 

as they are the custodians of information.  

 

The library should be the place where people can get information on 

what data is available and how it can be used, (RL3 interviewed on 9th 

December 2022).  

 

iii. Collaboration: Collaboration with other stakeholders was also 

highlighted as important, with libraries expected to spearhead data 

literacy implementation while incorporating other stakeholders. As one 

respondent put it,  

 

The library should play a leading role in promoting data literacy, but 

this needs to be done in collaboration with other key stakeholders, such 

as IT services and research support offices (RL3 interviewed on 9th 

December 2022).  

 

iv. Preservation: Finally, respondents highlighted the active role that 

libraries should take in preservation and providing access to research 

data, given their custodianship of information, metadata, visualization, 

and archives. As one respondent explained,  

 

The library has a responsibility to preserve research data and make it 

accessible to future generations of researchers. This means that the 
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library should be actively involved in the creation of metadata, 

visualization, and archives for research data (RL4 interviewed on 13th 

December 2022). 

 

c. The interviewees were asked to identify some of the other stakeholders that 

would play a key role in the development and implementation of a data literacy 

program and what that role would be.  

The interviewees identified several stakeholders that would play a crucial role 

in the development and implementation of a data literacy program, as follows: 

i. University research office or Research department- responsible for 

making data accessible and making recommendations on data 

collection and use. 

ii. ICT department - responsible for institutional technology and 

software recommendations. 

iii. Faculty - responsible for student data and recommendations on data 

use. 

iv. Management or Administration – responsible for funding and cost 

implications and decision-making. 

v. Consultants - responsible for advising on the process. 

vi. Researchers. Add detail 

vii. Methodology trainers: Faculty teaching research methods, who 

should integrate data literacy as a component of research methods. 

viii. External stakeholders, such as NACOSTI, the statistics bureau and 

organizations funding research. 

These stakeholders would have different roles to play, such as making data 

accessible, recommending appropriate technology and software, providing 

advice on the process, recommending on data use, and providing funding and 

decision-making. 

 

d. The interviewees were asked to mention some of the factors within their 

organisation that could be enablers for the emergence of this role in data 

literacy.  

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



206 
 

The researcher was able to generate the following from the interviewees' 

responses on factors that could enable the emergence of a role in data literacy 

within their organization: 

 

i. Expert trainers: Well-trained researchers and staff development, 

including comprehensive training for librarians to impart knowledge on 

others. 

ii. Funding as a key enabler: Supportive administration and budget 

allocation, including goodwill from the administration for funding and 

acquiring necessary ICT infrastructure such as a data repository. 

iii. Collaboration. 

iv. Infrastructure: Adequate ICT infrastructure and a data repository. 

6.4.13 Any additional information related to data literacy  

As the final question, the respondents were asked whether they had any additional information 

related to data literacy that they believed would be useful for the study. 

i. Need for data literacy training: The importance of training on data literacy, 

especially in handling and management of data:  

There is need for providing training to users in handling and managing data. It 

suggests that data literacy skills are crucial for users to effectively work with 

data and ensure its accuracy and integrity. Universities should invest in 

providing training programs to enhance researcher’s data literacy skills. 

ii. Positive outlook on the study and its potential impact on universities: There is 

positive response to the study and its potential impact on universities. 

Respondents believe that this study can bring about a new dimension in data 

literacy education that some universities may not be using yet. The study can 

help universities improve their data literacy education programs. 

iii. Potential conflicts: Concern about potential conflicts between different 

departments over ownership and management of data literacy program: The 

respondents raised concerns about potential conflicts between different 

departments over the ownership and management of the data literacy program. 

They highlight the importance of collaboration between different departments 

to ensure a successful implementation of the program. There would be need for 
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clear understanding of the roles and responsibilities of different departments in 

managing the data literacy program to avoid any conflicts. 

iv. Need for clarity on the library to spearhead the program 

Respondents suggest that the library can be a suitable department to take the 

lead in managing the data literacy program, given their expertise in managing 

and organizing information. 

6.4.14 Summary of feedback from Research librarians 

From the findings, it can be noted that research librarians had diverse educational backgrounds, 

including Library and Information Science, Education, and Masters of Philosophy and 

Information Science. They worked closely with post-graduate students and faculty members, 

providing research-related services, assisting with research, and making resources available to 

students. 

However, the findings reveal gaps in the data services provided by libraries, particularly in 

creating data management plans, creating and managing institutional data repositories, creating 

metadata for data sets, and digital data archiving and preservation. It was noted that the most 

sought-after research data services by researchers were SPSS for data analysis, evaluation, and 

collection of data. 

The findings also show that research librarians possessed varying levels of skills and 

knowledge related to research data management. Some areas, such as the research lifecycle and 

research methodologies, were areas of strength for a significant number of respondents, while 

others, such as development of data management plans, require more attention and training. 

The gaps in their knowledge base and skills were mainly in data literacy and ICT skills, which 

librarians needed to support researchers better. 

From their response, it was noted that, research librarians are of the view that libraries should 

collaborate with stakeholders such as IT departments, researchers, and research administrators 

to enhance their research data management services. The critical role played by research 

librarians in data literacy programs and the need for collaboration between researchers and 

research librarians was highlighted in their responses.  

6.5 Alignment between University and Research librarians’ feedback 

There were some points of agreement as well as divergence between the university librarians 

and research librarians. As far as the offering data management services is concerned, both 
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groups of respondents indicated a lack of support for researchers in terms of data management, 

with a particular gap in providing infrastructure for long-term storage and access to research 

data. However, research/reference librarians seem to have a slightly better understanding of the 

importance of providing tools for data mining and visualization, while university librarians 

seem to have a slightly better understanding of the importance of policy guidance. 

From the feedback by the two categories of respondents, it can be seen that both university 

librarians and research librarians recognize the importance of data literacy and the need for 

improvement in research data services. The university librarians, in particular, highlighted the 

need for capacity building and partnerships to improve the skills and knowledge of librarians. 

The research librarians, on the other hand, pointed out gaps in their knowledge base and skills, 

particularly in data literacy and ICT skills, which they needed to support researchers better. 

Both groups of librarians expressed a willingness to collaborate with stakeholders to enhance 

research data management services. The university librarians emphasized the library's 

facilitation and advocacy role in the development and implementation of data literacy, while 

the research librarians highlighted the critical role, they play in data literacy programs and the 

need for collaboration between researchers and research librarians. 

Overall, the responses from both groups of librarians suggest a recognition of the importance 

of data literacy and the need for improvement in research data services, as well as a willingness 

to collaborate to achieve these goals. The study's proposed data literacy framework was well 

received, with both groups of librarians offering suggestions for its improvement, indicating a 

readiness to adopt standardized data literacy services. 

6.6 Summary 

As mentioned in the introduction of this chapter, the chapter presented findings generated from 

the interviews. These were findings of the data collected from university librarians and 

research/reference librarians from the participating institutions. The chapter employs thematic 

analysis to identify common themes and patterns that emerged from the responses of the 

participants. The interviews lasted between 25-30 minutes, and the data was collected through 

audio recordings and later transcribed into written text for analysis. 

The findings reveal gaps in the data services provided by libraries, particularly in creating data 

management plans, creating and managing institutional data repositories, creating metadata for 

data sets, and digital data archiving and preservation. Both university and research librarians 

recognize the importance of data literacy and the need for improvement in research data 
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services. University librarians highlighted the need for capacity building and partnerships to 

improve the skills and knowledge of librarians, while research librarians pointed out gaps in 

their knowledge base and skills, particularly in data literacy and ICT skills, which they needed 

to support researchers better. 

Both groups of librarians expressed a willingness to collaborate with stakeholders to enhance 

research data management services. The university librarians emphasized the library's 

facilitation and advocacy role in the development and implementation of data literacy, while 

the research librarians highlighted the critical role, they play in data literacy programs and the 

need for collaboration between researchers and research librarians. The proposed data literacy 

framework was well received, with both groups of librarians offering suggestions for its 

improvement, indicating a readiness to adopt standardized data literacy services. Overall, the 

study's findings indicate a recognition of the importance of data literacy and a willingness to 

collaborate to achieve standardized data literacy services. 

The next chapter will provide an in-depth discussion of the findings in view of the existing 

literature.  
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CHAPTER 7 

7. DISCUSSION, TRIANGULATION, CONVERGENCE AND 

CONCLUSIONS 

With the study's analysed findings presented in Chapters 5 and 6, this chapter aims to discuss 

these findings while integrating them with the earlier literature presented in Chapters 1, 2, 3, 

and 4.  

7.1 Introduction 

In this chapter, the focus is on discussing results and on the triangulation and convergence of 

outcomes of the study's findings. The research findings were presented separately in 

quantitative and qualitative formats, as described in the previous two chapters (chapters 5 and 

6). Given the mixed methodology used in this study, the triangulation of the findings was 

considered. This involved comparing and contrasting the results to arrive at a more 

comprehensive understanding of the research outcomes.  

The discussion of the findings was guided by the research objectives which are to: 

1. To review the relevance and appropriateness of the proposed comprehensive 

framework encompassing essential services and components that would facilitate the 

successful implementation of a data literacy initiative in selected private universities in 

Kenya (see Section 7.2) 

2. Assess faculty and postgraduate student’s data literacy needs in selected private 

universities in Kenya (see Section 7.3) 

3. Assess the organisational infrastructure at selected private university libraries in Kenya 

for the feasibility to offer data literacy (see Section 7.4) 

4. Assess the technical infrastructural readiness in the selected private university libraries 

in Kenya for the implementation of data literacy training (see Section 7.5) 

The discussion pertaining to each objective draws upon responses obtained through individual 

research questions, which were answered either through a questionnaire completed by the 

researchers or through interviews conducted with university librarians and research/reference 

librarians.  
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7.2 Towards developing a data literacy framework 

The ultimate aim of this study is to develop a standardized data literacy framework to cultivate 

a community of data literate researchers at Kenyan universities. The aim in this section of the 

study was to calibrate a proposed framework with the actual requirements, as these were 

expressed by the research respondents, before finalizing a workable data literacy framework 

for Kenyan academic libraries. The study participants were asked to assess the suggested 

framework and provide feedback on its significance and key areas to prioritize in a data literacy 

training program. The role of libraries in promoting data literacy was also investigated. Input 

on various components of the framework was received from researchers, university librarians, 

and research/reference librarians. These inputs were compared to the findings reported in 

Chapter 2. 

In Chapter 2, the researcher, critically reviewed existing literature on data literacy. The purpose 

of this analysis was to establish the prevailing discourse about data literacy and to identify 

requirements encompassing essential services and components that would lead to the 

development of a comprehensive data literacy framework that could successfully be 

implemented in universities in Kenya. An initial framework based on the reviewed literature 

was developed and presented in Chapter 3 (see figure 3.1).  

In order to incorporate study participants views so as to develop a final data literacy framework, 

participants were asked to review the proposed framework. Their insights were discussed with 

the intension to incorporate feasible options into the finalized framework. A comprehensive 

description of the data literacy framework is presented in Chapter 8 of this study.  

7.2.1 The importance of data literacy as depicted in the framework 

This section's findings and analyses emphasize the critical role that data literacy plays in 

fostering effective data management, research outcomes, and evidence-based decision-making 

for researchers. Previous studies (see Section 5.7) have underlined the relevance of data 

literacy, identifying its role in promoting, for example: best practice, collaboration, data 

privacy, confidentiality, and reuse. 

In today's data-driven world, as it was discussed in Section 2.2, data literacy is an essential skill 

for researchers. This section discusses the importance of data literacy from the point of view 

of the research participants. The importance of data literacy is highlighted in an earlier study 

by Palsdottir (2021), who points out that data literacy enables researchers to access, evaluate, 

and use data in their research, promoting evidence-based decision-making. It builds the 
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researcher's capacity to conduct research, communicate results, and determine valuable 

materials and instruments for data management. 

Research participants acknowledge data literacy as a crucial skill for researchers (see Section 

5.6). Data literacy improves data management and promotes research outcomes by enhancing 

researchers' data competencies and equipping them with the necessary skills for effective data 

management, thus reducing time and cost. Furthermore, data literacy improves efficiency in 

working with research data, enables effective data analysis, and promotes data privacy, 

confidentiality, and reuse. Data privacy and confidentiality are essential aspects of data literacy 

as they ensure that researchers handle data ethically and securely. The reuse of research data is 

an essential requirement for efficiency in research, and data literacy enables researchers to 

share their data, facilitating collaboration and promoting data-driven decision-making 

(Raffaghelli & Manca, 2023). 

Some studies have also highlighted the importance of data literacy in research. For example, 

the study by Palsdottir (2021), found that data literacy is critical for researchers to effectively 

manage their data, collaborate with others, and ensure data quality. Additionally, data literacy 

is vital for effective decision-making, as it enables researchers to identify patterns and trends 

in data, facilitating evidence-based decision-making (Raffaghelli & Manca, 2023). Refer to 

section 2.2 for more detail. 

7.2.2 The relationship between data literacy and other literacies  

According to the findings reported in section 5.9.1, more than 30% of participants also lack 

proficiency in the listed literacies. A majority of the respondents confirmed that they have not 

yet had training. This highlights a need to think holistically about research literacy. It would 

therefore mean incorporating these literacies as framework actors. 

Information literacy is defined as the ability to locate, evaluate, and use information effectively 

and ethically, while digital literacy is the ability to use digital tools and technologies to find, 

evaluate, create, and communicate information (Deja, Rak & Bell, 2021; Sample, 2020). These 

skills are essential for researchers as they need to be able to navigate the vast amounts of data 

available to them, as well as to effectively communicate their findings to various stakeholders. 

A study by Olakunle and Olanrewaju (2019) found that information literacy was positively 

associated with research productivity, suggesting that it is a critical skill for researchers to have 

(see Section 2.3.1 for a more detailed discussion). 
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On the other hand, statistical literacy is defined as the ability to interpret, analyse, and 

communicate statistical information. Researchers need to be able to understand statistical 

concepts and methods to analyse data accurately and effectively communicate their findings. 

However, the low level of familiarity with statistical literacy as presented in the findings, 

suggests that there may be a lack of emphasis on statistical training in research education.  

There is need for more effective education in both statistical and digital literacy for researchers. 

This is in line with the literature that was presented in section 2.3 where Schield (2005) argues 

that it is hard to separate statistical literacy, information literacy, and data literacy since they 

all deal with similar issues. This argument was supported by Ridsdale et al. (2015) when they 

confirmed in their study that data literacy is based on the same theoretical principles as 

statistical and information literacy.  

Conclusion: Therefore, from the analysed literature, the three literacies are interrelated and are 

essential in dealing with the challenges that researchers face in research.  

7.2.3 Priorities in the development of a data literacy training program 

This study recognises that data literacy is becoming increasingly important as organizations of 

all sizes collect and use data to inform decision-making processes (Giese et al., 2020; Pothier 

& Condon, 2020; Wolff, 2016). However, not everyone is adept in interpreting and working 

with data, so developing data literacy training programs must be prioritized. In this regard, 

based on the response of researchers, the key areas that should be prioritised in the 

development of a data literacy training program have been identified and presented in section 

5.10. 

From the findings, one of the key areas that respondents indicated that should be prioritized in 

the development of a data literacy training programs is data organization and management. 

According to the responses of 58 researchers, developing an appropriate data management plan 

is essential in ensuring that data is efficiently organized and managed. In the study by 

Mannheimer (2018), it is argued that proper data management planning is critical in reducing 

the risk of data loss or corruption and promoting data sharing and collaboration. There is need 

for efficient data processing tools and methods to ensure that data is appropriately managed. In 

the inclusion of data organization and management in the implementation a data literacy 

program, data collection methods, data storage, and data preservation should be considered as 

essential subareas.  

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



214 
 

Data analysis and statistics are critical areas that should be prioritized in data literacy training 

programs, as noted by 68 respondents. According to Islam (2020), data analysis is an essential 

process that enables researchers to extract meaningful insights from data sets. Data literacy 

training programs should incorporate digital literacy skills, data processing techniques to 

enable researchers to understand and use data effectively. 

Data visualisation and presentation are also an essential area to be prioritized in data literacy 

training programs, as noted by 33 respondents. Data visualisation and presentation enable 

researchers to communicate complex data sets in a more understandable and meaningful way. 

Some studies (Park et al., 2022; Rahlf, 2019) have highlighted the importance of data 

visualisation in decision-making processes, arguing that effective data visualisation improves 

communication and understanding of data.  

Data sharing and collaboration is another crucial area that should be prioritized in data literacy 

training programs, as noted by 29 respondents. Researchers emphasized the importance of open 

data publishing, data publication, data reuse, and data sharing. In their study, Hey et al. (2009) 

highlighted the benefits of data sharing and collaboration, including increased visibility, 

impact, and innovation. 

According to 27 respondents, data ethics and governance should be prioritized in data literacy 

training programs. Ethical data collection, open science, and establishing copyrights are critical 

in ensuring that data is used responsibly and ethically. Janssen et al. (2020) stressed the 

importance of data governance policies in regulating data collection, storage, and sharing in 

their study. 

Finally, data privacy and security is another crucial area to prioritize in data literacy training 

programs, as indicated by 10 respondents. According to Williams and Pigeot (2017), data 

privacy and confidentiality issues associated with data management are a significant concern 

that can affect public trust and perception. Therefore, data literacy training programs should 

incorporate privacy and confidentiality issues associated with data management, ethical data 

collection, and data protection measures. 

Conclusion: The study's findings in this section emphasize the importance of prioritizing the 

development of a data literacy training program to provide individuals with the required skills 

to work effectively with data. Researchers have recommended including certain elements in 

the development of a data literacy course. Interestingly, these recommendations bear a striking 

resemblance to the content covered in a research data management course that was taught as 
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an interdisciplinary course at Bielefeld University (Wiljes & Cimiano, 2019) and which was 

presented in section 2.9.7 of this study.  

In summary, a comprehensive data literacy framework that captures the key areas mentioned 

by respondents is critical in providing guidance in equipping individuals with the necessary 

skills to work with data effectively and responsibly.  

7.2.4 Role of the library in spearheading data literacy 

The three groups of respondents, namely Researchers, University librarians, and 

Research/reference librarians, were asked about the role of libraries in promoting data literacy 

among researchers. From the responses there is alignment among all respondents. As is clear 

in Figure 5.17, the majority of the researchers (90%) acknowledged the role of libraries in 

promoting data literacy, while all the university librarians (see Section 6.3.7) were positive 

towards the library spearheading the data literacy program in their universities. 

Research/reference librarians (see Section 6.4.8) highlighted that they have already been 

playing an active role in promoting data literacy among researchers and therefore their role 

remains to be vital in spearheading the data literacy program.  

Furthermore, the researchers mentioned the current role the library plays in meeting its users’ 

needs, library resources, the human capital in the library, and the current research support they 

give to researchers as key reasons why libraries should be allowed to spearhead and promote 

data literacy (see Section 5.12). As the direct recipients of these services, researchers noted that 

libraries play a pivotal role in promoting research, and since there is no research without data, 

libraries should be empowered to help researchers understand how to manage their data. The 

researchers also agreed that libraries have the resources, infrastructure, and expertise necessary 

to enhance data literacy. Finally, some researchers pointed out that libraries already offer 

research-related services, emphasizing their potential for fostering data literacy.  

University librarians expressed support for the library driving the data literacy program, 

pointing out that librarians have the requisite skills and knowledge to do so. However, one 

respondent emphasized the significance of incorporating other key university stakeholders in 

the program. 

Research/reference librarians highlighted their active role in promoting data literacy among 

researchers. They noted that they already provide research related services to researchers. They 

pointed out that the libraries have been in position to implement information literacy which has 
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been successful and for that reason, libraries were equal to the task of spearheading data 

literacy. 

Overall, responses from the three groups of respondents emphasize the significance of libraries 

in promoting data literacy among researchers. Researchers and university librarians agree that 

libraries have the resources, infrastructure, and personnel to foster data literacy, 

while research/reference librarians emphasize the active role they already play in promoting 

data literacy among researchers. According to the responses, libraries are well-positioned to 

shepherd data literacy programs and play an important role in enabling data literacy among 

researchers- in universities. 

Taking into account the discussion in section 2.11.1 the author wishes to reiterate the following 

three studies: 

1. Guss (2016) who acknowledged the place of the library in supporting researchers in 

confronting data-intensive research challenges. The study affirms that academic 

libraries have always dealt with the management of data and they are better placed as 

coordinating centres in universities.  

2. Koltay (2017) who argued that libraries are uniquely positioned to provide training and 

support for researchers in managing and using research data, given their expertise in 

information management and research support.  

3. Pothier and Condon (2020) who emphasized the important role of librarians in 

promoting data literacy competencies among business students and the broader 

workforce. They argue that the ability to effectively manage and use data is becoming 

increasingly important in the business world, and that librarians are well-positioned to 

provide training and support in this area. They suggested that librarians can play a 

critical role in promoting data literacy by collaborating with faculty to develop data-

related curricula, providing training and support in areas such as data management and 

analysis, and integrating data-related skills into existing information literacy programs. 

They finally indicated that librarians can contribute to the development of data literacy 

competencies by working with industry stakeholders to identify the specific skills and 

knowledge that are needed in the workforce. They suggested that librarians can play a 

key role in bridging the gap between academia and industry, and in ensuring that 

students are prepared with the necessary data literacy skills to succeed in their careers.  
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Conclusion: The role that libraries and librarians could play in working with data has been 

acknowledged over a relatively long period of time. The author notes that the increasing 

availability and complexity of research data requires that researchers have the necessary data 

literacy skills to effectively manage and use data in their research. Libraries can play a critical 

role in promoting data literacy by offering training and support in areas such as data 

management, data visualisation, and data analysis, and it appears to be unanimously accepted 

that such a role does belong in libraries. 

7.2.5 Feedback on various aspects of the proposed framework  

The three groups of respondents, namely Researchers, University librarians, and 

Research/reference librarians, were given the chance to engage with the proposed data literacy 

framework and provide their feedback on various aspects of the framework. This included their 

opinions on what made sense in the proposed framework, what they liked about the framework, 

any gaps they identified in the framework, and what they would exclude from the framework. 

The following is the discussion of their responses.  

7.2.5.1 Opinions on what made sense in the proposed framework 

The responses from the researchers (see Section 5:12a), university librarians (see Section 

6.3.10a), and research/reference librarians (see Section 6.4.11a) indicated that the proposed 

data literacy framework is generally well-received and perceived as comprehensive. Most of 

the respondents did not have any objections to the framework and found it to be clear and 

useful. However, some concerns were raised with regard to clarification of some concepts, the 

role of stakeholders and the inclusiveness of the training. 

One common theme across all three groups of respondents was the need for clarity on certain 

concepts. For example, some researchers did not understand the concept of FAIR data. It may 

therefore be useful to exclude such jargon terms from the finalised framework. 

With regard to stakeholder component of the framework the request was that the framework 

should consider being explicit about the role of key stakeholders in data literacy and the need 

of involving other stakeholders who were absent from the framework.  This is in line with 

previous studies that have emphasized the importance of collaboration and partnerships in 

promoting data literacy in universities with the need of including key stakeholders during its 

implementation (Burress, Mann & Neville, 2020). According to Carlson and Kneale (2011) 

collaborations between faculty and librarians are highly recommended as the best practice for 

teaching data literacy skills (see Section 2.11.3).  
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Conclusion: Overall, the responses from the researchers, university librarians, and 

research/reference librarians indicate that the proposed data literacy framework is a valuable 

resource for understanding data literacy. However, there may be areas for improvement, such 

as the inclusion of clear definitions and explanations of technical terms, and the need for 

collaboration and partnerships. 

7.2.5.2 What respondents liked about the framework 

From the responses given, the proposed data literacy framework received positive feedback 

from researchers, university librarians, and research/reference librarians as reported under 

sections 5.12b, 6.3.10b and 6.4.11b respectively. The framework was perceived by the 

respondents as being comprehensive, well-structured, clear, and relevant to the needs of 

researchers, including faculty members and students. Additionally, it was seen as being 

inclusive, involving relevant stakeholders in the data literacy process, and well-designed, 

providing guidance on the data literacy process and identifying the relevant competencies 

involved. For instance, University librarians appreciated the clarity and comprehensive 

coverage of aspects related to data literacy implementation, while research/reference librarians 

appreciated the inclusiveness of the framework, particularly the inclusion of information 

literacy and digital literacy.  

Conclusion: Overall, all three groups of respondents agreed that the proposed data literacy 

framework has the potential to be implemented in university libraries, achieving the study's 

objectives and creating awareness among all research stakeholders. However, from the 

feedback received, it was necessary to make a number of minor modifications, which were 

added to the finalised version of the framework (see Figure 8.1). 

7.2.5.3 Gaps in the framework 

The three groups of respondents (Researchers, University Librarians, and Research/Reference 

Librarians) had the chance to review the proposed framework and were asked to point out any 

gap they felt was evident. Their responses were reported in sections 5.12b, 6.3.10b and 6.4.11b 

respectively. The majority of the respondents did not identify any major gaps in the framework, 

however, from the responses, the researcher was able to identify some suggestions that were 

made. 

Researchers provided feedback on the roles of key players and the importance of intellectual 

capital. They suggested clarifying the roles of key players in the framework and incorporating 

the importance of intellectual capital. Their view on intellectual capital was to emphasise the 
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need for equipping librarians with the relevant skills in data related services in order to 

empower researchers too. They recommended ensuring that personnel responsible for RDM 

training received proper training. This is in line with a recommendation made by (Tenopir et 

al, 2017), that the provision of research data services in libraries requires skilled professionals 

and therefore if librarians are to play a key role, then they ought to be well skilled. 

The researchers proposed minor alterations to the framework, such as clarifying the roles of 

key players, justifying the relevance of intellectual capital, and ensuring that individuals 

responsible for RDM training received sufficient training. Some of these ideas have already 

been mentioned in previous sections.  According to research/reference librarians, technical 

skills are required for librarians who will be participating in data literacy instruction. 

University librarians noted that the wider university community and staff, were not reflected 

in the framework, since the focus seemed to be mainly on a small group of faculty members 

and postgraduate students. One respondent proposed that faculty members involved in teaching 

research methods must be included as stakeholders because they interact with students who are 

conducting research. Published resources (Johnson & Steeves, 2019; Piracha & Ameen, 2018; 

Carlson et al., 2011) also highlighted the significance of involving faculty members in research 

data management activities, as they can play an important role in promoting data literacy 

among students and researchers (see Section 2.2.2). 

Research/Reference Librarians identified gaps in the framework regarding technical skills and 

technology among those to be involved in the implementation of data literacy and the recipients 

of the training.  However, the study, as captured in the framework provides a solution to lack 

of technical skills where researchers will be given some training in digital literacy. Given that 

data literacy and digital literacy are complementary concepts that researchers must recognize 

and strive for, as described in Section 2.3.3, it is important to note that a researcher who is 

proficient in data literacy must also be proficient in digital literacy in order to efficiently handle 

digital technologies for data manipulation. As a result, digital literacy is an essential component 

of data literacy. The implication is that researchers must be able to use new technologies to 

advance their research. 

Conclusion: The responses from the three groups of respondents provided useful information 

to improve the data literacy framework. It is necessary to make provision for a clarified role 

for stakeholders, simplifying some of the description and by focusing on the importance of 

developing intellectual capital also for the data librarians. 
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7.2.5.4 What to exclude from the framework 

The results of this question, as documented in the study's Sections 5.12c, 6.3.10b, and 6.4.11c, 

indicate that the framework was well embraced by the participants. The majority of respondents 

indicated that it is not necessary to exclude anything from the proposed data literacy 

framework. This conclusion implies that the framework was comprehensive enough to include 

most, if not all, of the necessary elements to consider when collaboratively developing a data 

literacy program. Instead of excluding anything, as was documented above, there were some 

suggestions on what to include or clarify.  

Conclusion: Participants generally provided encouraging input on different aspects of the 

proposed framework. Nonetheless, there were concerns from a few of the respondents about 

the clarity of certain areas in the framework as well as the inclusion and role of some 

stakeholders in the framework. More education and training on research data management and 

associated ideas were stressed. Participants also stressed the need of explicit consideration 

of stakeholders' roles and involving a broader range of stakeholders in data literacy programs. 

The absence of objections or desired major adjustments in the framework by respondents 

implies that the proposed framework is comprehensive and appropriate to address their needs. 

According to the findings, the suggested data literacy framework is well-designed and 

comprehensive, with only minor gaps reported by respondents. 

7.2.6 Collaboration in the development of a single data literacy curriculum  

Based on the responses provided by university librarians and research/reference librarians, 

reported in Sections 6.3.11 and 6.4.12, it is clear that they are willing to collaborate in the 

development of a single data literacy curriculum for standardized training for Kenyan 

researchers. All the respondents indicated their willingness to be part of the development single 

data literacy curriculum if requested to do so.  

Based on the comments of the participants, a number of significant topics for consideration in 

the development of a data literacy training program were highlighted. The respondents 

suggested that key components of a data literacy curriculum must include: 

• An introduction to data literacy,  

• Data management concepts,  

• Exploring and describing data,  

• Analytical skills,  
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• Data literacy tools,  

• Building a data culture,  

• Digital literacy/technical competence, 

• Basic level statistical skills,  

• Bata awareness, and  

• Data communication competence.  

The suggestion made by university librarians and research/reference librarians were fully 

aligned with the key areas to be prioritised in the development of a data literacy training 

program as suggested by researchers in Section 5.10.  

Respondents recommended that the library should play a facilitation and advocacy role, as well 

as an initiating and coordination function, in the development and implementation of data 

literacy. They also stated that libraries will play an important part in the establishment of a data 

literacy curriculum as well as the execution or implementation of researcher training. 

Furthermore, libraries would have to take part in developing policies as well as staff 

competency development. 

The respondents identified other stakeholders that would play a key role in the development 

and implementation of a data literacy program in Kenyan universities. They suggested the 

inclusion of the ICT department, research department, university management and quality 

assurance department. They were of the opinion that it would be good to include external bodies 

such as the Commission for University Education and the National Commission for Science, 

Technology, and Innovation (NACOSTI). The suggestion of including external stakeholders 

such as the NACOSTI is based on the consideration that they have an interest in research 

conducted within the country (see Section 3.3.2). As a government agency meant to provide 

policy and guidelines related to the whole process of research it therefore has a role to play in 

the implementation of data literacy framework.  

In conclusion, the responses provided by university librarians and research/reference librarians 

indicate that there is a willingness to collaborate in the development of a single data literacy 

curriculum for standardized training for Kenyan researchers. These respondents suggested key 

components that should be included in the curriculum and recommended that the library should 

play a facilitation, advocacy, initiating, and coordination role in the development and 

implementation of data literacy. They also identified other stakeholders such as the ICT 

department, research department, university management, Quality Assurance department, and 
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external bodies like the Commission for University Education and the National Commission 

for Science, Technology, and Innovation (NACOSTI) that would play a key role in the 

development and implementation of the program. These recommendations could be aligned 

with the key areas suggested by researchers in section 5.10, and they highlight the importance 

of collaboration among various stakeholders in the implementation of a comprehensive data 

literacy framework for researchers in Kenya. 

7.2.7 Final comments 

Participants stressed the significance of data literacy for researchers. Researchers reported that 

data literacy training would improve their data skills, boost research outcomes, and facilitate 

evidence-based decisions. To them, data literacy increases efficiency while working with 

research data, enables better data analysis, and ensures data privacy, confidentiality, and reuse.  

The participants emphasized the interdependence of data literacy, information literacy, and 

statistical literacy, underlining the importance of successful education in all three domains. 

Participants highlighted the importance of libraries in advancing data literacy. Researchers, 

university librarians, and research/reference librarians all realized that libraries have resources, 

infrastructure, and expertise that may help promote data literacy among researchers. There was 

a strong consensus that libraries are well-positioned to provide training and assistance in areas 

such as data management, data visualization, and data analysis. 

Conclusion: Overall, the study highlights the importance of creating a comprehensive data 

literacy framework which values the role of librarians in encouraging data literacy among 

academics. The findings emphasize the critical areas to prioritize in data literacy training 

programs and provided significant insights into the development of an effective framework that 

equips researchers with the required abilities to work effectively and responsibly with data. 

7.3 Assessment of data literacy needs 

Several findings were reported in Chapters 5 and 6 in relation to researchers’ (faculty and 

postgraduate student) data literacy needs. This researcher cross referenced the findings from 

both chapters while discussing the findings. Different questions from the questionnaires and 

the interviews provided response to this objective. These findings are corroborated by literature 

reports, and as such, the subsequent eight points are emphasized. 

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



223 
 

7.3.1 RDM services offered by libraries 

Data literacy is becoming increasingly important for researchers across a wide range of 

disciplines. Researchers must conduct high-quality research and make significant contributions 

to their respective fields. From the literature it was evident that data collection, data 

management, data analysis, data visualisation, data ethics, and data communication are all key 

elements of data literacy training (Goben & Griffin, 2019; Koltay, 2017).  Previous studies 

(Cox et al., 2017. Boateng, 2015; Tenopir et al., 2015) have emphasised the critical role of 

libraries can play in supporting research data management, including providing training, 

infrastructure, and guidance on best practices for data management. 

Based on the findings of the study, the following can be stated as data literacy needs for 

researchers: 

7.3.1.1 Assistance in data creation 

The process of generating or producing data is referred to as data creation. Capturing raw data 

from original sources or producing new data through experimental or analytical methods are 

examples of data creation. It entails collecting data, generating, or acquiring by various 

approaches such as surveys, experiments, observations, simulations, or data mining 

(Chigwada, Chiparausha & Kasiroori, 2017). According to the findings, as was captured in 

Figure 5.2, respondents expressed that librarians did not provide support in creating data, 

despite the availability of other data-related services as mentioned by Research librarians (see 

Figure 6.3). There is a definite need for libraries to assist researchers in data creation processes 

and they appear not to be doing so currently.   

7.3.1.2 Data processing support 

In data management, data processing refers to the activities and processes conducted on data 

in order to change the data into a useable and relevant form. It entails a set of methods and 

techniques for organizing, manipulating, and analysing data in order to extract important 

insights and information (Rudo, 2013). A significant proportion of respondents felt that 

libraries did not offer various data processing services, except for a few such as data entry, data 

description, and data translation (see Figure 5.3). Lack of these services was confirmed by 

Research librarians (see Figure 6.3). Researchers require more comprehensive support in data 

processing tasks.  
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7.3.1.3 Data analysis services  

In data management, data analysis services relate to the processes and activities involved in 

reviewing, interpreting, and drawing relevant insights from data. These services are aimed at 

obtaining important information and knowledge from data sets in order to aid in decision-

making, problem-solving, and strategic planning. Data analysis services primarily entail the 

exploration, analysis, and interpretation of data using various approaches, methodologies, and 

technologies (Bhat, 2019). According to the findings, a majority of the respondents believe that 

libraries did not provide data analysis services, with only a few specific services being accessed 

by a small percentage of participants (see Figure 5.4). There is a need for libraries to offer more 

extensive support in data analysis to meet researchers' needs. 

7.3.1.4 Data preservation services 

Data preservation services are the practices and procedures that ensure the long-term storage, 

protection, and accessibility of valuable and essential data (Kumar, 2018). These services are 

concerned with preserving the integrity, authenticity, and usability of data over long periods of 

time, generally for archive or historical purposes. The findings indicate that researchers 

recognize the importance of data preservation, particularly data publication in institutional 

repositories. However, a notable proportion of participants believe that libraries did not offer 

the listed preservation services (see Figure 5.5) despite this being one of their data literacy 

needs.  

7.3.1.5 Access to research data  

Access to research data is an essential component of data management as it facilitates data 

sharing, collaboration, and the validation of research findings (see Section 2.5.8). A significant 

percentage of respondents (see Figure 5.6) indicated that enhancing access to research data was 

not considered a prominent service provided by libraries.  

Conclusion: From the discussion above it is concluded that the study demonstrates a mismatch 

between library services data literacy needs expressed by researchers. It is evident that 

researchers have specific requirements in data creation, processing, analysis, preservation, and 

access that libraries are not adequately meeting.  

7.3.2 Developing of a Data Management Plan (DMP) 

Data management, which includes data gathering, organization, preservation, and sharing, is 

an essential component of research. Effective data management has been described as requiring 
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the implementation of data management plans (DMPs). However, researchers are still slow to 

adopt DMPs (Gajbe, Tiwari & Singh, 2021). As discussed in Chapter 2, Section 2.5.1, creation 

of a DMP is becoming every researcher’s need in view of the requirements by funders and even 

some publishers. 

A small percentage of respondents showed a clear grasp of DMPs, according to the results 

shown in Figure 5.7, while the majority of the respondents were convinced, that they had not 

created a DMP. Issues, such as a lack of awareness, a lack of institutional support, and a lack 

of expertise or experience in data management procedures, can be blamed for the low adoption 

of DMPs among researchers (see Section 2.5.1). These results are in line with earlier research 

that found comparable obstacles to DMP implementation (Borycz, 2021; Pardo & Siemens, 

2014).  Through training and education initiatives mean to encourage the use of DMPs, the 

lack of awareness and inadequate institutional support can be addressed. The results indicate 

that such programs should highlight the advantages of DMPs, such as their greater effect and 

visibility, and offer helpful advice on developing DMPs. 

According to an earlier study (Tenopir et al., 2015), the limited adoption of DMPs may also be 

due to the absence of clear criteria and procedures for their creation. It is challenging to 

compare and assess the efficacy of various plans as a result of variances in the content and 

format of DMPs due to the lack of a standardized approach (Jones, Pryor & Whyte, 2013). The 

DMP Tool, which offers guidelines on the content and format of DMPs, is one effort that has 

been undertaken to create standardized DMP templates. 

Conclusion: The study's findings reveal a mismatch between researchers' data literacy 

requirements and the services provided by libraries. Data creation, comprehensive data 

processing support, data analysis services, data preservation services, and improved access to 

research data are all needed by researchers. To close this gap, libraries should increase their 

help in these areas in order to better fulfil the requirements of researchers and improve data 

literacy. 

7.3.3 Creating metadata 

Metadata is information that describes other data. It is information that provides an organized 

and standardized manner to describe data and its properties. It explains other data. The format, 

location, size, creator, creation date, and other information pertinent to the data's content and 

context are all provided in a systematic and standardized manner (Qin & D’ignazio, 2010b). 
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According to the findings (Figure 5.8), just a small proportion (less than 18% of the 

respondents) were certain they had created metadata, while the vast majority were certain they 

had not. This indicates a lack of awareness or comprehension of the significance of metadata 

in data management. The low percentage of respondents who verified creating metadata has 

consequences for data discoverability, reuse, and sharing in research settings and should be 

something to worry about in research considering the importance of metadata in research data 

management and research in general. A study by Elouataoui and Gahi (2022) emphasise the 

importance of metadata in enhancing data management practices and enabling data sharing and 

reuse.  

The lack of knowledge emerged as a significant theme, with some respondents reporting not 

having encountered metadata in their research work or not knowing how to create it. This 

finding highlights the need for education and training on metadata to improve data management 

practices. According to Koltay (2017) lack of knowledge in creating metadata indicates that 

there is a need for training programs to enhance data literacy skills among researchers including 

training researchers in metadata. 

The study findings indicate that there may be a lack of awareness or understanding of the 

importance of metadata in data management among researchers. Furthermore, the findings 

indicate that researchers are in need of the skill in view of it being a requirement unfortunately 

they like the skill of creating it.   

Conclusion: The lack of knowledge and low percentage of respondents who confirmed they 

had created metadata have implications for the discoverability, reuse, and sharing of data.   

7.3.4 Where researchers store their research data  

The media in which participants saved their research data was one of the areas evaluated to 

determine researchers’ data literacy needs. According to the study findings (Figure 5.9), 

personal laptops were the leading storage medium for research, followed by USB sticks, PC 

hard drives, and portable hard drives. Although cloud storage remained the most popular virtual 

option, physical storage devices were still favoured in general. 

This study’s findings are consistent with earlier studies indicating that researchers prefer to 

have control over their data storage devices (Rafiq & Ameen, 2022; Bunkar & Bhatt, 2020; 

Majid, Foo, & Zhang, 2018). This is due to the fact that physical storage devices enable 

researchers to access their data fast and readily without relying on an internet connection or 
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third-party services. However, because physical storage devices are susceptible to loss or theft, 

this preference for physical storage devices may pose a risk to data security. 

The popularity of cloud storage among survey respondents is a positive indicator, indicating 

that virtual storage choices are becoming more generally accepted. The limited usage of library 

servers and external servers, on the other hand, underlines the need for additional inquiry into 

the reasons underlying this trend. It’s possible that university libraries don’t provide this 

service, or that respondents are unaware of the benefits of virtual storage choices, or that they 

are concerned about the security or accessibility of their data on these platforms. 

Conclusion: Overall, the findings of this study imply that researchers should be better educated 

on the benefits and potential risks of various data storage options.  

7.3.5 Perceived competence in various areas of research data management 

The importance of efficient research data management cannot be overstated. The study 

assessed the data literacy needs of faculty and postgraduate students as researchers, with a 

focus on their perceived competence in various areas of research data management such as data 

planning, data collection, data processing, data analysis, data preservation, data 

sharing/publishing, data re-use, FAIR data, and ethical data collection. Figure 5.10 depicts the 

detailed results of their responses. 

Conclusion: According to the findings, a substantial proportion of respondents have limited or 

somewhat competent data management skills, with the lowest levels of competence recorded 

in FAIR data, data re-use, and ethical data gathering. These findings have implications for 

academic institutions in Kenya and beyond.  

As was reported in section 2.6 of this study, FAIR data principles aim to make research data 

findable, accessible, interoperable, and reusable, which is crucial in fostering the sharing and 

reuse of research data (Jacobsen et al., 2020). Similarly, as discussed in section 2.5.7, data re-

use is critical for maximizing the value of research data by allowing it to be used in future 

studies or analyses. Finally, ethical data collection is critical in ensuring that research data 

collection is responsible and trustworthy, and researchers must follow ethical guidelines to 

maintain the integrity and validity of research findings. 

Second conclusion: the study's findings show that present data management techniques in the 

institutions assessed may be insufficient or inadequate. This is contrary to what should be the 

ideal case in institutions conduct research. Tenopir et al. (2015) state that proper research data 
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management techniques are crucial in guaranteeing the integrity, quality, and accessibility of 

research data.  

Third conclusion: the low levels of competence indicated in data planning, data collection, data 

processing, data analysis, data preservation, and data sharing/publishing indicate that academic 

institutions will have to implement more comprehensive data management training programs.  

7.3.6 Most common research data services sought by researchers  

Previous studies have highlighted the increasing importance of data analysis in various research 

fields (Hart, 2019; QuestionPro, 2019; Sivarajah et al., 2017). They indicate that researchers 

require assistance in using data analysis tools to help them make sense of the large amounts of 

data they collect and analyse. 

In order to determine some of the data literacy needs of researchers, research librarians were 

asked to indicate the research-related services most frequently requested by researchers in their 

respective institutions. According to the findings in Section 6.4.3, researchers require various 

data-related services to support their research activities. The most sought-after data service 

identified by the respondents was related to data analysis. Most researchers are requesting 

assistance in using SPSS.  

Conclusion: According to results presented in Figure 5.4, researchers believe that libraries do 

not provide any of the data analysis services that were mentioned, suggesting that there may 

be a gap in the services being offered by libraries and the perceived needs of their users or. 

researchers may lack an understanding of the services provided by libraries. 

Another data-related service that researchers require, according to research librarians, is 

assistance with the collection and evaluation of data. This finding corroborates the finding 

under figure 5.10 which revealed that only 27.6% (149) of the researchers felt that they were 

highly competent at data collection. It could be deduced that a majority of the researchers 

exemplified the need to know how to carry out data collection.  Some studies have highlighted 

the importance of data collection and evaluation in research activities (Avuglah, 2019; 

Chigwada, Chiparausha & Kasiroori, 2017). In the case of this study, researchers require 

assistance in developing effective data collection and evaluation strategies to ensure the quality 

and reliability of their research findings. 

Conclusion: Similarities between the findings from the researchers and the research librarians 

include the importance of data analysis in research activities, the need for assistance in data 
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collection and evaluation, and the need for searching for data to support research activities. 

Both sets of findings highlight the importance of providing support for researchers in managing 

research data and improving the quality and reliability of research outcomes.  

7.3.7 The importance of the data needs 

The respondents’ data literacy needs were also highlighted when they were provided with data 

literacy statements and asked to express the level of agreement with the statement. The 

findings, as shown in Figure 5. 14, demonstrated a substantial lack of awareness of open data 

and FAIR data.  

Furthermore, the majority of respondents expressed a desire to preserve their research datasets 

after the project was completed, indicating a recognition of the importance of long-term data 

preservation. However, respondents expressed a lack of confidence and willingness to share 

their research data. Respondents also expressed a desire for clarity and direction on best 

practices for data management and metadata generation that are targeted to their individual 

university and research needs. The findings are congruent with those shown in Figure 5.10, 

which shows that a large proportion of respondents reported having inadequate or just 

marginally good data management skills.  

Conclusion: Given the vital relevance of efficient data management in modern research, this 

highlights the need for institutions to expand investment in increasing the skills and knowledge 

of their researchers in research data management.  

This is consistent with earlier research that emphasize the importance of increased education 

and support in the area of data management and sharing (Carlson et al., 2011). There is a 

substantial gap between what researchers are capable of doing with data and what they actually 

accomplish, according to Dallmeier-Tiessen et al. (2014). This is due, in part, to a lack of data 

management and sharing knowledge and skills. Tenopir et al. (2015) discovered that many 

researchers have a limited grasp of data sharing and may be unwilling to submit their data 

owing to fears of data misuse, loss of control, and lack of recognition.   

Previous research backs up the study's claim that there is a need for clarity and guidance on 

best practices for data management and metadata development. Bierer, Crosas, and Pierce 

(2017), for example, believe that researchers need clear, succinct, and actionable guidance on 

how they should handle their data. Similarly, Jones, Pryor, and Whyte (2013) found that 
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developing suitable data management and sharing policies and standards is critical to enabling 

researchers to manage their data efficiently. 

The strong preference for transparency and ethical data sharing techniques shown by 

respondents is consistent with the increased emphasis on open science and data sharing. The 

FAIR principles, which were unfamiliar to the majority of respondents, encourage the adoption 

of open and transparent data practices to improve scientific reproducibility and innovation 

(Wilkinson et al., 2016). As more researchers recognize the benefits of open science, there is a 

growing need for education and assistance in implementing open and transparent data policies. 

Conclusion: The study's findings indicate the need for further education and support in the field 

of data management and sharing. The respondents' lack of knowledge of open data and FAIR 

data highlights the need for increased awareness and training in these areas. The respondents' 

wish to preserve their research datasets after the study has ended emphasizes the need for long-

term data preservation. However, respondents' lack of comfort and willingness to share their 

research data highlights the need for greater attention to concerns about data misuse, loss of 

control, and lack of recognition. 

7.3.8 Challenges faced by researchers while working with data  

The management of research data is a critical component of the research process. It entails 

gathering, processing, analysing, and storing research data. Because of the large volumes of 

data created during research projects, research data management has grown increasingly crucial 

in recent years. However, managing research data presents several challenges that can have an 

impact on the quality and reliability of research results. In this discussion, we will look at the 

findings about researchers' data literacy needs, with a particular emphasis on the issues that 

researchers have when working with research data and how the issues may be addressed. 

Figure 5.15 depicts the results, which show that researchers confront considerable obstacles in 

handling research data. According to the findings, the most difficult aspect of research data 

management was data analysis using various statistical software, followed by the development 

of data collection instruments, data privacy and confidentiality issues, locating datasets, 

processing collected data, preserving data, developing an appropriate data management plan, 

creating metadata, and storing data. Previous research has identified similar challenges in 

research data management (Birkbeck, Nagle & Sammon, 2022; Hamad, Al-Fadel, & Al-Soub, 

2021). Each of the challenges is discussed in detail below.  
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7.3.8.1 Analysis of data using various statistical software  

The most challenging element of research data management, according to majority of the 

respondents, is data analysis especially using various statistical software. According to the 

findings of the two university librarians, as reported in section 6.3.6, it appears that the 

institutions have made data analysis tools such as SPSS and NVIVO available to researchers 

in their computer labs. However, it is clear that researchers may face a skill gap that limits their 

ability to use these tools effectively for data analysis. A lack of knowledge and abilities in 

statistical analysis software may have a negative impact on the credibility and reliability of 

study findings. 

Data analysis, as stated in Section 2.5.4, comprises tasks such as data interpretation, derivation, 

and development of research outcomes from data. This finding is consistent with previous 

research that has recognized data analysis as a major challenge for researchers (Borgman, 2012; 

Tenopir et al., 2011).  

Conclusion: In order to resolve this challenge, researchers must be trained and supported in the 

use of statistical analysis software.  

7.3.8.2 Development of data collection instruments  

Another significant challenge mentioned by participants (62.2%) was the development of data 

collection equipment. This challenge may be attributed to the lack of standardization in data 

collection instruments, which can affect the comparability of research outcomes.  Developing 

data collection instruments as captured under Section 2.5.2 entails developing tools that will 

be used to gather data for a specific research topic, such as surveys, questionnaires, or 

interviews (Chigwada, Chiparausha & Kasiroori, 2017). Earlier studies have emphasized the 

importance of well-designed data collection tools in creating credible research data (Creswell, 

2014; Leedy & Ormrod, 2013) hence calling for training of researchers in developing good 

instruments for data collection.  

Conclusion: It is critical for a researcher to understand how to create data-

collecting instruments because the quality of the data obtained is heavily influenced by the 

equipment used to collect it. A poorly designed instrument can result in erroneous or 

inadequate data, jeopardizing the validity and trustworthiness of the research findings.  

7.3.8.3 Privacy and confidentiality issues associated with data  

Privacy and confidentiality issues associated with data were also identified as a significant 

challenge in research data management by 61.2% of the respondents. This challenge may be 
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attributed to the sensitive nature of some research data, which may require special handling 

and protection. This finding is consistent with the growing concern in the digital era concerning 

data privacy and confidentiality (Islam, 2020; Borgman, 2012) hence researchers requiring 

training on how to navigate and get it right when it comes to issues related to data privacy and 

confidentiality. 

Conclusion: Given the importance of privacy and confidentiality in research data management, 

it is critical that researchers obtain enough training to handle the issues raised by these 

concerns.   

7.3.8.4 Locating datasets  

Locating datasets was cited by 60.3% of respondents as a key issue in research data 

management (see Figure 5.15 This challenge can be linked to a lack of accessible repositories 

and metadata standards, which makes it difficult for researchers to identify relevant datasets. 

The lack of central data repositories was also mentioned by research librarians in Section 6.4.12 

when asked to name some of the aspects within their organization that could be enablers in the 

implementation of a data literacy program.  

Conclusion: Finding datasets is one of the notable challenges in research data management. In 

reality, researchers have a difficult time finding and accessing relevant datasets because there 

are no accessible repositories and consistent metadata. 

7.3.8.5 Preserving data  

Preserving data was identified by 51.8% of the respondents as a significant challenge in 

research data management (see Figure 5.15). Data preservation involves the curation, 

conservation, and safeguarding of a document, while also ensuring that it remains accessible 

and usable for future purposes (Kumar, 2018). Even though this was identified as a challenge, 

a large majority of the respondents, 78.5% (see figure 5. 14), expressed a desire to store their 

research datasets beyond the lifetime of the project, indicating an appreciation for the value of 

long-term data preservation. 

Conclusion: This implies that, while data preservation may be a challenge, researchers are 

aware of the need to preserve their data for future use. Effective data preservation helps ensure 

that significant research data is accessible to future research and can contribute to scientific 

knowledge advancement. This challenge may be correlated with a lack of consistency in data 

preservation techniques as well as adequate training of researchers which can have an impact 

on the longevity and accessibility of research data.  
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7.3.8.6 Developing an appropriate data management plan  

Developing an appropriate data management plan was identified by 51.4% of respondents as a 

challenge in research data management. This challenge may be attributed to a lack of 

knowledge and skills in developing data management plans, which can affect the organization 

and documentation of research data as well as funding for projects in future. This research 

emphasizes the need of offering data management training and education, particularly when 

building data management plans. Information related to this challenge has previously been 

presented in Section 7.2.2.  

Conclusion: The lack of awareness and understanding of developing data management plan 

could be attributed to a lack of institutional support for data management planning or a lack of 

emphasis on data management in research training programs.  

7.3.8.7 Creating metadata 

According to the findings, creating metadata is a major challenge in research data management, 

with nearly half of the respondents (49.7%) describing it as such. This finding is supported by 

an earlier finding (Figure 5.8), which revealed that the vast majority of respondents (69.9%) 

had never created metadata. The low number of respondents who had developed metadata 

implies a lack of awareness as to why metadata is important as well as little comprehension of 

the use of metadata in data management. Metadata are essential for ensuring that data can be 

found, understood, and reused by others (Beretta et al., 2021; Garnett et al., 2017). 

Conclusion: The potential implications of this finding for data discoverability, reuse, and 

sharing are immense, especially in research contexts where data is frequently shared and reused 

by others. As a result, the low number of respondents who developed metadata implies that 

there may be a need for more awareness and training on the use of metadata in data 

management.  

7.3.8.8 Storing data  

According to the findings reported in Figure 5.9, respondents are already aware of and engaged 

in data storage. At 40.1%, storing data was identified as the least challenging component of 

research data management (see Figure 5.15). Researchers mentioned a personal laptop, USB 

sticks, PC hard drives, and portable hard drives as their major storage media, However, data 

storage remains a critical aspect of research data management because the accessibility and 

usability of research data is dependent on the quality and reliability of research outcomes (Hart 

et al., 2016).  
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Conclusion: To address the issue of reliable data storage, it is critical to provide secure and 

dependable data storage solutions that are acceptable to the researchers and that will enable 

long-term access and usability of research data.  

In summary: The assessment of faculty and postgraduate data literacy needs allowed the 

researcher to identify several data literacy needs in relation to research data services offered by 

libraries. These needs include: 

i. Assistance in data creation: Researchers expressed a need for libraries to support them 

in the process of creating data, as many libraries do not currently provide this service. 

ii. Data processing support: Researchers require more comprehensive support in data 

processing tasks, beyond basic services like data entry, description, and translation. 

iii. Data analysis services: Majority of the respondents believed that libraries did not 

provide adequate data analysis services, highlighting the need for libraries to offer more 

extensive support in this area. 

iv. Data preservation services: Researchers recognized the importance of data 

preservation, particularly data publication in institutional repositories. However, many 

participants felt that libraries did not offer sufficient preservation services. 

v. Access to research data: Enhancing access to research data was not considered a 

prominent service provided by libraries, according to the respondents. 

In addition to these needs, researchers also expressed a lack of awareness and understanding in 

certain areas: 

i. Developing data management plans (DMPs): Only a small percentage of respondents 

were familiar with DMPs, indicating a need for more awareness, institutional support, 

and expertise in data management procedures. 

ii. Creating metadata: Researchers had a limited understanding of the significance of 

metadata in data management, indicating a need for education and training on metadata 

creation. 

The storage of research data was also explored, with a clear indication that there was limited 

usage of library servers and cloud servers, suggesting a need for education on the benefits and 

potential risks of various data storage options. 

The discussion revealed that there is limited competence in FAIR data principles with the 

majority expressing a lack of awareness of open data and FAIR data principles, data re-use, 

and ethical data collection. There was also a need for more comprehensive data management 
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training programs in academic institutions, covering areas such as data planning, collection, 

processing, analysis, preservation, and sharing/publishing. 

The most sought-after research data services identified by researchers included data analysis 

and assistance with data collection and evaluation. There was a mismatch between the services 

offered by libraries and the perceived needs of researchers. 

Their needs were further revealed in the challenges faced by researchers while working with 

data which include data analysis using various statistical software, development of data 

collection instruments, data privacy and confidentiality issues, locating datasets, processing 

collected data, preserving data, developing appropriate data management plans, creating 

metadata, and storing data.  

7.4 Assessment of the organisational infrastructure 

The second goal of the study was to identify the organizational infrastructure that fosters data 

literacy practices within the selected universities. Organizational infrastructure refers to the 

underlying systems, structures, and procedures that enable an organization to function and 

deliver services or products. It includes all of the various components that allow an organization 

to carry out its activities, achieve its goals and objectives, and meet all the requirements of its 

stakeholders. Physical infrastructure, information infrastructure, human infrastructure, 

financial infrastructure, and legal and regulatory infrastructure are common components of 

organizational infrastructure (Chión, Charles & Morales, 2020). 

All of these components work together to support the organization's activities and enable it to 

achieve its goals and objectives. Having a strong organizational infrastructure is essential for 

the effectiveness and sustainability of any specific function. 

7.4.1 Physical infrastructure  

Physical infrastructure includes the physical facilities, equipment, and resources that an 

organization needs in order to carry out its operations. In the context of this study, the library 

is at the centre of physical infrastructure. The participants were asked various questions to 

collect relevant information regarding the physical infrastructure of their organisation that 

could enable data literacy. Libraries form part of the general framework of organisational 

infrastructure. In the context of reviewing organizational infrastructure that supports the 

feasibility of enabling data literacy, libraries can be seen as a crucial physical infrastructure 
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component. Other than providing dedicated spaces for where researchers can access a variety 

of resources, libraries can play a major role in promoting effective data literacy.  

As it was discussed in Section 2.11.1, globally, some libraries have innovated their services to 

the level of providing separate space for researchers, developed research collections, offering 

training in database search to researchers, and even providing research data management 

instruction services. They play a crucial role in promoting data literacy and supporting research 

data management activities.  

Figure 5.17 shows that the vast majority of the Kenyan respondents, recognize the important 

role that libraries can play in increasing data literacy among researchers. Respondents believe 

that libraries have the resources, technology, and personnel to assist researchers in their work 

with data. They cited the availability of a diverse range of resources, cutting-edge technology, 

knowledgeable librarians, and easy accessibility as key aspects in the library's potential to 

promote data literacy. Furthermore, some respondents emphasized the significance of libraries 

in data preservation, reuse, and improving data discoverability. 

Respondents generally believe that libraries are well-positioned to foster data literacy among 

researchers. This finding is consistent with prior studies highlighting the critical role that 

libraries may play in encouraging research data management (Borgman, 2012; Mooney & 

Newton, 2012). 

In summary, libraries serve as a critical physical infrastructure component within the 

organizational structure by providing data literacy resources, instruction, and support. Their 

involvement in promoting data literacy and supporting research data management activities 

emphasizes the importance of libraries in the broader context of organizational infrastructure 

that will enable all researchers to be fully data literate.  

Conclusion: The recognition of the critical importance of the existing physical infrastructure 

available from libraries emphasizes the importance of prioritizing data literacy instruction and 

support in order to allow good data management and promote the benefits of data literacy.  

7.4.2 Information infrastructure  

Information infrastructure includes the information systems, data management processes, and 

communication networks that an organization relies on to support its activities. Examples may 

include computer systems, databases, and communication channels. This section discusses the 
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research data services provided by libraries and the challenges encountered by librarians while 

offering these services. 

Libraries form part of the general framework of organisational infrastructure. In the context of 

reviewing organizational infrastructure that supports the feasibility of enabling data literacy, 

libraries can be seen as a crucial physical infrastructure component. Other than providing 

dedicated spaces for where researchers can access a variety of resources, libraries can play a 

major role in promoting effective data literacy.  

7.4.2.1 Research data services provided by the library 

Provision of research data services is singled out in this study as an organisation structure being 

a process towards achieving data literacy among researchers. In this study, the provision of 

research data services is singled out as an organizational structure that is a pathway toward 

establishing data literacy among researchers. According to the responses of university 

librarians and research/reference librarians (see Figure 6.1 and Figure 6.3 respectively) 

regarding research data services provided by libraries, while libraries play a role in assisting 

researchers with their data management needs, there is a need for improvement among the 

selected universities in terms of offering a broader range of services. None of the respondents 

stated that their library presently assists in the creation of data management plans or the creation 

and management of institutional data repositories. Similarly, none of the respondents said their 

library helps with metadata creation for data sets or digital data archiving and preservation. 

These services are critical for organizing and preserving research data for future use. This could 

imply a lack of library services, as these are essential components of managing research data. 

Several studies have emphasized the significance of providing research data services in 

libraries (Safdar, et al., 2023; Perrier & Barnes, 2018; Tenopir et al. 2017; Tenopir et al, 2015; 

Tenopir et al, 2014). According to a study conducted by Perrier and Barnes (2018), research 

data management is critical in the research process.  As a result, the study calls for university 

libraries to play an important role in research data management. 

According to the study findings, libraries are currently offering essential assistance to 

researchers by providing information on institutional policies linked to research data 

management. A significant proportion of respondents in both the university librarian and 

research/reference librarian categories reported this. 

Given the numerous policies and regulations that researchers must navigate in terms of research 

data management, such guidance is critical. Libraries can help researchers better understand 
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their responsibilities and obligations, as well as guarantee that data is managed and 

disseminated appropriately, by assisting with institutional policies relating to research data. 

The study also indicated that certain libraries provide assistance in navigating intellectual 

property and privacy issues relating to research data. This assistance can be quite helpful to 

researchers as they attempt to manage the complicated legal and ethical issues surrounding 

their research. 

Training researchers on data management activities is another service that some the libraries 

provide. This is significant since many researchers may lack the essential abilities to adequately 

handle their data. Researchers may lack knowledge of data management methods, and giving 

data management training and education can help researchers manage their data more 

effectively (Al-Jaradat, 2021; Ng'eno & Mutula, 2018; Perrier & Barnes, 2018). 

According to the study, only one respondent in the university librarian group claimed that their 

library provided institutional data repositories for the long-term development and maintenance 

of research data. This conclusion shows that infrastructure for long-term storage and access to 

research data has to be improved. Infrastructure for data storage and access is critical because 

it ensures that research data remains preserved and easily accessible to future researchers. As 

a result, libraries should emphasize the setting up of efficient and long-lasting infrastructure 

for data storage and access. 

It should be noted, however, that comments from university librarians and research/reference 

librarians at the same institution may differ. For example, whereas the university librarian at 

one institution mentioned institutional data repositories, the research/reference librarian at the 

same institution did not. Such disparities may represent differences in roles and duties within 

libraries and may necessitate further investigation to better understand the reasons behind them. 

Finally, the findings of the study highlight the importance of providing effective and 

sustainable infrastructure for long-term storage and access to research data. Libraries ought to 

keep exploring ways to improve their infrastructure for data storage and access, while also 

taking into account potential disparities in responses among librarian groups. Libraries can 

support researchers manage and preserve their research data in such a manner, ultimately 

promoting more transparent and reproducible research practices. 

While libraries have attempted to put structures in place to assist researchers with their data 

management needs, there is still room for improvement in terms of providing a broader range 
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of services. It is critical for effective research data management to provide services such as 

assistance in developing data management plans, setting up and running institutional data 

repositories, providing metadata for data sets, and digital data archiving and preservation. 

However, it is encouraging to see that the majority of libraries are already providing important 

services such as policy advice and intellectual property assistance, as well as data management 

training for researchers. 

Conclusion: The findings emphasize the significance of research data services provided by 

libraries in fostering data literacy among researchers. There is still room for improvement in 

areas such as institutional policy guidance, intellectual property issues, and data management 

training that libraries now provide. Libraries must broaden their services to cover critical issues 

such as designing data management plans, establishing institutional data repositories, creating 

metadata for datasets, and archiving and preserving digital data. The findings highlight the 

importance of good and long-term infrastructure for long-term storage and access to research 

data. Disparities in responses among librarian groups show that more research is needed to 

understand differences in roles and responsibilities within libraries. 

7.4.2.2 Data literacy-related support throughout the research process 

Data literacy training is an essential part of the research process because it empowers 

researchers with relevant ability to manage, publish, and share their data successfully. One of 

the purposes of this study, as previously stated, was to assess the technical infrastructure 

readiness of the participating university libraries in Kenya for the implementation of data 

literacy training. The level of support provided by libraries to researchers in managing research 

data, data publishing and sharing, and access to data management tools was one means of 

determining technical infrastructure readiness. The study's findings demonstrate gaps in library 

assistance in several areas, indicating a need for reform. 

Managing data: According to the findings, the majority of participants, as shown in Figure 

5.11, were dissatisfied with the level of assistance offered by libraries when managing research 

data. Respondents were particularly dissatisfied with the availability of research data 

management guidelines, training modules, and data management training events. Inadequate 

data management practices may emerge from a lack of support in this area, resulting in data 

loss, duplication, and poor data quality (Borghi & Gulick, 2022). Prior studies have highlighted 

the importance of libraries assisting with research data management (Borghi & Gulick, 2022; 
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Frederick, 2019). Such a provision necessitates that the library should have a solid technical 

infrastructure to support this undertaking.  

Data Publishing and Sharing: According to the study, 71.3% of respondents (Figure 5.12) 

were ignorant of open data as a publishing option, the availability of data publishing guides, 

and advice on copyright issues associated with data publishing. Previous research has 

underlined the importance of libraries providing assistance with data publishing and sharing 

(Cox et al., 2017; Harris, 2012). Lack of support in this area could result in limited access to 

research data, impeding the growth of research within various fields (Xu et al., 2022). 

Data management tools: Findings as captured in Figure 5.13, revealed that the majority of 

respondents (96.3%) expressed dissatisfaction with the level of access to certain data 

management tools offered by libraries, specifically, 'ready to use' data management plans and 

tools for online collaboration among researchers. The need for libraries to provide support in 

data management tools has been highlighted by previous studies (Semeler, Pinto & Rozados, 

2019; Cox et al., 2017). The lack of access to these tools can result in inefficiencies in data 

management and collaboration among researchers (Borgman, 2012). 

In light of the technical services provided by the library, these findings complement 

conclusions from the interview with research librarians. While the library provides certain 

training interventions to researchers, research/reference librarians believe there is room for 

growth in terms of providing more diversified training options in areas such as research data 

management and archiving. This is consistent with earlier studies that emphasize the 

importance of libraries providing research data management support (Majid, Foo, & Zhang, 

2018; Sewell & Kingsley, 2017; Borgman, 2012).  

The lack of training interventions in research data management and data publication is 

concerning, given the importance of these skills in today's data-driven world. Researchers are 

expected to handle and manage their data responsibly, which requires them to be proficient in 

data management practices and ethical considerations (Tenopir et al., 2015). Therefore, 

libraries have an important role to play in providing researchers with the necessary skills and 

knowledge to handle their data effectively. Furthermore, the provision of these technical data 

services is dependent on the availability of technical infrastructure within the library or the 

institution at large. Nevertheless, it is good to see that several libraries provide training in 

statistical data analysis tools, research metrics, and data visualization. Such skills are required 
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for researchers to effectively interpret and present their findings, which can lead to better 

outcomes for research and higher impact (Xu et al., 2022; Borgman, 2012). 

In summary, the study highlights the critical role that libraries play in supporting researchers' 

data management needs through investment in research-related technical infrastructure and the 

provision of training interventions. Libraries should invest in technical resources and 

partnerships with research institutions to create a platform for the dissemination of training 

materials and resources. This includes offering assistance in managing research data, data 

publishing and sharing, and providing access to data management tools. Incorporating data 

literacy training into the research process would facilitate effective data management practices, 

improve access to research data, and promote collaboration among researchers. Libraries can 

use digital tools to create interactive training modules and also adopt a proactive approach by 

promoting what they offer to researchers through targeted marketing campaigns. This study 

therefore emphasizes the need for libraries to provide diverse training interventions in research 

data management and archiving to enhance researchers' data literacy skills. By leveraging 

targeted marketing campaigns and partnerships with academic departments and research 

groups, libraries can ensure that researchers are aware of the resources available to them. 

Ultimately, these efforts can enhance researchers' competent research skills. 

Conclusion: The study identifies inadequacies in library support for researchers in research 

data management, data publishing and sharing, and access to data management tools. 

Participants were dissatisfied with the degree of support provided by libraries in these areas, 

indicating that there is room for improvement. Libraries play an important role in assisting 

researchers with their data management requirements, and their investment in research-related 

technical infrastructure and training interventions is critical. Given the importance of these 

abilities in today's data-driven society, the absence of training interventions in research data 

management and data publication raises a concern. Nevertheless, it is encouraging to discover 

that some libraries offer training in statistical data analysis tools, research metrics, and data 

visualization. Nevertheless, it is encouraging to discover that some libraries offer training in 

statistical data analysis tools, research metrics, and data visualization. To improve their support 

for researchers' data literacy abilities, libraries should invest in technical resources, 

collaborations with research institutes, and focused marketing initiatives. 
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7.4.2.3 Libraries addressing data literacy training needs and services 

Data literacy has become a critical skill in today's digital age, and libraries play a crucial role 

in supporting researchers in this area. The responses from the University librarians indicate a 

varying degree of attention given to addressing data literacy training needs and services in their 

libraries. However, their responses highlight the need for libraries to recognize and address the 

importance of data literacy training among their users. 

One of the responses (Section 6.3.8), as a way of addressing researchers’ data literacy training 

needs and services indicates that this is done through the Information Literacy program. This 

approach aligns with the notion that data literacy is a subset of information literacy, which 

focuses on skills and competencies required to effectively find, evaluate, and use information 

(Wanner, 2015). By integrating data literacy into information literacy programs, libraries can 

ensure that researchers have the necessary skills to manage and use data in their research 

(Calzada & Marzal, 2013). 

Another response suggested that there is a lack of focus on data literacy training in their library. 

This echoes the call to prioritize data literacy in libraries (Fontichiaro & Oehrli, 2016). One of 

the respondents indicated that library seminars offer a potential platform for addressing data 

literacy training needs, which aligns with the findings of Dai (2020) on the value of library 

seminars in engaging with researchers on various topics, including data literacy. Incorporating 

data literacy training into library seminars can ensure that researchers have access to the 

necessary skills and knowledge to manage and use data effectively. 

Another response revealed that while library staff may offer some level of assistance in data 

literacy-related queries, researchers are often referred to other departments for further support. 

However, we need to stress the importance of providing comprehensive data literacy support 

in libraries in view of the fact that some users consider the library as a one-stop-shop. This 

involves offering data literacy training and support to ensure that researchers have access to 

the necessary skills and knowledge to manage and use data effectively. 

In summary, the responses highlight the need for libraries to prioritize data literacy training 

and support for researchers. Incorporating data literacy training into library seminars or 

workshops can broaden the reach of this training, while providing comprehensive data literacy 

support can ensure that researchers have access to the necessary skills and knowledge.  

Conclusion: Responses received from university librarians regarding data literacy training in 

libraries show a variety of approaches to meeting the demands of researchers. While some 
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libraries incorporate data literacy into their information literacy programs, others see the 

importance of focusing more on data literacy training. Library seminars and workshops have 

been highlighted as suitable training platforms for data literacy. There is, however, a request 

for libraries to provide full data literacy support rather than referring researchers to other 

departments for help. Overall, libraries must prioritize data literacy training and support to 

ensure that researchers have the essential skills and knowledge to handle and use data 

efficiently. 

7.4.2.4 Challenges encountered by librarians  

Librarians play a critical role in providing research data-related services to researchers, 

including training and assistance in using data analysis tools, accessing e-resources, and 

providing consultations. However, librarians face various challenges when providing these 

services to researchers. The challenges identified from the interviews as recorded under Section 

6.4.10 include researcher skill gaps, difficulty in satisfying researcher needs, perception of 

librarians, lack of skills and manpower, understanding of researcher needs, working with an 

older generation of researchers, and internet downtime. 

Researchers have identified a skill gap among researchers resulting from a lack of relevant or 

fundamental abilities, such as the basic knowledge of ICT required to properly use data analysis 

tools. The challenge has come to light as a consequence of the time-consuming and challenging 

nature of training in research data management. According to Sabzwari, Bhatti, and Ahmed 

(2012), researchers must have fundamental ICT skills for both educational and research 

reasons, emphasizing the need of equipping them with these skills. A comprehensive training 

program that covers basic ICT skills and data analysis tools should be designed to address this 

issue. There is need to provide specialized training programs that meet the needs of this group 

of researchers. Researchers' lack of fundamental ICT skills highlights the value of digital 

literacy, which should be incorporated in the development of a data literacy training program.  

Another challenge that librarians face is identifying and fulfilling researcher needs. According 

to respondents, some researchers have definite needs and do not listen to alternatives, making 

it difficult for librarians to meet those needs. To solve this problem, librarians must have good 

communication skills as well as an understanding of the researcher's research requests. 

Librarians must collaborate closely with researchers to explore alternate data sources or tools 

that may be useful. 
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Researchers' perception of librarians also poses a challenge for librarians in providing data-

related services. Researchers may have a perception that librarians are not capable of providing 

data-related services, which can hinder the collaboration between researchers and librarians. 

To overcome this challenge, librarians need to demonstrate their expertise in data-related 

services by publishing articles, conducting research, and attending conferences related to data 

services (Fuhr, 2022). 

Librarians also face a lack of relevant skills and manpower. These are skills related to data 

literacy, which are crucial for providing data-related services. Librarians need to develop data 

literacy skills to provide effective data-related services to researchers. This can be achieved by 

attending training programs, taking online courses, and participating in professional 

development opportunities (Fuhr, 2022; Tenopir et al., 2015). As indicated in Figure 6.2, 

librarians should take advantage of existing staff development policy and find capacity building 

opportunities and equip themselves with relevant skills and knowledge to support research data 

services. 

Understanding the demands of researchers was also cited as a concern for librarians. 

Respondents mentioned encountering researchers who have no knowledge about what they 

want, making it difficult to provide appropriate data-related services. To address this issue, 

librarians need to engage with researchers and undertake needs assessments to better 

understand their research needs. 

Lastly, internet downtime poses a significant challenge for librarians in providing data-related 

services to researchers. Respondents mentioned that internet downtime can cause delays in 

providing data-related services, which can negatively impact research projects. To overcome 

this challenge, librarians need to develop contingency plans to ensure that data-related services 

can be provided even when there is internet downtime. This is where the leadership of the 

library needs to present the needs of the library to the general management of the university for 

the purpose of providing relevant infrastructure that would assist in meeting users’ needs.  

Librarians play a vital role in providing data-related services to researchers. However, they 

face various challenges that need to be addressed to ensure effective delivery of services. By 

addressing these challenges, librarians can provide effective data-related services to researchers 

and contribute to the success of research projects.  

In summary, the discussion made in this section highlights the relationship between 

information infrastructure and the provision of data literacy services by libraries. The provision 
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of research data services, such as assisting researchers with data management, creating data 

management plans, establishing institutional data repositories, metadata creation, and data 

archiving and preservation, is an essential component of managing research data. These 

services require a robust information infrastructure, including computer systems, databases, 

and communication networks, to support data storage, access, and preservation. Furthermore, 

the challenges faced by librarians, such as researcher skill gaps, meeting researcher needs, 

researchers' perception of librarians, lack of relevant skills and manpower, understanding 

researcher needs, and internet downtime, all have implications for the information 

infrastructure required to support data-related services. For example, addressing skill gaps and 

providing training programs may involve the development and deployment of appropriate 

technological infrastructure and resources. Ensuring a reliable and uninterrupted internet 

connection is also crucial for delivering data-related services. A robust information 

infrastructure is essential for supporting research data services, addressing researchers' data 

literacy training needs, and overcoming challenges faced by librarians in delivering these 

services effectively. 

Conclusion: When offering research data-related services to researchers, librarians encounter 

a number of obstacles, including skill gaps among researchers, difficulty meeting researcher 

needs, perception issues, a lack of necessary skills and manpower, understanding researcher 

needs, and internet outages. These challenges highlight the importance of addressing digital 

literacy and data literacy training for researchers, improving communication and collaboration 

between librarians and researchers, demonstrating librarians' expertise in data-related services, 

developing relevant skills and manpower, conducting needs assessments, and ensuring a 

reliable information infrastructure. 

7.4.3 Human infrastructure  

Human infrastructure refers to the people who work within an organization, including their 

skills, knowledge, and experience. It includes elements such as the organizational culture, 

leadership, and workforce development programs. 

7.4.3.1 Availability and ability of university and research/reference librarians 

University librarians and research/reference librarians play crucial roles in ensuring effective 

and efficient provision of library services to students, faculty, and researchers in the university 

setting. The findings of the study as recorded in Section 6.3.1 reveal the connection between 

the role of university librarians and the implementation and managing data literacy. According 
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to the findings, university librarians are responsible for overseeing the library and its activities, 

policy development, staff management, coordination of library services, communication with 

other parts of the university, and participation in university management. Their roles are pegged 

at enhancing the university's strategic goals by providing vision, strategic direction, and 

leadership for the library, and advancing the research agenda and enhancing the research profile 

and ranking of the university.  

The research/reference librarians (see Section 6.4.1), on the other hand, provide services such 

as research-related services, teaching information literacy and referencing styles, answering 

reference questions, assisting with research, uploading institutional repositories, providing 

circulation services, and making resources available to students. Generally, in their roles, they 

are offer services to researchers too. 

Both university librarians and research/reference librarians play crucial roles in the provision 

of library services in the university setting. University librarians oversee the library and its 

activities, policy development, staff management, coordination of library services, 

communication with other parts of the university, and participation in university management, 

while research/reference librarians provide direct research support services to postgraduate 

students and faculty members, including teaching research skills, assisting with literature 

searches, providing access to relevant information resources, and offering guidance on 

referencing styles. These roles are critical in ensuring that researchers have access to relevant 

and up-to-date information resources to support their learning, research, and academic 

endeavours. 

These findings agree with the literature that highlight the significant role libraries and librarians 

can play in the implementation of data literacy in universities. Some studies indicate that the 

library plays a key and practical role in providing research services which include research data 

management services (Brown, et al, 2018; Delaney & Bates, 2018). 

Conclusion: University librarians and research/reference librarians play critical responsibilities 

in assisting with the delivery of library services in the university setting. University librarians 

are in charge of different areas of the library, such as policy development, staff administration, 

and service coordination, whereas research/reference librarians give direct research assistance 

to students and faculty members. Their duties are critical in ensuring that researchers have 

access to relevant information resources and acquire research skills and referencing help. 
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7.4.3.2 Organisational structures that support data management and data literacy 

The recorded findings in Section 6.3.4a show that four respondents cited the presence of a 

research office or directorate focused on fostering evidence-based research for decision-

making as an organizational structure focused on developing data literacy. However, one 

respondent stated that their institution lacked such a structure. According to Torres (2019), the 

importance of organizational structures in supporting research activities is widely 

acknowledged. As a result, this conclusion emphasizes the importance of universities 

establishing organizational structures that encourage data literacy in order to support efficient 

management and usage of research data. 

According to the research, data management is a critical component of the university's 

organizational structure. One of the respondents mentioned that there was a relevant office in 

their university responsible for obtaining data for university decision-making, suggesting the 

institution's acknowledgment of the importance of data (see Section 6.3.4b). Nonetheless, the 

rest of the respondents indicated that they were unsure whether data management was regarded 

as an important component of the university's organizational structure. This emphasizes the 

need for enhanced awareness and education about the significance of data management in the 

academic setting. 

The findings in Sections 6.3.4a and 6.3.4b call attention to the critical role of organizational 

structure in fostering data literacy by establishing appropriate and supportive frameworks. 

Previous research (see Section 2.1) by Chigwada, Chiparausha, and Kasiroori (2017), Patel 

(2016), and Liu and Ding (2016) indicated the growing popularity of data support services in 

institutions. They did, however, identify constraints such as a lack of institutional flexibility 

and senior management's lack of data literacy awareness. These obstacles may inhibit the 

effective implementation of data literacy programs and limit their potential impact. 

The study discovered that training expenses, infrastructure costs, and facilities and technology 

costs are key factors when it comes to the financial implications of adopting a data literacy 

program, as recorded in section 6.3.4c. 

The involvement of various key university departments, such as the research department, the 

ICT department, the school of graduate studies, research and extension, the institutional 

research office, and the directorate of research, was identified as critical to the success of the 

data literacy program (see Section 6.3.4d). Respondents described them as potential 

stakeholders who may play an important role in the adoption of data literacy. Furthermore, 
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faculty members who supervise postgraduate students were identified as important 

stakeholders. 

These study findings align with previous literature on the importance of organizational 

structures and infrastructure in supporting effective data management and data literacy. 

According to Koltay (2014), institutions need to have appropriate technical and organizational 

infrastructures for the success of data literacy implementation. Universities need to establish 

organizational structures and processes that promote data literacy and management to facilitate 

effective use of research data. In addition, universities should also invest in the necessary 

infrastructure, facilities, and technology to support data literacy programs. Finally, 

collaboration with key university departments and faculty members is crucial in the success of 

data literacy programs. According to Yang and Li (2020), collaboration among stakeholders is 

essential in developing data literacy skills among researchers.  

Conclusion: It is critical for institutions to build an organizational structure and setup that 

promotes data management and data literacy. According to the findings, having a research 

office or directorate focused on evidence-based research for decision-making is important in 

encouraging data literacy. Some respondents, however, mentioned the lack of a such structure 

in their institutions, emphasizing the necessity for universities to acknowledge and emphasize 

the importance of data management. Organizational structures should be built to encourage 

data management awareness and education, ensuring that it is acknowledged as a critical 

component of the university's operations. 

7.4.3.3 Skills, competencies and knowledge gap in data literacy among librarians 

Libraries play a vital role in supporting research, providing access to resources and services. 

However, as research becomes more data-intensive, librarians must have skills and knowledge 

in data literacy to effectively support researchers. It is the responsibility of the parent institution 

to the library to ensure that they have competent staff with up-to-date skills that can help 

achieve the goal of the institution. Unfortunately, several studies have revealed that many 

librarians lack this knowledge, posing a significant challenge for libraries seeking to support 

researchers' data management needs (Moran, 2019; Koltay, 2017). 

According to the replies collected in Section 6.3.9, most librarians lacked the essential data 

literacy skills and knowledge. Respondents recognized the value of data literacy training and 

the necessity for librarians to become data literacy experts. Respondents proposed a variety of 
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strategies to increase librarians' data literacy skills, including training, capacity building, 

mentorship, and collaboration with other universities or external professionals. 

The study also found that research/reference librarians have various levels of research data 

management abilities and expertise (see Figure 6.4). While some areas, such as research 

methodologies and the research lifecycle, were areas of strength for a significant number of 

respondents, others, such as data management plan development, require more attention and 

training. Furthermore, the findings indicate that research/reference librarians may benefit from 

additional training and support in areas such as data curation, technical data management skills, 

data description and documentation, institutional repository management, open access 

initiatives, and legal and copyright frameworks. Gaps in knowledge and skills, such as data 

literacy and ICT skills, were identified and suggest the need for ongoing training and support 

to enable librarians to effectively support researchers' evolving needs in the context of data-

intensive research. 

The view of lack of data literacy competence and the need for retraining for librarians is well 

captured by Koltay (2017). He argues that to achieve a data literate community of researchers, 

there is a need to retrain librarians to become data librarians who can offer the necessary 

training to researchers. This is because librarians are ideally positioned to bridge the gap 

between researchers and data resources. Koltay suggests that the training should focus on data 

curation, data management, data sharing, and data analysis. By providing this training to 

librarians, they can become key players in promoting data literacy among researchers, 

ultimately leading to a more data-literate community. 

Several approaches can be taken to address this challenge, including training, dedicated 

capacity building, mentorship, and professional development programs. Libraries may work 

with external experts or universities to provide librarians with tailor-made training 

opportunities. Furthermore, while research/reference librarians have varying levels of expertise 

and knowledge in this domain, it is critical to provide them with training and support in areas 

such as data curation, technical skills in data management, data description and documentation, 

institutional repository management, open access initiatives, and legal and copyright 

frameworks in order for them to effectively support researchers. 

Conclusion: The study reveals a significant gap in data literacy skills and knowledge among 

librarians, posing a challenge for libraries in supporting data-intensive research. Respondents 

recognized the importance of data literacy training and suggested various strategies to enhance 
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librarians' skills in this area. The findings highlight the need for ongoing training and support, 

particularly in areas such as data management, curation, and legal frameworks. Librarians, with 

their unique position to bridge the gap between researchers and data resources, have the 

potential to play a crucial role in promoting data literacy among researchers and fostering a 

data-literate community. 

To summarize, an organization's human infrastructure is critical to promoting data literacy. 

University and research/reference librarians are examples of professionals who provide crucial 

services and assistance to students, faculty, and researchers. University librarians are in charge 

of the library and its activities, as well as policy creation, staff administration, and service 

coordination. Research/reference librarians offer direct research assistance, such as teaching 

research skills.  

Data management and data literacy are significantly influenced by organizational setup too. 

Creating proper structures, such as research offices or directorates, can help to promote 

evidence-based research and decision-making. Collaboration with important university 

departments and stakeholders, such as the research department, ICT department, and faculty 

members, is essential for data literacy initiatives to succeed. 

However, librarians have a skills and knowledge gap in data literacy. Many librarians lack the 

required data literacy skills and knowledge, making it difficult for libraries to serve researchers' 

data management needs. Training, capacity building, mentorship, and partnership with external 

specialists are all possible solutions to the challenge. To improve librarians' capabilities in areas 

like data curation, data management, data description and documentation, institutional 

repository administration, and legal and copyright frameworks, ongoing training and support 

are required. 

7.4.4 Legal and regulatory infrastructure  

An organization's legal and regulatory infrastructure includes policies and procedures, as well 

as the legal and regulatory framework within which the organization functions. An 

organization's policies are a set of rules, guidelines, and procedures that it establishes to 

regulate its operations and activities. These policies frequently address legal and regulatory 

needs, as well as ethical concerns and organizational norms. They establish the organization's 

legal and regulatory structure and provide guidelines for employees, researchers, and other 

stakeholders to follow. These rules can specify the roles and duties of various stakeholders in 

the company, as well as provide direction on data handling, storage, access, sharing, and reuse. 
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7.4.4.1 Availability of institutional policies supporting RDM and data literacy 

Policies, as previously stated, are a component of organizational infrastructure. They are a set 

of principles, regulations, and procedures which govern individual behaviour and actions inside 

an organization. Policies can assist an organization in achieving its goals and objectives by 

establishing a framework for decision-making and directing employee behaviour. They can 

also aid in ensuring legal and regulatory compliance and promoting uniformity in decision-

making across the organization. Policies can thus be viewed as an essential component of an 

organization's infrastructure. They are a tool that may be used by an organization to guarantee 

that its operations operate smoothly and efficiently. Effective policies can aid in the 

development of a positive organisation culture, the development of trust among stakeholders, 

and the mitigation of risks. 

In today's world, when data is becoming increasingly available and vital in research, data 

literacy is an essential ability for researchers. A number of policies need to be in place for its 

proper execution. According to Avuglah and Underwood (2019), in order to establish or adopt 

research data related services, an institutional policy framework must be explicit and thorough.  

According to the results of the study in Sections 6.3.3 and 6.4.6, universities lack the majority 

of policies that encourage data literacy activities. However, most institutions recognize the 

significance of policies that support research data services. The most common policies were 

research policy and research data management policy, with the majority of respondents saying 

that these policies were in place at their institutions. Research data management 

policies according to Huang, Cox, and Sbaffi (2021), can provide a framework for managing 

research data and can help to guarantee that data is appropriately documented, preserved, and 

disseminated. This can aid in promoting research integrity, increasing research visibility, and 

facilitating collaboration. 

This is consistent with earlier research (Llebot & Castillo, 2023; Tenopir et al., 2015; Higman 

& Pinfield, 2015), which emphasized the need for policies to promote research-related services. 

These policies serve as the foundation for the creation of a data literacy framework. Though 

Chigwada, Chiparausha, and Kasiroori (2017), Patel (2016), and Liu and Ding (2016) as 

presented in Section 2.1, have previously conducted studies that have demonstrate the 

emergence of data support services some of the findings from the studies have revealed 

significant challenges related to data literacy. Some of the challenges highlighted include poor 

policies or no policies regarding Research Data Management (RDM).  
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The study discovered that, in addition to research-related policies, institutions recognize the 

role of technology in research and data management, with respondents saying that their 

institutions had ICT policies in place. ICT policies establish a framework for the management 

and application of technology in research, ensuring that researchers have access to the ICT 

tools and infrastructure required to efficiently manage their data. This is consistent with prior 

research that has highlighted the importance of technology in research data management 

(Chawinga & Zinn, 2021; Ng'eno & Mutula, 2018). 

The study discovered that staff development policies were available in all of the institutions 

surveyed. Having a staff development policy in place is the first step in offering training and 

development opportunities to upscale their employees in order to ensure that they are able to 

provide quality research data services. Previous research has demonstrated the significance of 

staff training and development in research data management (Tang & Hu, 2019). Staff 

development policies, then, provide a framework for library staff training and development, 

ensuring that they have the essential skills and expertise to provide excellent research data 

services. 

The presence of digital preservation policies in universities received a very low response, with 

only one respondent indicating that they have one. The low number of respondents who 

reported having such a policy shows that related policies regarding research data management 

and preservation may be required to enable successful research data management and 

preservation for future use. Preservation policies, as Al-Jaradat (2021) points out, can help to 

ensure that research data remains accessible and usable throughout time. This is especially 

significant considering the growing volume of research data produced and its potential worth 

for future study. 

The findings indicate that universities are recognizing the necessity of policies to support 

research data services, with policies in place at the majority of institutions. All institutions had 

open access policies in place, demonstrating their commitment to making research data more 

widely available. This aligns with the global trend toward open science and open research data, 

which has been propelled in part by the potential benefits of making research data more broadly 

available (Vickers, 2011). This is an encouragement for the possibility of providing data 

literacy services since it provides a solid foundation upon which such services may be built.  

While the study shows that universities have made progress in developing policies to support 

research data services, it also highlights areas where more progress is needed. More 
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specifically, more targeted policies involving research data management and preservation may 

be required to ensure that data is well managed and preserved for future use. The successful 

implementation of such policies can provide a solid foundation for the development of data 

literacy services, which can improve research integrity, increase research visibility, and 

facilitate collaboration across disciplines and institutions.  

Conclusion: Finally, institutions must have policies that enable research data management 

(RDM) and data literacy. The findings reveal that, while some policies, such as research policy 

and research data management policy, are in place in many institutions, more comprehensive 

and targeted policies are still required. These policies establish the foundation for managing 

research data, ensuring its proper documentation, preservation, and dissemination. The 

presence of ICT policies also demonstrates the recognition of technology's role in research and 

data management. Furthermore, staff development policies are critical in preparing library staff 

members to provide quality research data services. The lack of digital preservation policies, on 

the other hand, underscores the necessity to develop policies that protect the long-term 

accessibility and usage of research data. While there has been progress regarding developing 

policies to promote research data services, further efforts are needed to target specific areas 

and establish a comprehensive policy framework that facilitates effective data management and 

data literacy practices. 

In summary, this section of the study was aimed at assessing the organizational infrastructure 

for the feasibility of offering data literacy within universities. As discussed, this encompasses 

the physical infrastructure, information infrastructure, human infrastructure, and legal and 

regulatory infrastructure. 

Regarding physical infrastructure, libraries were identified as one of the most important 

components of physical infrastructure. Researchers believe that libraries have the resources, 

technology, and personnel needed to promote data literacy. They were recognized for providing 

diverse resources, cutting-edge infrastructure, knowledgeable librarians, and easy accessibility. 

Libraries were also acknowledged for their role in data preservation, reuse, and improving data 

discoverability. 

Information infrastructure, including information systems, data management processes, and 

communication networks, was examined. The study found that while libraries assist researchers 

with their data management needs, there is room for improvement in offering a broader range 

of services. Majority of the services offered in the selected libraries were not adequately 
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meeting the data literacy needs of the researchers. Libraries should focus on providing data 

management plans, institutional data repositories, metadata creation, and digital data archiving 

and preservation. Training researchers on data management activities was also identified as a 

valuable service. 

The study emphasized the importance of effective and sustainable infrastructure for long-term 

storage and access to research data. Libraries should invest in technical resources and 

partnerships with research institutions to provide researchers with the necessary tools and 

support. Challenges faced by librarians included researcher skill gaps, difficulty in meeting 

specific researcher needs, researchers' perception of librarians, lack of relevant skills and 

manpower, understanding researcher needs, and internet downtime.  

Human infrastructure, which includes the skills, knowledge, and experience of library staff, 

was also considered. University and research/reference librarians were highlighted as crucial 

in implementing and managing data literacy. University librarians oversee library activities and 

policies, while research/reference librarians play a role in offering training and assistance. The 

study emphasized the need for librarians to have relevant skills and knowledge in data literacy 

due to lack of relevant skills among the current librarians. The study suggested capacity-

building opportunities for librarians in order to develop the much-needed skills. 

The discussion also took note of the legal and regulatory infrastructure necessary for the 

implementation of data literacy training. It highlighted the importance of policies in providing 

a framework for data literacy activities and ensuring legal and regulatory compliance. The 

study revealed that while some universities have policies supporting research data services, 

there is a lack of policies specifically addressing data literacy. However, most institutions 

recognize the significance of research and research data management policies. These policies 

promote research integrity, data documentation, preservation, and dissemination. The study 

also emphasized the role of technology in research and data management, with ICT policies in 

place to support researchers. Staff development policies are acknowledged as essential for 

training library staff in providing quality research data services. On the other hand, the presence 

of digital preservation policies is limited, indicating the need for further policies to enable 

successful data management and preservation. The existence of open access policies 

demonstrates a commitment to making research data widely available. Overall, while progress 

has been made in developing policies, there are still areas requiring more targeted policies to 

ensure effective data management, preservation, and support for data literacy services. 
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7.5 Assessment of the technical infrastructural readiness  

Objective three of the study aimed to assess the technical infrastructure readiness of selected 

private university libraries in Kenya to implement data literacy training. In the current data-

driven landscape, possessing data literacy skills is crucial for individuals to manage, interpret, 

and make informed decisions based on data. Libraries serve as essential repositories of 

knowledge, providing access to data and information. However, providing data literacy training 

necessitates adequate technical infrastructure, such as hardware, software, and internet 

connectivity. Thus, this objective sought to determine the extent to which selected private 

university libraries in Kenya are technically prepared to provide data literacy training. 

According to the responses in Section 6.3.6, the availability of ICT infrastructure to support 

data collection, manipulation, and sharing varies across universities. While certain universities 

provide data analysis software such as SPSS and NVIVO, others do not. It should be noted that 

some researchers may be managing their data on an individual basis, regardless of whether or 

not ICT infrastructure is available. 

Data analysis software were discussed in Section 2.5.4. briefly. The availability of data analysis 

software such as SPSS and NVIVO can greatly benefit researchers in conducting their studies 

(Ong & Puteh, 2017: Zamawe, 2015). SPSS is a popular quantitative statistical analysis 

software that allows researchers to analyse and interpret their data efficiently (Field, 2018). 

Similarly, NVIVO is a qualitative data analysis software that helps researchers organize and 

analyse unstructured data (Mortelmans, 2019). These software tools can facilitate the analysis 

of large datasets, which may be time-consuming and challenging to handle manually. 

However, it is also important to consider the availability of other ICT infrastructure, such as 

data management tools and platforms, that can support data collection, manipulation, and 

sharing. For example, research data management systems can help researchers to manage their 

data more efficiently, by facilitating data organisation, storage, and sharing (Goldman, Chen 

& Palau, 2023; Urbano, Cagnacci and Euromammals Collaborative Initiative, 2021; Briney, 

Coates, & Goben, 2020). These systems can also ensure data security and compliance with 

ethical and legal standards. 

The lack of dedicated ICT infrastructure, both hardware and software, for data collection, 

manipulation, and sharing can pose challenges for researchers. Without appropriate 

infrastructure, researchers may have to rely on manual methods for data collection and 

organisation, which can be time-consuming and prone to errors. Additionally, the lack of 
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accessible data management tools and platforms can make it difficult for researchers to share 

their data with other researchers, which can hinder scientific progress. 

Furthermore, most of the universities face a challenge of internet downtime. The research 

librarians, as captured in Section 6.4.10, mention this as a challenge while providing data-

related services to researchers. 

In summary, the objective of assessing the technical infrastructural readiness for the 

implementation of data literacy training in selected private university libraries in Kenya was to 

determine the extent to which data literacy could be enabled. The availability of ICT 

infrastructure to support data collection, manipulation, and sharing varies across universities. 

Some universities provide data analysis software like SPSS and NVIVO, while others do not. 

However, internet downtime poses a challenge for many universities when providing data-

related services. Availability of other ICT infrastructure, such as data management tools and 

platforms, is important for efficient data management. The lack of dedicated ICT infrastructure 

can hinder data collection, manipulation, and sharing, leading to reliance on manual methods 

and hindering data sharing and collaboration among researchers. Overall, the study highlights 

the need for improved ICT infrastructure, software availability, reliable internet connectivity, 

and dedicated data management tools to enhance the technical readiness for data literacy 

training implementation in the selected private university libraries. 

Conclusions: Based on the information provided, this study makes some conclusions regarding 

the technical infrastructural readiness for the implementation of data literacy training as 

follows: 

1. The availability of ICT infrastructure to support data collection, manipulation, and 

sharing varies across universities. Some universities provide data analysis software 

such as SPSS and NVIVO, while others do not. This variation in availability may 

impact the ability of researchers to effectively analyse and interpret their data. 

2. Many universities face the challenge of internet downtime, which can hinder the 

provision of data-related services to researchers. Reliable and uninterrupted internet 

connectivity is essential for researchers to access online resources, collaborate with 

peers, and share their research data. 

3. The availability of dedicated data management tools and platforms is crucial for 

researchers to efficiently manage and share their data. These tools can facilitate data 

organization, storage, and compliance with ethical and legal standards. However, the 
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study does not explicitly state the extent to which these tools are available in the 

selected private university libraries. 

4. The lack of dedicated ICT infrastructure, both hardware and software, can pose 

challenges for researchers in terms of data collection, manipulation, and sharing. 

Relying on manual methods for data management can be time-consuming and prone to 

errors. Additionally, the absence of centralized data management tools and platforms 

can hinder data sharing and collaboration among researchers. 

Ensuring that all researchers, across all collaborating universities, have accesses to appropriate 

and equivalent ICT infrastructure may become a stumbling block to be managed carefully.  

7.6 Summary 

This chapter provided a comprehensive discussion of the findings of the study in view of the 

topic of the study which is: The feasibility of offering standardised data literacy services at 

selected private university libraries in Kenya. Since the study employed a mixed-methods 

approach to achieve its objectives, which included assessing the data literacy needs of faculty 

and postgraduate students, evaluating the organizational and technical infrastructures for data 

literacy training, and developing a framework to facilitate successful data literacy initiatives in 

Kenyan universities, a triangulation approach was used in the discussion.  

From the discussion, the findings suggest a gap between the services offered by libraries and 

perceived data literacy needs, low adoption of data management plans (DMPs), and a need for 

education and training on metadata, data storage options, and researchers' perceived 

competence in various areas of research data management. The findings highlight the 

importance of providing comprehensive data literacy support to researchers, including training, 

capacity building, mentorship, and professional development programs. The findings 

emphasize the need for universities to prioritize data literacy instruction and support in order 

to promote transparent and reproducible research practices, improve research quality, and 

contribute to knowledge advancement in various fields. Ultimately, the study aims to develop 

a standardized data literacy framework to cultivate a community of data-literate researchers in 

Kenyan universities, with the crucial role of libraries in promoting data literacy among 

researchers emphasized throughout the discussion.  

General recommendations of the study and the development of the data literacy framework will 

be presented in the next chapter (Chapter 8).  
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CHAPTER 8 

8. SUMMARY OF FINDINGS AND RECOMMENDATIONS  

Following the in-depth discussion, triangulation, convergence, and conclusions offered in 

Chapter 7, Chapter 8 serves as the study's completion, providing a summarized depiction of the 

research's outcomes. 

8.1 Introduction  

This chapter provides a concise overview of the study's objectives and demonstrates their 

accomplishment. The chapter also outlines the essential elements of the research design and 

highlights the major findings pertaining to both the main research question and the sub-

questions. Moreover, the chapter includes recommendations derived from the findings and 

proposes potential avenues for future research. Ultimately, it provides a comprehensive 

discussion of the developed data literacy framework.  

8.2 Summary of study’s research design 

This section provides a summary of the entire study design employed in the research. The study 

aimed to investigate the current data literacy needs, assess the organizational and technical 

infrastructural readiness, and identify the framework requirements for implementing successful 

data literacy programs among faculty members and postgraduate students in selected private 

universities in Kenya. By examining these aspects, the study aimed to contribute to the 

development of effective data literacy initiatives in the library context. The research design 

encompassed a pragmatic research paradigm and utilized a mixed-method approach, 

combining both quantitative and qualitative data collection methods. The data collection 

instruments included an online questionnaire and interviews, while the study sites encompassed 

five private universities within the Nairobi Metropolitan area. The research process prioritized 

ethical considerations and data confidentiality throughout.
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Table 8- 1 : Summary of the study’s research design 

Study title The feasibility of offering standardised data literacy services at selected private university libraries 

in Kenya 

Main objective To develop a standardised framework that would support feasible data literacy services at Kenyan 

university libraries. 

Specific 

objectives of the 

study  

1. Critically review the existing literature on data literacy, in order to establish a 

comprehensive framework encompassing essential services and components that would 

facilitate an essential discussion about the successful implementation of a data literacy 

initiative in selected private universities in Kenya 

2. Asses the data literacy needs of faculty and postgraduate students in selected private 

universities in Kenya. 

3. Asses the organizational infrastructure of selected private university libraries in Kenya to 

determine the feasibility of offering data literacy services. 

4. Assess the technical infrastructure readiness in the selected private university libraries in 

Kenya to facilitate the implementation of data literacy training. 

Research sub-

questions 

1. How does the existing literature on data literacy inform the development of a comprehensive 

framework with essential services and components for the successful implementation of a data 

literacy initiative in selected private universities in Kenya? 

2. What are the data literacy needs of faculty members and postgraduate students as researchers in 

selected private universities in Kenya? 
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3. What is the existing organisational infrastructure within the selected private university libraries 

in Kenya that supports data literacy initiatives for researchers? 

4. To what extent are the selected private university libraries in Kenya technically equipped to 

implement data literacy programs? 

Methodology 

phase 

This phase offered a practical guide to put the introduced concepts into action, covering 

methodologies and tools for realizing the study's goals, effectively connecting theory with practical 

implementation. 

Research 

paradigm 

A pragmatic research paradigm 

Research 

approach 

A mixed method approach utilizing a convergence design was employed as the proposed by 

Creswell (2014). The researcher collected and analysed both quantitative and qualitative data on 

the same phenomenon separately. Subsequently, the obtained results were compared and contrasted 

to identify any patterns of alignment or discrepancy. Findings were interpreted by integrating and 

converging the findings from both data sources and comparing these to the guidance received from 

literature. 

Data collection 

instruments 

Two data collection instruments were used in the study. 

Questionnaire: 

An online questionnaire was used to collect quantitative data. The researcher developed a set of 

questions specifically for researchers, including PhD students and faculty members. The 
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questionnaire consisted of both closed- and open-ended questions. The inclusion of open-ended 

questions aimed to enrich and augment the value of the collected data. 

Interview schedules: 

In addition to the questionnaire, interviews were conducted. For this study, the researcher opted for 

semi-structured interviews. Two different interview schedules were developed to gather data from 

a total of five University Librarians and five research/reference librarians. 

Literature review Although the researcher initially began working on the literature review in May 2019, literature was 

consistently tracked for new and emerging studies throughout the study. Resources were 

continuously integrated into the literature review. 

Study sites and 

participants 

The researcher gathered data from five private universities located within the Nairobi Metropolitan 

area. These universities included the Catholic University of Eastern Africa, United States 

International University Africa, African International University, Adventist University of Africa, 

and Daystar University. 

The participants were categorized into three groups: the researchers, consisting of PhD students and 

faculty members; the university (head) librarians; and research/reference librarians. 

A total of 614 researchers received the questionnaire, while 5 university librarians and 5 

research/reference librarians were interviewed. 

Data collection Data collection was carried out from October 2022 to December 2022 
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An online questionnaire was used to collect data from researchers. Participants were asked to 

indicate whether they provided informed consent for their data to be used in the research before 

they gained access to the questions. 

The researcher conducted interviews with the 6 university librarians and research/reference 

librarians. To ensure that the interviewees were well prepared and had a clear understanding of the 

interview process, they were sent the interview questions and a consent form at least one week prior 

to the scheduled interview. The interviewees had the choice of selecting the location for the 

interview, with most of the interviews being conducted at their place of work, except for one 

interviewee who chose to conduct the interview at a hotel. 

To maximize efficiency and minimize disruption, the interviewer carried out interviews with both 

staff members, based at a specific university, on the same day. The interviews lasted between 25-

30 minutes, and prior to the start of the interview, the interviewer sought permission from the 

interviewee to record the session. The purpose of recording the interviews was to ensure that the 

data collected was accurate and could be used for later analysis. 

Data ethics 

clearance 

The study adhered to the ethical guidelines set by the Faculty of Engineering and Built Environment 

(EBIT) at the University of Pretoria. Prior to data collection, permission was requested and obtained 

from the university, ensuring compliance with ethical requirements, Reference number: 

EBIT/170/2022 (see Appendix IV).  
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Furthermore, this research study fully complied with the ethical standards outlined by the National 

Commission for Science, Technology & Innovation (NACOSTI), which is responsible for issuing 

research permits in Kenya, Reference number: 660943 (see Appendix V). 

In addition, letters of permission to collect data were obtained from all the universities where the 

research took place. These letters have been included in the thesis's appendices (see Appendices 

VI, VII, VIII, IX, X) to provide evidence of ethical approval. 

To ensure informed consent, all participants were required to sign a form acknowledging their 

understanding and agreement to participate in the study. 

Data 

confidentiality 

The participants in this study were given assurances regarding the confidentiality of their 

participation and the anonymization of the collected data and its use for this specific study. Before 

the participants were provided with the self-administered questionnaire and before conducting the 

qualitative key informant interviews, a participant informed consent form was presented to address 

confidentiality concerns comprehensively. 

In order to maintain confidentiality, participants were not required to disclose any information that 

could potentially identify them. The researcher strictly adhered to the consent agreement and 

ensured that no confidential respondent information was included in the study, as doing so would 

breach the terms of consent. 

Analysis  The data analysis involved descriptive statistics using SPSS, while thematic analysis was employed 

for the qualitative data. 
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Overall, the research design was carefully structured to address the study's objectives and 

provide a comprehensive understanding of the data literacy landscape in Kenyan universities. 

By combining quantitative and qualitative data collection methods and integrating literature 

findings, the study aimed to contribute to the development of effective data literacy initiatives 

in the library context, thus promoting good research data management in the region. 

8.3 Research questions and sub-questions 

Based on the research problem, the study was guided by the following central research 

question: 

What would a generally accepted, evidence-based, broad framework of data literacy 

interventions, that includes policy, human resourcing and infrastructure development, 

(to be used by university libraries in Kenya), look like? 

To address the central research question, the study focused on the following sub-questions: 

1. How does the existing literature on data literacy inform the development of a 

comprehensive framework with essential services and components for the successful 

implementation of a data literacy initiative in selected private universities in Kenya? 

2. What are the data literacy needs of faculty members and postgraduate students as 

researchers in selected private universities in Kenya? 

3. What is the existing organisational infrastructure within the selected private university 

libraries in Kenya that supports data literacy initiatives for researchers? 

4. To what extent are the selected private university libraries in Kenya technically 

equipped to implement data literacy programs? 

By addressing these questions, the study sought to contribute to evidence-based, effective data 

literacy programs and support the advancement of data literacy initiatives in the context of 

Kenyan universities. 

8.4 Achieving study purpose and objectives 

The purpose of this study was to assess the readiness of selected private universities in Kenya 

to provide data literacy services and to propose a generally accepted, evidence-based, broad 

data literacy framework for researchers in the country. By investigating these factors, the study 

aimed to make a meaningful contribution towards the establishment of effective data literacy 

initiatives within the library setting. 
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The broader objective was then to evaluate the overall feasibility and readiness of selected 

private university libraries in Kenya to provide standardized data literacy services. The 

overarching objective was subdivided into four specific study questions, which are outlined in 

Table 8-2 below. 
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Table 8- 2 : How the study answered each specific study questions 

Specific study questions Achieving the objective 

How does the existing literature on data 

literacy inform the development of a 

comprehensive framework with essential 

services and components for the 

successful implementation of a data 

literacy initiative in selected private 

universities in Kenya? 

The question was successfully answered, and the study findings have played a pivotal 

role in formulating a comprehensive data literacy framework that integrates essential 

requirements, derived from literature and study findings. This framework will ensure 

the viability and success of a data literacy initiative at universities in Kenya. The 

framework is accompanied by a process model that demonstrates the linear flow from 

the literacy need expressed by researchers and other stakeholders to the outputs of the 

process. 

In general, the study underlined the importance of developing a comprehensive data 

literacy framework and acknowledges the role of libraries in influencing data literacy 

among researchers. The findings emphasized the critical areas that should be 

prioritized in data literacy training programs and provided significant insights for 

establishing an efficient framework that will continuously equip researchers with the 

required abilities to deal with data efficiently and responsibly. All these have been 

included in the data literacy framework as captured in Figures 8.1 and 8.2.  

What are the data literacy needs of faculty 

members and postgraduate students as 

researchers in selected private universities 

in Kenya? 

The question was successfully resolved by presenting findings on the different data 

literacy needs of researchers, including faculty members and Ph.D. students (see 

Section 7.3). A gap exists between library services offered and perceived data literacy 

needs, there is a low adoption of Data Management Plans (DMPs), and a lack of 
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Specific study questions Achieving the objective 

education and training on metadata, data storage options, and researchers’ perceptions 

of competence in research data management, according to the study. 

What is the existing organisational 

infrastructure within the selected private 

university libraries in Kenya that supports 

data literacy initiatives for researchers? 

The question was resolved and the study presented findings on the organizational 

infrastructure of the selected private university libraries. The study revealed what was 

available at the selected university libraries, as well as gaps in organizational 

infrastructure that would aid in the viability of delivering data literacy services (see 

Section 7.4).  

The findings emphasize the relevance of organizational infrastructure, policy, and 

library capabilities in fostering data literacy among researchers. By implementing 

particular policies, expanding library services, and providing training and support, it 

is possible to improve data management practices and research quality. 

To what extent are the selected private 

university libraries in Kenya technically 

equipped to implement data literacy 

programs? 

The goal of the objective was met, allowing the study to present findings on the state 

of technical infrastructure readiness in the selected private university libraries, which 

is critical for the implementation of data literacy training. The findings not only 

identified existing resources, but also showed deficiencies in the necessary technical 

infrastructure required to meet researchers’ data literacy needs (see Section 7.5). 

The study’s findings show that there are gaps in the technical infrastructure’s 

appropriateness for implementing data literacy. In conclusion, the study underlines 

the importance of better ICT infrastructure, software availability, consistent internet 
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Specific study questions Achieving the objective 

connection, and specialist data management solutions. These improvements are 

required to enhance the technology readiness for data literacy training. 
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In conclusion, this study successfully achieved its purpose of assessing the readiness of selected 

private universities in Kenya to provide data literacy services and proposing a comprehensive 

data literacy framework for researchers. By addressing the specific objectives outlined in 

Section 8.2, the study shed light on the data literacy needs of faculty and postgraduate students, 

examined the organizational and technical infrastructure within university libraries, and 

identified essential elements for a successful data literacy initiative. The findings emphasize 

the importance of developing a holistic data literacy framework that incorporates policy, 

organizational support, and technical infrastructure. This framework is crucial for fostering 

effective data management practices and enhancing researchers' data literacy skills, ultimately 

contributing to the advancement of open science and research quality within Kenyan 

universities. 

8.5 Answering the research sub-questions 

The findings below are organized and presented according to the research sub-questions that 

guided the study (see Section 1.6). 

8.5.1 Data literacy framework 

The first sub-question that had to be addressed was: How does the existing literature on data 

literacy inform the development of a comprehensive framework with essential services and 

components for the successful implementation of a data literacy initiative in selected private 

universities in Kenya? 

The major finding of the study is that there is a need for a comprehensive data literacy 

framework to facilitate the development of a community of data literate researchers in Kenyan 

universities. The study identified key areas that should be prioritized in the development of a 

data literacy training program, including data organization and management, data analysis and 

statistics, data visualization and presentation, data sharing and collaboration, data ethics and 

governance, and data privacy and security (see Sections 5.11 and 7.2.3). The findings highlight 

the importance of libraries in spearheading data literacy initiatives, as they have the resources, 

infrastructure, and expertise to support researchers in managing and using research data 

effectively. The feedback from researchers, university librarians, and research/reference 

librarians indicate that the proposed framework was generally well-received and 

comprehensive, but there is a need for clarification of certain concepts and the explicit inclusion 

of key stakeholders. Overall, the study emphasized the significance of data literacy in 
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promoting effective data management, research outcomes, and evidence-based decision-

making among researchers in Kenyan universities. 

8.5.2 The data literacy and needs of faculty members and postgraduate students  

The second sub-question that had to be addressed was: What are the data literacy needs of 

faculty members and postgraduate students as researchers in selected private universities in 

Kenya? 

The study identified a number of data literacy needs of faculty members and postgraduate 

students which include, assistance in data creation, data processing support, data analysis 

services, data preservation services, access to research data, Developing Data Management 

Plans (DMPS), creating metadata, data storage options, competence in research data 

management, challenges with data analysis, developing data collection instruments, privacy 

and confidentiality issues, locating datasets, ethical data sharing and reuse, FAIR data 

principles, data storage solutions, comprehensive data management training, awareness of data 

management best practices, assistance with data analysis, awareness of open science and data 

sharing, and handling of research data challenges (see Sections 7.3.1.1-7.3.1.5 or the entire 

Section 7.3). The findings indicate that there may be a gap between the data literacy needs of 

researchers and the services provided by libraries. The majority of respondents felt that libraries 

did not assist in creating data, providing data processing services, or offering data analysis 

services. While data preservation, particularly data publication in the university’s institutional 

repository, was recognized as an important service, a significant proportion of participants still 

believed that libraries did not offer adequate preservation services. Moreover, enhancing access 

to data was not considered a prominent service provided by libraries. 

The study findings suggest that there is a need for libraries to increase their support for data 

creation, processing, and analysis services, as well as improve their efforts to promote and 

provide access to research data.  

Furthermore, the study revealed a lack of awareness and adoption of Data Management Plans 

(DMPs) among researchers. Only a small percentage of respondents showed a clear grasp of 

DMPs, indicating issues such as a lack of awareness, institutional support, and expertise in data 

management procedures. The findings suggest the need for training and education initiatives 

to promote the use of DMPs and address the barriers to their implementation. 

Additionally, the study highlighted the lack of knowledge and understanding of metadata 

creation among researchers. The low percentage of respondents who confirmed creating 

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



271 
 

metadata indicates a need for education and training on metadata to improve data management 

practices and enable data sharing and reuse. 

Researchers also expressed limited competence in various areas of research data management, 

particularly in FAIR data, data reuse, and ethical data gathering. These findings emphasize the 

need for institutions to invest in growing researchers’ skills and expertise in these areas, as well 

as providing comprehensive data management training programs that cover all stages of the 

research data life cycle. 

Based on the researchers’ data literacy needs, the study identified various data-related services 

sought by researchers, such as assistance with data analysis and data collection and evaluation. 

However, there was a perceived gap between the services already provided by libraries and the 

needs of researchers. To address this gap, libraries should improve communication and 

marketing activities to make researchers aware of the data-related services they offer.  

Overall, the study’s findings indicate the need for training and support in data management and 

sharing, including awareness and training in open data and FAIR data principles. Researchers 

expressed a desire for clarity and direction on best practices for data management and metadata 

generation tailored to their research needs. Institutions should invest in increasing researchers’ 

skills and knowledge in research data management and address challenges faced in handling 

research data, such as data analysis using statistical software. 

By addressing these findings and improving data literacy services, libraries and academic 

institutions in Kenya can better support researchers in managing research data, enhancing the 

quality and reliability of research outcomes, and promoting open science and data sharing 

practices. 

8.5.3 Existing organisational infrastructures  

The third sub-question: What is the existing organisational infrastructure within the selected 

private university libraries in Kenya that supports data literacy initiatives for researchers? 

The study findings indicate that selected private university libraries in Kenya have varying 

levels of organizational infrastructure to support data literacy among researchers (see Section 

7.4). The organizational infrastructure includes the roles and capabilities of university 

librarians and research/reference librarians, the presence of organizational structures 

supporting data management and data literacy, the availability of institutional policies 

supporting research data management (RDM) and data literacy, the role of libraries in 
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promoting data literacy, the research data services provided by libraries, and how libraries are 

addressing researchers’ data literacy training needs and services. 

University and research/reference librarians play crucial roles in providing library services and 

supporting data literacy. University librarians oversee library activities, policy development, 

staff management, and coordination of services, while research/reference librarians offer 

research-related services, teaching information literacy, and providing access to resources. 

From the findings, all the universities have university librarians in place who are aware of their 

administrative role. Furthermore, they have research librarians. However, the study reveals 

lack of relevant data management technical skills among research/reference librarian. The 

study notes the need to retrain research/reference librarian through professional development 

programs in order to make them competent enough to attend to data literacy needs of 

researchers.  

Organizational structures supporting data management and data literacy, such as research 

offices or directorates, are present in some universities but may be lacking in others. 

Establishing such structures is important for efficient data management and usage. 

Institutional policies supporting RDM and data literacy are recognized as essential. While 

research policies and research data management policies are commonly in place, there is a need 

for more targeted policies to ensure effective data management and preservation. 

Libraries are recognized as having a critical role in promoting data literacy among researchers. 

They are seen as having the resources, technology, and personnel to support researchers' data 

needs, including data preservation, reuse, and improving discoverability. 

Research data services provided by libraries are varied and need improvement. While libraries 

assist with institutional policies, intellectual property and privacy issues, and some data 

management training, there is a lack of services such as creating data management plans, 

managing institutional data repositories, metadata creation, and digital data archiving. 

Libraries should prioritize data literacy instruction and support, enhance their capacity to 

provide resources and expertise, and contribute to transparent and reproducible research 

practices. Libraries should continue to improve infrastructure for long-term storage and access 

to research data, including establishing institutional data repositories, to ensure data 

preservation and accessibility for future researchers. Libraries should find a way of introducing 
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data literacy trainings among researchers for instance through seminars which can serve as 

platforms for addressing data literacy training needs. 

Overall, the findings highlight the importance of organizational infrastructure, policies, and 

library support in fostering data literacy among researchers. Implementing targeted policies, 

enhancing library services, and providing training and support can improve data management 

practices, and research quality. 

8.5.4 The extent to which libraries are technically equipped to implement data literacy 

programs 

The fourth sub-question that had to be addressed was: To what extent are the selected private 

university libraries in Kenya technically equipped to implement data literacy programs? 

The findings of the study indicate that the selected private university libraries in Kenya have 

gaps in their technical infrastructure readiness for the implementation of data literacy programs 

(see Section 7.5). In terms of data literacy-related support provided by the libraries to 

researchers throughout the research process, there were dissatisfaction and inadequacies in 

several areas. Participants expressed dissatisfaction with the availability of research data 

management guidelines, training modules, data management training events, data publishing 

guides, advice on copyright issues related to data publishing, and access to data management 

tools. The lack of support in these areas can lead to inefficient data management, limited access 

to research data, and hindered collaboration among researchers. The study emphasizes the 

critical role libraries play in supporting researchers' data management needs through 

investment in technical infrastructure and the provision of training interventions. It suggests 

that libraries should invest in technical resources, partnerships with research institutions, and 

the creation of a platform for disseminating training materials and resources.  

Libraries can improve researchers' data literacy abilities and promote competent research 

practices by including data literacy training into the research process and taking a proactive 

approach through targeted marketing efforts. The availability of ICT infrastructure, such as 

data analysis software and data management tools, was discovered to differ between 

universities, leading to challenges for researchers in data collecting, manipulation, and sharing. 

The study emphasizes the significance of dedicated ICT infrastructure for effective data 

analysis, organization, storage, and sharing, hence assisting researchers in their scientific 

progress. 
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8.6 Recommendations  

Based on the major findings presented, the study puts forward the following recommendations 

which are presented in the broad order of the research study questions which are: 

1. How does the existing literature on data literacy inform the development of a 

comprehensive framework with essential services and components for the successful 

implementation of a data literacy initiative in selected private universities in Kenya? 

2. What are the data literacy needs of faculty members and postgraduate students as 

researchers in selected private universities in Kenya? 

3. What is the existing organisational infrastructure within the selected private university 

libraries in Kenya that supports data literacy initiatives for researchers? 

4. To what extent are the selected private university libraries in Kenya technically 

equipped to implement data literacy programs? 

The gap between the services rendered and the services needed is addressed first. Most of the 

recommendations could be linked to skills development. The infrastructure is the focus of the 

subsequent set of recommendations, while recommendations, linked to the updated framework 

are provided last since this stands out as the key and main aim of this study. 

8.6.1 Data literacy needs of faculty members and postgraduate students 

In view of the data literacy of faculty members and postgraduate students, the study 

recommends the following:  

Bridging the gap: In view of the existing gap between the services offered by the libraries and 

data literacy needs of researchers (see Section 7.3) the study recommends that libraries should 

increase their efforts and support in these areas to close this gap. Some of the areas include 

providing assistance in data creation, data processing support, data analysis services, data 

preservation services, access to research data, development of data management plans (DMPs) 

and creation of metadata.  

Libraries should facilitate research activities and improve the quality and impact of research 

output by efficiently supporting research data management. Libraries can play an important 

role in bridging the gap between the data literacy needs of researchers and the services they are 

offered. Libraries should improve data literacy support by offering services that meet 
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researchers' needs, such as data creation assistance, comprehensive data processing support, 

data analysis services, and data preservation services. 

Promoting the adoption of Data Management Plans (DMPs): To make researchers more 

aware of the importance of data management planning, the study recommends that training and 

education programs should be developed. Libraries can take the initiative in creating such 

events to boost DMP adoption. To make DMP implementation easier, institutional support 

should be improved. This includes supplying resources, skills, as well as explicit criteria and 

procedures for developing DMPs. Libraries can work with other institutional stakeholders to 

build standardized approaches to DMP creation. Furthermore, standard DMP templates, such 

as the DMP Tool, should be encouraged to achieve uniformity and comparability in DMPs 

across research initiatives. 

Addressing the lack of knowledge in metadata creation: In view of lack of knowledge in 

creation of metadata which has implications on discoverability, reuse, and sharing of data, the 

study recommends provision of education and training on metadata are in order to improve 

data management practices and enhance data sharing and reuse. The library should assume the 

role, in collaboration with other related stakeholders to offer the training.  

Providing infrastructure and training for data storage: Regarding storage of data, the study 

recommends that institutions should provide infrastructure that would provide research data 

storage. Furthermore, libraries should provide training on best practices for data management 

storage especially on virtual storage choices.  

Investing in researchers' skills and expertise in data management: Considering low or lack 

of competences among researchers in various areas of research data management such as FAIR 

data, data re-use, and ethical data collection the study recommends the need for institutions to 

invest more in growing their researchers' skills and expertise in these areas through training. 

Institutions must set rules and provide data management training to guarantee that researchers 

have the essential skills and knowledge to efficiently handle research data. Furthermore, 

institutions must invest in data management infrastructure, such as data repositories and data 

sharing platforms. The study recommends that raining in data management should address all 

areas of the research data life cycle, from planning to sharing and archiving. Furthermore, data 

management training should be integrated into the research process to ensure that researchers 

have the skills and knowledge needed to effectively manage research data.  
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Improving communication and marketing of data-related services: In view of a 

discrepancy between what the libraries offer as data related services and the most commonly 

sought research data services by researchers the study recommends that libraries to improve 

their communication and marketing activities in order to make researchers aware of the data-

related services they provide. In order to better satisfy the demands of their users, libraries may 

need to examine their present data-related services and suggest areas for development. 

Libraries should also consider collaborating with other institutions or organizations to provide 

extra data-related services, such as data analysis training or access to specialized software, that 

are beyond the scope of what the library can give on its own. Overall, libraries must remain 

sensitive to the changing needs of researchers and constantly evaluate and adjust their services 

to best support their users. 

Establishing comprehensive data-related support services: It was evident that researchers 

need assistance with data collection and analysis. As a result, it is recommended that 

comprehensive data-related support services be established, including training on effective data 

collection, expert guidance on data analysis, the provision of data search resources, fostering 

of collaboration between researchers and librarians, and ongoing assistance with data 

management tools and guidelines. These recommendations can improve the research process 

and ensure the integrity of study outputs by providing researchers with appropriate assistance 

and tools for good data management. The respondents' request for clarification and guidance 

on best practices for data management and metadata development highlights the importance of 

policies and guidelines customized to the individual needs of researchers and their institutions. 

Finally, respondents' strong preference for transparency and ethical data sharing practices 

emphasizes the importance of open science and data sharing. 

Following some of the challenges indicated by researchers that they were experiencing while 

working with data during research, the study recommends the following:  

Providing training on statistical software usage: Having indicated that they experience 

challenges with analysis of data while using various statistical software, the study recommends 

that the library in conjunction with relevant stakeholders such as the ICT and research 

department should provide or introduce related training which can be delivered in the form of 

workshops or seminars. These training initiatives should be ongoing in order to keep 

researchers up to date when new software and/or tools are released. 
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Training and guidance for data collection instrument development: Regarding challenges 

in development of data collection instruments, the study recommends that training and 

guidance during research process. The library could organise training on development of data 

collection instruments especially for researcher who are at the point of collecting data. This 

could be done alongside the research office and in conjunction with the research supervisors.   

Training on privacy and confidentiality in research data management: With researchers 

having identified privacy and confidentiality issues associated with data as one of the 

challenges faced, this study recommends provision of training to researchers which should 

include instruction on ethical principles and research data management best practice, such as 

obtaining informed consent from participants, anonymizing data, and implementing secure data 

storage and transfer procedures. The library could partner with the National Commission for 

Science, Technology & Innovation (NACOSTI) in providing the training. Having these skills 

will allow researchers to navigate the challenges and adhere to privacy and confidentiality 

concerns in their research practices.  

Identifying centralized repositories for research data: With researchers having a challenge 

in locating datasets, the study recommends that centralized repositories for research data must 

be identified, as well as metadata standards that allow the discovery and reuse of research data.  

Adopting standardized data preservation strategies: In view of challenges related to data 

preservation that researchers face, the study recommends the need to adopt standardized data 

preservation strategies that ensure research data's long-term accessibility and usage. 

Developing data storage systems for various research data types: Furthermore, to overcome 

the challenge of storing data, the study recommends the development and implementation of 

data storage systems that would be suitable for storage of various types of research data. This 

can be accomplished through collaboration among researchers, IT specialists, and data curators 

per institution. As an alternative it may be wise to collaborate across institutions and share the 

costs and resources required to maintain shared infrastructure.  

8.6.2 Infrastructure that supports data literacy initiatives for researchers 

Support for libraries: With the majority of the respondents having indicated that the library 

has a vital role to play in promoting data literacy, the study recommends that universities should 

offer the necessary support to libraries to enhance their capacity to provide high-quality 

resources, infrastructure, and expertise to researchers. The support should help libraries to 
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foster more transparent and reproducible research practices, improve research quality, and 

contribute to knowledge advancement in various fields. 

Improve research data services: In view of inadequate research data services provided by the 

library, according to the findings, the study recommends the need for libraries to focus on 

improving their research data services in order to better assist researchers' data management 

needs. This involves assisting in the development of data management plans, establishing and 

managing institutional data repositories, creating metadata for datasets, and facilitating digital 

data archiving and preservation. For future scholars to be able to easily access and preserve 

research data, libraries should prioritize developing effective and long-term data storage 

infrastructure. Libraries should help in promoting transparent and reproducible research 

processes by strengthening research data services and infrastructure, while also assisting 

researchers in properly managing and protecting their data. 

Considering that researchers identified lack of adequate data literacy-related support services 

from the library throughout the research process in research data management, data publishing 

and sharing, and access to data management tools, this study calls on the improvement of these 

services. Libraries in collaboration with the research office or department, should invest in 

research-related technical infrastructure and forge collaborations with research institutes to 

establish a platform for disseminating training materials and resources. Incorporating data 

literacy training into the research process will improve data management practices, increase 

access to research data, and foster researcher collaboration. Libraries can use digital resources 

to produce interactive training modules and take a proactive approach to marketing their 

services to researchers through targeted marketing efforts. 

Enhance data services: In view of the challenges encountered by librarians while providing 

research data-related services to researchers the study makes the following recommendations; 

First, libraries should develop comprehensive data literacy training programs that cover basic 

ICT skills and the use of data analysis tools to bridge skill gaps among researchers. Secondly, 

there is need for libraries to enhance communication and collaboration with researchers to 

better understand their data-related needs and explore alternative solutions. Thirdly, institutions 

should invest in professional development to enhance librarians' data literacy skills. Finally, 

institutions should strengthen information infrastructure by developing contingency plans for 

internet downtime and advocating for reliable connectivity. These actions will improve the 
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delivery of data-related services, support research projects, and promote data literacy within 

the academic community. 

Provide proper resources and support to data curation experts: Based on the findings, the 

study acknowledged the key role played by both university librarians and research/reference 

librarians in the universities. However, to enhance their role in serving data literacy needs of 

researchers, the study recommends that universities should provide proper resources and 

support to these experts. This way, they will be able to carry out their obligations more 

successfully, such as improving the university's strategic goals, advancing the research agenda, 

and increasing data literacy among students and faculty. Furthermore, universities should think 

about implementing research skills training into their curricula. Collaboration among 

librarians, faculty, and administrators should be encouraged in order to promote a holistic 

approach to data literacy and research support services within the university community. 

Universities can enhance the academic experience and research success of their students and 

researchers by valuing and empowering librarians. 

Establishing research offices: According to the findings, some respondents mentioned the 

lack organisational data infrastructure in their institutions, emphasizing the necessity for 

universities to acknowledge and emphasize the importance of data management. Based on the 

findings it is recommended that universities take proactive steps to build and strengthen their 

organizational structures and setups to support data management and data literacy activities. 

This involves establishing research offices or directorates devoted to providing assistance with 

data-related tasks. Furthermore, universities should engage in improving data management 

knowledge and education among all stakeholders, including senior management. This can be 

accomplished through training programs, conferences, and other public awareness efforts 

emphasizing the value of data literacy in the academic setting.  

Allocate adequate funds: The universities should also allocate adequate funds for training 

costs, infrastructure expenses, and facility and technology expenses related to data literacy 

programs.  Collaboration across essential university departments, such as the research 

department, ICT department, and institutional research office, is critical for data literacy 

programs to succeed. Faculty members who supervise postgraduate students should be actively 

involved in the development and implementation of data literacy programs as stakeholders. By 

developing supporting organizational structures, raising awareness, and fostering cooperation, 

universities can efficiently manage and use research data. 
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Data literacy training and professional development programs for librarians: As an 

addition to developing and filling skills, competencies and knowledge gap in data literacy 

among librarians, the study recommends, that libraries and parent institutions prioritize data 

literacy training and professional development programs for librarians. Collaborating with 

external experts or universities can provide tailored training opportunities to enhance librarians' 

data literacy skills. Additionally, a focus on areas such as data curation, technical data 

management skills, and legal and copyright frameworks can further strengthen librarians' 

ability to support researchers effectively. Continuous support and mentorship programs should 

be implemented to ensure librarians stay updated with evolving data management practices and 

technologies. By investing in the development of librarians' data literacy competencies, 

libraries can position themselves as valuable resources in the era of data-intensive research. 

Development and implementation of comprehensive data literacy-related policies: Even 

though the findings indicated that there were some policies available in support for data 

literacy, the study found out the absence of some key policies that would support the 

implementation of data literacy. The study therefore recommends that universities should 

prioritize the development and implementation of comprehensive policies that promote 

research data management and data literacy. These policies should address a variety of issues, 

such as research data management, ICT infrastructure, staff development, and digital 

preservation. Institutions should engage in developing policies that provide clear guidelines for 

researchers and other stakeholders regarding data handling, storage, access, sharing, and reuse.  

These policies should be consistent with global trends toward open science and open research 

data, with the goal of increasing the availability and accessibility of research data. Furthermore, 

universities should prioritize the development of digital preservation policies to ensure the 

long-term usability of research data. To enhance the effectiveness of these policies, they should 

be assessed, and revised on a regular basis to accommodate evolving needs and challenges in 

the research data landscape. Collaboration among various stakeholders, including researchers, 

librarians, IT departments, and senior management, is critical for the formulation, 

implementation, and enforcement of these policies. The establishment of robust and focused 

data-related policies will improve research integrity, visibility, and collaboration by supporting 

good research data management and data literacy practices. 
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8.6.3 Technical infrastructural readiness for the implementation of data literacy 

training 

According to the findings of the study (see Section 7.5), there is glairing gap in terms of 

technical infrastructure intended to support data literacy. The study recommends that there is 

need to improve the accessibility and availability of ICT infrastructure and resources, such as 

data analysis software such as SPSS and NVIVO, as well as reliable internet connectivity. 

Furthermore, universities need to prioritize the development of specific data management tools 

and platforms to support efficient data collection, manipulation, storage, and sharing. These 

enhancements will help researchers analyse and interpret data more effectively, promote 

seamless collaboration, and boost data literacy skills among library users. To provide the 

required technical infrastructure, the library should work in collaboration with the ICT team as 

well as the university administration.  

8.6.4 Towards developing a data literacy framework 

The ultimate aim of this study was to develop a standardized data literacy framework to 

cultivate a community of data literate researchers at Kenyan universities. Findings from the 

study revealed existing practices in libraries aimed towards providing services to researchers. 

However, respondents indicated that there were needed attention as far as data literacy was 

concerned.  

Developing a data literacy training program framework for researchers in Kenyan universities 

is critical to equipping them with the required skills to manage their data efficiently, engage 

with others, ensure data quality, and make decisions based on evidence. This framework is 

aimed at addressing critical concepts in research data management, identify stakeholders as 

well as key skills that researchers will need to attain.   

The study, first of all identified the need to consider other literacies (information literacy, 

digital literacy and statistical literacy) in the wake of implementing data literacy. With majority 

of the respondents having indicated their lack of knowledge in the three literacies, this study 

recommends that there is a need for comprehensive training in information literacy, digital 

literacy, and statistical literacy for researchers even as they get trained in data literacy. 

Considering these literacies in the data literacy training of researchers can help researchers 

effectively navigate and analyse data, communicate their findings, and enhance research 

productivity. By emphasizing the development of these essential skills, researchers will be 

better equipped to address the challenges they encounter in their research endeavours. 
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Considering what the respondents indicated as areas that should be prioritised in the 

development of a data literacy training program, the study recommends the need for 

stakeholders to be alert to the needs of researchers. Stakeholders should consider developing a 

curriculum that covers each of these key areas in order to establish a comprehensive data 

literacy framework that captures these essential themes. The curriculum should also be 

developed to accommodate learners with varying degrees of data literacy proficiency, ranging 

from novice to advanced users. It should also include digital literacy skills and data processing 

techniques that will assist researchers work efficiently with data. Finally, the framework must 

stress ethical data gathering, sharing, and management procedures, as well as data privacy and 

security issues. 

With the library having largely been identified by respondents as having the capability of 

spearheading the implementation of data literacy in universities, the study, therefore 

recommends that libraries be enabled and supported to pioneer data literacy programs within 

universities. Researchers, university librarians, and research/reference librarians identified 

libraries as having the resources, infrastructure, expertise, and active involvement required to 

foster data literacy among researchers. Universities should provide adequate resources, 

funding, and professional development opportunities for librarians to improve their knowledge 

and abilities in data administration, data analysis, and other data-related fields in order to 

promote the role of libraries in data literacy. Collaboration should be promoted between 

libraries and other major university stakeholders, such as research departments and faculty 

members, to create a holistic and coordinated approach to data literacy programs. Furthermore, 

libraries can use their knowledge of information literacy to create integrated data literacy 

programs that target the specific needs of researchers. This may entail working with faculty to 

incorporate data-related abilities into current courses and partnering with industry stakeholders 

to establish the data literacy competencies needed in the workforce. Recognizing and 

supporting libraries' critical role in developing data literacy, universities may improve their 

scholars' research capacities and outcomes, encouraging a culture of data-driven inquiry and 

innovation. 

In view of respondents’ feedback on various aspects of initially proposed data literacy 

framework as presented in Section 3.4, (see Figure 3.1), the study makes the following 

recommendations:  

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



283 
 

i. Since the respondents indicated that the proposed data literacy framework was 

necessary for implementing, the study took note of their suggestion on areas that need 

improvement. And therefore, the study recommends that the framework be improved 

in specific areas to improve its effectiveness to capture notable areas as suggested by 

respondents, this includes identifying and involving key stakeholders, such as faculty 

members and other relevant university departments, who play an important role in data 

literacy activities. 

ii. In view of the positive input from respondents, it is recommended that the framework 

be further developed and refined for effective implementation. In its development, the 

framework should maintain its well-structured and broad nature, including all the 

fundamentals of data literacy. Furthermore, it is critical to underline the framework's 

relevance to the needs of researchers, particularly faculty members and students. 

In conclusion, this section provides a comprehensive set of recommendations based on the 

major findings of the study regarding data literacy needs, existing organizational infrastructure, 

technical infrastructure readiness, and the development of a data literacy framework in Kenyan 

universities. The recommendations are presented in a systematic order, addressing various 

aspects related to data literacy. 

Regarding data literacy needs of faculty members and postgraduate students, the study 

recommends that libraries should bridge the gap between the services offered and the data 

literacy needs of researchers. This can be achieved by providing support in research data 

management, increasing awareness of data management plans, offering training on metadata 

creation, improving data storage infrastructure, enhancing competences in research data 

management, improving communication about data-related services, and establishing 

comprehensive data-related support services. 

The study emphasizes the role of libraries in promoting data literacy and recommends that 

universities provide necessary support to libraries to enhance their capacity in providing 

resources, infrastructure, and expertise to researchers. Libraries should focus on improving 

research data services, supporting data management needs, developing data literacy training 

programs, enhancing communication and collaboration with researchers, investing in 

professional development for librarians, and strengthening information infrastructure. 

In terms of technical infrastructural readiness, the study suggests improving accessibility and 

availability of ICT infrastructure, data analysis software, and reliable internet connectivity. 

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



284 
 

Universities should prioritize the development of data management tools and platforms to 

support efficient data collection, manipulation, storage, and sharing. 

The study emphasizes the need to develop a standardized data literacy framework to cultivate 

a community of data literate researchers. The framework should consider other literacies such 

as information literacy, digital literacy, and statistical literacy. Stakeholders should develop a 

comprehensive curriculum that covers key areas, accommodate learners with varying degrees 

of data literacy proficiency, and emphasize ethical data practices. Libraries should be enabled 

and supported to pioneer data literacy programs within universities, collaborating with other 

stakeholders and leveraging their expertise in information literacy. 

Finally, the study recommends improving the initially proposed data literacy framework based 

on feedback from respondents. Key areas for improvement include involving key stakeholders 

and refining the framework to align with the needs of researchers. 

Overall, implementing these recommendations can contribute to enhancing data literacy among 

researchers, improving research data management practices, promoting transparency and 

reproducibility in research, and advancing knowledge in various fields at Kenyan universities. 

8.7 Framework discussion  

After carefully integrating research, literature, and evaluating the study's discussion findings, 

the primary recommendation is the adoption of a data literacy framework for the 

implementation of data literacy in Kenyan universities. The initial framework (see Figure 3.1) 

presented in Section 3.4 received favourable reception among the respondents (see Section 

7.2). Changes were incorporated to enhance the preliminary framework and to demonstrate key 

insights from the study's findings, serving as a comprehensive guide for promoting data literacy 

among researchers in universities. The framework's content is primarily derived from the 

outcomes of the study, as outlined in the accompanying Figure 8.1, which serves to demonstrate 

the core process. In addition, an output model was devised to demonstrate the core process but 

also all of the identified outputs associated with the framework (see Figure 8.2).
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Source: Revised version of Figure 3.1 

 

 

 Figure 8- 1: Data literacy framework for Kenyan university libraries – process model 
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Figure 8- 2: Data literacy framework for Kenyan university libraries – output model 
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8.7.1 Stakeholders 

The role of each stakeholder in the development and implementation of the data literacy 

program in universities is key. 

1. Library: The library was identified by respondents as one that would play a central role 

in providing data literacy services. It is perceived to have the resources, technology, 

and staff to meet the data needs of researchers. In this case, would take the lead role of 

coordinating the whole process implementation and execution of data literacy. The 

library staff, particularly data librarians, would be involved in designing the curriculum, 

organizing training sessions, providing guidance and support to researchers and 

students, and managing data-related resources and infrastructure. 

2. Information and Communication Technology (ICT) Department: The ICT department 

is crucial in providing the necessary technical support and infrastructure for data 

literacy services. The department plays a role in ensuring reliable internet connectivity, 

access to data analysis software, and the availability of hardware and software resources 

required for data literacy training and activities. Collaboration between the library and 

the ICT department is essential for the effective implementation. 

3. Research Directorate: The research directorate or research office within the university 

is responsible for overseeing research activities and promoting research excellence. In 

the context of the data literacy program, the research directorate can collaborate with 

the library to incorporate data literacy training into the research process. They can 

provide support in terms of funding, research policy development, and facilitating 

collaborations between researchers and librarians. 

4. Faculty: Faculty members are key stakeholders in the development and implementation 

of the data literacy program. They can contribute to the program by integrating data 

literacy concepts and skills into their respective courses and research projects. Faculty 

members can also play an active role in promoting the importance of data literacy 

among students and supporting their engagement in data-related activities. 

5. National Commission for Science, Technology and Innovation (NACOSTI): 

NACOSTI is a national body in Kenya that is responsible for regulating and promoting 

science, technology, and innovation. In the context of the data literacy program, 

NACOSTI can provide guidance and support in terms of policy development, ethical 

considerations, and compliance with data management standards. They can collaborate 
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with universities and libraries to ensure that the program aligns with national guidelines 

and best practices. 

These stakeholders play interconnected roles in the development and implementation of the 

data literacy program, with the library taking the lead in providing the necessary resources, 

infrastructure, and expertise, while collaborating with the ICT department, research directorate, 

faculty, and external bodies like NACOSTI to ensure standards are attained and maintained. 

The yellow arrow at the top, running all the way from the stakeholders moving towards the end 

of the figure is an indication of the role of the stakeholders throughout. Their role does not only 

end once data literacy program has been developed and implemented, but they have to keep on 

monitoring it to ensure set standards are met.  

8.7.2 Background 

There are three items mentioned in forming the background to justify the development and 

implementation of data literacy. 

1. Research context: The research context refers to the specific environment, challenges, 

and requirements within which researchers conduct their studies. Each research context 

may have unique data-related challenges, such as data collection, data management, 

data analysis, or data sharing. The background should justify the development of the 

data literacy framework by addressing the specific data-related needs and challenges 

present in the research context. The framework should be tailored to address the data 

literacy requirements within this specific context, taking into account the institutional 

culture, research priorities, and resources available. 

2. Research discipline: Research disciplines encompass various fields of study, each with 

its own data characteristics, methodologies, and analytical techniques. The background 

should acknowledge the diversity of research disciplines and highlight the importance 

of discipline-specific data literacy skills. Different disciplines may require specialized 

knowledge and approaches to data management, analysis, and interpretation. The 

development and implementation of the data literacy framework should consider the 

specific needs and requirements of researchers in various disciplines, ensuring that the 

framework caters to the unique data literacy demands of different research domains. 

Research program (M/PhD): In addition to recognizing the importance of the research 

context and research discipline, it's essential to acknowledge the specific considerations 
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brought about by different research programs, particularly those pursued at the Master's 

(M) and Doctoral (PhD) levels. These advanced research programs delve deeply into 

specialized areas of study, demanding a heightened level of data literacy skills due to 

the rigorous nature of their inquiry. 

Master's and PhD research programs are characterized by their emphasis on original 

research, critical analysis, and the production of new knowledge within a particular 

field. As researchers progress through these programs, they engage in complex data-

driven projects, ranging from in-depth explorations to ground-breaking contributions 

that can significantly influence their respective domains. 

Considering the unique challenges posed by these research programs, it becomes 

evident that a data literacy framework must cater to their specific demands. Data 

literacy is not only about understanding basic concepts but also encompasses the ability 

to navigate intricate datasets, apply advanced analytical methods, interpret nuanced 

findings, and effectively communicate complex results to both specialized and broader 

audiences. 

Furthermore, researchers pursuing M and PhD degrees often work independently, 

requiring a heightened level of self-sufficiency in managing, analysing, and interpreting 

data. The data literacy framework should, therefore, empower them with the skills and 

knowledge necessary to make informed decisions throughout the research process, 

from experimental design to final publication. 

By acknowledging the distinctive characteristics of research programs at the M and 

PhD levels, the development and implementation of the data literacy framework can 

foster a learning environment that equips researchers with the capabilities to excel in 

their endeavours. This entails providing resources, training, and support that are attuned 

to the intricate demands of their research journey. 

By including research context, research discipline and research program (M/PhD) in the 

background to justify the development and implementation of data literacy, the study 

acknowledges the significance of addressing the specific needs of researchers within their 

research context and disciplinary frameworks. This approach ensures that the data literacy 

framework is relevant, practical, and tailored to the challenges and requirements faced by 

researchers in their specific fields and institutional contexts. Stakeholders should therefore be 

cognizant of these considerations.  
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8.7.3 Complementary literacies 

In the development and implementation of a data literacy program, three literacies (information 

literacy, digital literacy, and statistical literacy) have been identified as being important.  

1. Information Literacy: Information literacy is the ability to identify, locate, evaluate, and 

effectively use information from various sources. In the context of data literacy, 

information literacy is essential for researchers to access and retrieve relevant data 

sources and research literature. It enables researchers to critically evaluate the quality 

and reliability of data, understand data documentation and metadata, and effectively 

use information to inform their research questions and data analysis. Information 

literacy skills complement data literacy by providing researchers with the necessary 

foundation to navigate the vast amount of information and data available. 

2. Digital Literacy: Digital literacy refers to the skills and knowledge required to 

effectively use digital technologies and tools. In the context of data literacy, digital 

literacy plays a crucial role in accessing, managing, and analysing digital data. Digital 

literacy skills enable researchers to work with data analysis software, database systems, 

data visualization tools, and other digital platforms for data management and analysis. 

Proficiency in digital literacy ensures researchers can effectively manipulate and 

interpret digital data, facilitating their understanding and utilization of research data. 

3. Statistical Literacy: Statistical literacy involves understanding basic statistical 

concepts, reasoning, and interpreting statistical information. In the context of data 

literacy, statistical literacy is vital for researchers to analyse and interpret research data 

accurately. It includes knowledge of statistical techniques, data distributions, data 

sampling, hypothesis testing, and understanding statistical measures such as means, 

standard deviations, and correlations. Statistical literacy enables researchers to make 

informed decisions based on statistical evidence, effectively communicate their 

findings, and ensure the validity and reliability of their research conclusions. 

The link between these three literacies and the successful implementation of data literacy is 

evident. Information literacy ensures researchers can locate and evaluate data sources, digital 

literacy enables researchers to work with digital tools and technologies for data management, 

and statistical literacy equips researchers with the skills to analyse and interpret research data 

accurately. Together, these literacies form a solid foundation for researchers to effectively 
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navigate the data landscape, critically evaluate data, analyse it using appropriate statistical 

techniques, and derive meaningful insights. 

In the development and implementation of the data literacy framework, it is crucial to consider 

these three literacies and integrate them into the training and support provided to researchers. 

By addressing information literacy, digital literacy, and statistical literacy alongside data 

literacy, the framework can equip researchers with a comprehensive set of skills and knowledge 

needed to successfully manage, analyse, and interpret research data in their respective 

disciplines. 

In the process of implementing data literacy initiatives, it is also essential for stakeholders to 

consider whether researchers possess complementary skills, such as Information literacy, 

Digital literacy, and Statistical literacy. The dotted arrows from the "Complementary Skills" 

box to the "Background" box and also from the "Complementary Skills" box to the "Data 

Literacy Competency Development" box indicate that researchers who already possess these 

complementary skills can seamlessly participate in the program. 

On the other hand, researchers who currently lack these complementary skills could still have 

an opportunity to join the data literacy program. Stakeholders should consider introducing and 

incorporating these complementary skills into the program's implementation. This is crucial 

because these skills play a critical role in enhancing the researchers' ability to attain and benefit 

from data literacy skills. 

In summary, the dotted lines in the developed outcomes framework represent the pathways for 

researchers with and without complementary skills to engage in the data literacy initiative. It 

highlights the importance of considering and incorporating complementary skills, such as 

Information literacy, Digital literacy, and Statistical literacy, to ensure a comprehensive and 

effective approach to developing data literate researchers. 

8.7.4 Data literacy competency development 

In view of the reviewed literature and findings of the study, data literacy competency 

development and implementation by universities should consist of the following areas: 

1. Technical competencies 

This competency involves the technical skills required to work with data and manage data-

related tasks. Data organization and management, data privacy and security, and data sharing 
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and collaboration are all technical aspects of data literacy, as they involve handling data, 

ensuring its integrity, and facilitating collaboration in data-related activities. 

Data organization and management: This is about the ability to effectively handle and 

manage research data throughout its lifecycle. Data organization includes practices such as data 

cleaning, formatting, and structuring to ensure data integrity and accessibility. Researchers 

with strong data organization skills can efficiently locate and retrieve data, saving time and 

effort during the research process. Proper data management enhances data quality, 

reproducibility, and the ability to draw meaningful insights from research data. 

Data privacy and security: Data privacy and security are critical aspects of data literacy. 

Researchers must be aware of ethical considerations and legal requirements related to handling 

sensitive and confidential data. Competency in data privacy ensures that researchers protect the 

privacy rights of individuals whose data is collected and adhere to data protection regulations. 

Additionally, understanding data security measures prevents data breaches and unauthorized 

access, safeguarding the integrity and trustworthiness of research data. 

Data sharing and collaboration: Data sharing and collaboration are essential components of 

open science and data-driven research. Data-literate researchers should know how to share 

research data responsibly and ethically. Competency in data sharing enables researchers to 

contribute to the broader scientific community, promote transparency, and encourage 

collaborations and interdisciplinary research. It fosters an environment of knowledge exchange 

and helps advance research in various fields. 

2. Data analysis competencies 

This competency focuses on the skills needed to analyse and interpret research data accurately. 

Data analysis and basic statistics fall under this category as they involve using statistical 

methods to draw insights and conclusions from data. 

Data analysis: Analytical competencies are fundamental for researchers to derive meaningful 

insights from research data. Data-literate researchers possess the skills to apply appropriate 

statistical techniques, data modelling, and data mining methods to analyse data effectively. 

Competency in data analysis empowers researchers to draw valid conclusions, identify 

patterns, and make evidence-based decisions. It ensures the reliability and accuracy of research 

findings and enhances the overall quality of research outputs. 
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Basics statistics: A solid grasp of basic statistics is essential within the realm of data analysis 

competencies. This understanding serves as the foundation for researchers to extract valuable 

insights from their data, enabling them to navigate datasets, identify trends, and formulate 

initial conclusions. Proficiency in these fundamental statistical concepts empowers researchers 

to perform meaningful data analysis, uncovering patterns and relationships within their 

datasets. This analytical prowess contributes to accurate insights and well-informed decisions, 

ultimately enhancing the credibility and impact of research outcomes. When integrated into the 

broader data literacy framework, proficiency in basic statistics complements other 

competencies, creating a comprehensive skill set that equips researchers to excel in data-driven 

endeavours. By cultivating a robust statistical foundation, researchers enhance their ability to 

navigate complex data analysis processes, ensuring the reliability and robustness of their 

research outputs. 

3. Data presentation competencies  

This competency relates to the skills needed to effectively communicate research findings and 

insights derived from data. Data visualization, presentation and dissemination are essential in 

this context, as they enable researchers to present their data in a clear and visually appealing 

manner. Data ethics and governance are also relevant to communication competencies as they 

pertain to the responsible and ethical use of data in research, which is essential for 

communicating research outcomes with integrity. 

Data visualization and presentation: Effective data visualization and presentation skills are 

crucial for researchers to communicate their research findings clearly and compellingly. Data-

literate researchers can use visual elements such as charts, graphs, and infographics to represent 

complex data in a more understandable and impactful manner. Competency in data 

visualization enhances the accessibility of research findings, making them more engaging to 

diverse audiences, including fellow researchers, policymakers, and the general public. 

By developing and implementing these competencies, universities can cultivate a data-literate 

research community. Data-literate researchers possess the skills and knowledge to effectively 

manage, analyse, interpret, and communicate research data, thereby contributing to research 

excellence and the advancement of knowledge. These competencies support data-driven 

research practices, enhance research integrity and reproducibility, and promote collaboration 

and data sharing within the academic community. Moreover, data literacy empowers 

researchers to tackle complex research questions, address societal challenges, and make 
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significant contributions to their respective fields. As the importance of data-driven research 

continues to grow, fostering data literacy among researchers becomes a critical imperative for 

universities.  

8.7.5 Output 1: Research 

The first expected outcome or output of the well developed and implemented data literacy 

program in a university will be on or about research. There are seven different areas related to 

the research output: 

1. Development of relevant training curriculum: The development of a relevant 

training curriculum would be a key aspect considering what the stakeholders will put 

in place as well as in view of the background or context. The development of relevant 

training curriculum will be based on the identification of specific data literacy 

competencies, skills, and knowledge required by researchers. The resulting training 

curriculum will serve as a practical and tailored resource, addressing the unique data 

literacy needs and challenges in the research context. This output will contribute to the 

enhancement of research practices and the promotion of data literacy among 

researchers. 

2. Data literate researchers: The development and implementation of the data literacy 

framework aims to cultivate a community of data-literate researchers. As an output, 

researchers who participate in the data literacy training programs and initiatives will 

acquire the necessary skills, knowledge, and competencies to effectively manage, 

analyse, and interpret research data. They will become proficient in data management 

best practices, data analysis techniques, and data visualization methods. The output of 

data-literate researchers reflects the success of the data literacy program in empowering 

researchers with essential data-related skills. 

3. Increased data management competence: Another research output is the increased 

data management competence among researchers. Through the data literacy training, 

researchers will gain proficiency in data collection, organization, documentation, 

cleaning, and preservation. They will understand the importance of data quality, data 

security, and ethical considerations in research data management. Increased data 

management competence ensures that researchers can handle research data effectively, 

leading to improved research integrity, reproducibility, and the ability to derive 

meaningful insights from their data. 
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4. Improved research discoverability: As a research output, improved research 

discoverability stems from the implementation of data literacy practices. Researchers 

who possess data literacy skills will be more adept at documenting and describing their 

research data, adhering to metadata standards, and utilizing appropriate data 

repositories. This will enhance the discoverability of their research data, making it 

easier for other researchers to locate, access, and potentially reuse the data for further 

research. Improved research discoverability promotes collaboration, transparency, and 

the advancement of knowledge within the research community. 

5. Utilization of data tools and technologies: The successful implementation of the data 

literacy framework will result in researchers effectively utilizing data tools and 

technologies. Researchers will acquire the skills to work with data analysis software, 

data visualization tools, and database systems relevant to their research disciplines. 

They will harness these tools and technologies to analyse, interpret, and present 

research data more effectively, thereby improving the quality and impact of their 

research outputs. The utilization of data tools and technologies enhances research 

capabilities and supports data-driven decision-making. 

6. FAIR data adherence: FAIR data principles emphasize the Findability, Accessibility, 

Interoperability, and Reusability of research data. As a research output, the 

implementation of the data literacy framework would foster adherence to these 

principles among researchers. They will understand the importance of data 

documentation, metadata standards, and data sharing practices that align with FAIR 

principles. Adhering to FAIR data practices improves the accessibility and usability of 

research data, promotes transparency, and facilitates collaboration and knowledge 

exchange within the research community. 

7. Improved research output and impact: Ultimately, the research output and impact of 

researchers will be enhanced as a result of data literacy initiatives. By acquiring data 

literacy skills, researchers will effectively manage, analyse, and interpret their research 

data, leading to higher-quality research outputs. Improved data management practices, 

enhanced research discoverability, utilization of data tools, adherence to FAIR data 

principles, and increased data literacy all contribute to the improvement of research 

output and impact. This, in turn, benefits the researchers, their institutions, and the 

broader academic community. 
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These research outputs demonstrate the positive outcomes of the study's efforts to develop and 

implement a data literacy framework. They indicate the tangible benefits and improvements in 

research practices, data management, and research impact resulting from the cultivation of data 

literacy among researchers. 

8.7.6 Output 2: Infrastructure 

The development and implementation of data literacy in universities will have an 

infrastructural impact in various ways.  

1. Policies and governance: The development and implementation of a data literacy 

framework will contribute to the establishment of policies and governance structures 

related to research data management. These policies will provide guidelines for 

researchers and other stakeholders regarding data handling, storage, access, sharing, 

and reuse. The output of policies and governance ensures a structured and regulated 

approach to data management, protecting the rights of researchers and enhancing the 

integrity and security of research data. 

2. Research ethics and compliance support: The implementation of the data literacy 

framework will have an impact on research ethics and compliance support 

infrastructure. Researchers will receive training on ethical principles and best practices 

in research data management. Researchers will have access to support and resources to 

ensure compliance with ethical standards, such as obtaining informed consent, 

anonymizing data, and implementing secure data storage and transfer procedures. The 

output of research ethics and compliance support infrastructure will strengthen the 

ethical foundations of research, protect human subjects' rights, and ensure data privacy 

and confidentiality. Depending on the discipline, institutions will have in place 

mechanisms and committees in place to attend to different ethical requirements and 

compliance to specific research.  

3. Hardware and equipment: Implementation of data literacy program will require the 

need for appropriate hardware and equipment to support data literacy initiatives. There 

will be need for allocation of resources for acquiring hardware and equipment necessary 

for data literacy training and activities. This will include computers, laptops, data 

storage devices, and other hardware required to effectively manage and analyse 

research data. The output of hardware and equipment infrastructure ensures that 
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researchers have the necessary tools to engage in data-related activities and utilize data 

analysis software effectively. 

4. Data analysis software: The development and implementation of the data literacy 

framework will impact the availability and utilization of data analysis software. For the 

purpose of data analysis and manipulation, universities will have to make for the 

provision of data analysis software that is essential for researchers to conduct data 

analysis and statistical computations. The output of data analysis software 

infrastructure ensures that researchers have access to licensed or open-source software 

tools relevant to their research disciplines. This enables them to perform data analysis 

tasks, draw meaningful insights, and produce reliable research outcomes. 

5. High-speed internet connectivity: In view of the magnitude of data that researchers 

will have to deal with while also envisioning, data reuse and collaborations among 

researchers, there will be need for high-speed internet connectivity in supporting data 

literacy initiatives. This will facilitate access to online resources, data repositories, 

collaborative platforms, and data analysis tools. The output of high-speed internet 

connectivity infrastructure enables researchers to seamlessly access and utilize digital 

resources, engage in data-intensive activities, and stay connected to global research 

networks. 

6. Research data repositories: The availability of research data repositories as part of the 

infrastructure supporting data literacy cannot be overemphasised. These repositories 

provide a secure and accessible platform for researchers to store, share, and preserve 

their research data. The output of research data repositories infrastructure will ensure 

the availability, accessibility, and long-term usability of research data, promoting data 

sharing, collaboration, and reproducibility. 

7. Collaboration agreements and space: The implementation of the data literacy 

framework will impact collaboration agreements and the provision of suitable spaces. 

Fostering collaborations among stakeholders, such as libraries, research departments, 

faculty members, and external organizations will be necessary. Collaboration 

agreements will facilitate the sharing of expertise, resources, and training materials 

related to data literacy. Implementation of data literacy will advocate for dedicated 

spaces, such as data labs or research support centres, where researchers can access data-

related services, receive training, and engage in collaborative activities. The output of 
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collaboration agreements and space infrastructure encourages interdisciplinary 

collaboration, knowledge exchange, and effective utilization of data literacy resources. 

These research outputs on infrastructure demonstrate the impact of the data literacy framework 

on various aspects of research infrastructure. They contribute to the development of a 

supportive and robust infrastructure that facilitates data literacy initiatives and enhances 

research capabilities within institutions.  

8.7.7 Output 3: Librarian 

The development and implementation of data literacy program will be setting in motion the 

development of skills and competences among librarian considered to be key players in the 

success of data literacy. This is because of their interaction with researchers as the findings of 

the study suggest. 

1. Data management: The development and implementation of the data literacy 

framework will contribute to the development of skilled and competent data librarians 

in data management. Through training and professional development programs, 

librarians will acquire expertise in data management practices, including data 

collection, organization, documentation, cleaning, preservation, and sharing. They will 

understand the principles and best practices of data management throughout the 

research data lifecycle. The output of data management skills and competencies in data 

librarians enables them to effectively support researchers in managing their data, 

ensuring its quality, integrity, and accessibility. 

2. Data curation: Data curation is the process of organizing, describing, and preserving 

research data for long-term usability and accessibility. In the context of the study, the 

development of a data literacy framework will lead to the development of skilled data 

librarians in data curation. Librarians will gain knowledge and skills in metadata 

creation, data documentation, data formatting, and data preservation techniques. They 

will understand the importance of data provenance, metadata standards, and quality 

control. The output of data curation skills and competencies in data librarians ensures 

they can effectively curate and maintain research data, enabling its discoverability, 

usability, and long-term preservation. 

3. Data discovery: Data discovery refers to the process of locating and accessing relevant 

research data. Skilled data librarians will possess expertise in data discovery techniques 

and tools. They will be proficient in data search strategies, database querying, and 
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metadata-driven search methods. Librarians will understand the importance of data 

documentation, metadata standards, and indexing practices for facilitating data 

discovery. The output of data discovery skills and competencies in data librarians 

enables them to assist researchers in finding and accessing the most relevant research 

data for their projects, saving time and effort in data exploration. 

4. Technical skills: Skilled and competent data librarians will possess technical skills 

required to work with data tools, software, and platforms. They will acquire proficiency 

in data analysis software, database systems, data visualization tools, and other technical 

resources relevant to data management and analysis. Librarians will understand data 

formats, data manipulation techniques, and technical considerations in data handling. 

The output of technical skills in data librarians ensures they can provide technical 

support to researchers in utilizing data tools, troubleshooting technical issues, and 

optimizing data management workflows. 

By developing and implementing the data literacy framework, librarians will acquire these 

skills and competencies through training, professional development programs, and hands-on 

experience. The output of skilled and competent data librarians in data management, data 

curation, data discovery, and technical skills supports their role as valuable resources for 

researchers. They can effectively assist researchers in navigating the complexities of research 

data, provide guidance on best practices, and contribute to the successful management and 

utilization of data in research projects. Skilled data librarians play a crucial role in fostering 

data literacy among researchers, enhancing research outcomes, and promoting data-driven 

inquiry. 

In conclusion, the development and implementation of a data literacy framework in universities 

will have a significant and far-reaching impact on various aspects of the research ecosystem. 

The comprehensive framework, guided by the study's findings, addresses key areas of data 

literacy competency development, stakeholder engagement, and infrastructure enhancement. 

The involvement of key stakeholders, such as the library, information and communication 

technology (ICT) department, research directorate, faculty, and the National Commission for 

Science, Technology, and Innovation (NACOSTI), ensures a collaborative and coordinated 

effort in promoting data literacy. The role of the library, in particular, is pivotal, as it leads the 

coordination of data literacy services, leverages its resources and technology, and supports 

researchers in their data-related endeavours. The incorporation of complementary literacies, 
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such as information literacy, digital literacy, and statistical literacy, further strengthens the data 

literacy program. These literacies provide researchers with the essential skills to navigate 

information resources, work effectively with digital tools, and conduct accurate data analysis, 

all of which are integral to successful data literacy practices. 

The research outputs of the data literacy framework encompass the development of relevant 

training curriculum, data-literate researchers, increased data management competence, 

improved research discoverability, utilization of data tools and technologies, adherence to 

FAIR data principles, and improved research output and impact. These outputs highlight the 

positive outcomes of the program, demonstrating how researchers' skills, research practices, 

and collaboration are enhanced through data literacy initiatives. The impact on infrastructure 

emphasizes the importance of establishing policies and governance, supporting research ethics 

and compliance, providing essential hardware and equipment, ensuring access to data analysis 

software and high-speed internet connectivity, establishing research data repositories, and 

fostering collaboration agreements and dedicated spaces. These infrastructure enhancements 

create an enabling environment for researchers to engage in data literacy activities effectively 

and contribute to research excellence. Finally, the development of skilled and competent data 

librarians serves as a key output of the data literacy program. Data librarians play a critical role 

in supporting researchers' data management needs, promoting data curation and discovery, and 

offering technical assistance in data tools and technologies. 

Overall, the data literacy framework will transform the research landscape in Kenyan 

universities, equipping researchers with essential skills, fostering data-driven decision-making, 

and ultimately contributing to the advancement of knowledge and research impact. Through 

collaboration among stakeholders and the cultivation of a data-literate community, the data 

literacy program will position universities at the forefront of data-enabled research and 

innovation. 

8.8 Recommendations for further research 

The study also makes some further recommendations for further study based on the findings: 

1. Assessing the impact of enhanced data literacy support: Research is needed to assess 

the impact of implementing data literacy support in selected private university libraries 

in Kenya. The objectives of this study are to assess whether the interventions were 

effective in improving data literacy, improving data management practices, and 

improving the quality and impact of research outcomes. 
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2. Investigating barriers to implementing data management plans (DMPs): 

Investigate barriers to DMP uptake and implementation among Kenyan university 

researchers. This research can look deeper into issues including institutional support, 

understanding, and skill in data management procedures, as well as offer solutions to 

overcome these barriers and promote the broad usage of DMPs. 

3. Evaluating the effectiveness of metadata training programs: Conduct a study to 

determine the efficacy of metadata training programs offered by libraries in increasing 

researchers' knowledge and understanding of metadata development. The purpose of 

this study is to examine the impact of metadata training on data management practices, 

data sharing, and data reuse, as well as the best methods for teaching and training 

metadata. 

4. Qualitative research, to clarify some of the quantitative research results, will add 

value: An investigation into the current practices would explain how researchers 

manage when the library does not provide enough support. 

These areas of further study can contribute to the existing body of knowledge on data literacy, 

research data management, and library support in the Kenyan context, and provide insights for 

future improvements and interventions in supporting researchers and promoting effective data 

management practices. 

8.9 Limitations of the study 

Although this study was successful, it did encounter certain limitations throughout its process. 

Initially, the researcher planned to incorporate six private universities into the study population. 

However, one university's management declined to grant permission for data collection, even 

after receiving all the necessary supporting documents. 

While efforts were made to analyze the current literature relevant to the study's focus on data 

literacy in the setting of selected private university libraries in Kenya, it is vital to recognize a 

challenge caused by a lack of the most recent relevant literature. Despite the application of 

strategies for searching and extensive study of academic resources, current research addressing 

specific nuances and developing trends in data literacy within the examined context were 

scarce. As a result, the reliance on older sources may have limited the depth of study of current 

advances and changing perspectives on the subject. The above limitation highlights the need 

for further studies to bridge the gap between known knowledge and current practices, thereby 

improving the robustness and currency of Kenyan data literacy training. 
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8.10 Summary 

The major findings of the study shed light on crucial insights that can guide the development 

of effective data literacy initiatives. It revealed a gap between researchers' data literacy needs 

and the services provided by libraries. To bridge this gap, libraries should enhance their support 

for data creation, processing, analysis, and preservation services. Additionally, researchers 

expressed limited competence in various areas of research data management, highlighting the 

need for comprehensive training programs covering all stages of the research data life cycle. 

The study identified varying levels of organizational infrastructure supporting data literacy 

initiatives within selected private university libraries. For successful data literacy 

implementation, universities should invest in resources and support for librarians to play a more 

active role in promoting data literacy and research support services. Furthermore, the 

development of policies addressing data management, ICT infrastructure, staff development, 

and digital preservation is essential. 

In terms of technical infrastructure readiness, the study revealed that some areas were 

inadequate, emphasizing the need for improved accessibility and availability of ICT 

infrastructure, data analysis software, and reliable internet connectivity. 

The study's success culminated in the development of a comprehensive data literacy framework 

encompassing essential elements such as data organization and management, data analysis and 

statistics, data visualization and presentation, data sharing and collaboration, data ethics and 

governance, and data privacy and security. This framework, once implemented, holds the 

potential to enhance researchers' data literacy skills and contribute to the advancement of open 

science and research quality in Kenyan universities. 

Based on the findings, the study offers valuable recommendations to address the identified gaps 

and challenges. Libraries are urged to improve their data-related services, offer training on 

metadata creation and data management, and collaborate with stakeholders to provide technical 

resources. Universities should prioritize the development of policies supporting research data 

management and data literacy, while also investing in technical infrastructure and providing 

training opportunities for librarians. Strengthening data literacy among researchers will require 

collaboration among various stakeholders, and the adoption of policies and infrastructure in 

line with global trends towards open science and open research data. 

In conclusion, this study has successfully explored the feasibility of offering standardized data 

literacy services at selected private university libraries in Kenya. Through a pragmatic research 
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paradigm and a mixed-method approach, the study addressed its objectives by thoroughly 

examining the data literacy landscape in the target universities. 

This study presented significant insights into the data literacy needs and challenges faced by 

researchers in Kenyan universities. By implementing the recommended actions and adopting 

the developed data literacy framework, libraries and academic institutions in Kenya can better 

support researchers in managing research data, promoting open science practices, and 

enhancing the overall quality and impact of research outcomes. Ultimately, the successful 

implementation of standardized data literacy services in private university libraries can pave 

the way for increased research excellence, innovation, and positive societal impact in Kenya's 

academic community.  
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APPENDICES 

Appendix I: Online Questionnaire for Researchers (PhD Students and Faculty) 

You are kindly invited to participate in this research which aims to inform the development of 

data literacy support services in academic libraries in Kenya. This invitation is based on your 

capacity as a researcher (Faculty/Postgraduate student). Your participation will require that you 

complete this questionnaire. You will also be required to express your opinion regarding a 

proposed data literacy framework.  

As a participant, you are assured that there are no known risks if you accept to participate, nor 

are there any cost implications that you will incur for participating in the study. The information 

you provide will help to inform the development of data literacy support services framework 

to be used in academic libraries in Kenya. The title of the study is: The feasibility of offering 

standardised data literacy services at selected private university libraries in Kenya.  

If you have any questions about this study, you may contact me (the PI) or my supervisors 

through the contact detail provided below: 

Principal Investigator  

Agava Stanislaus 

agavastanislaus1759@gmail.c

om   

Phone: +254722935932  

Supervisor 

Dr MJ van Deventer 

Vandeventer.martha@up.ac.z

a 

+2782 924 6650 

Co-Supervisor 

Prof JTD Bothma 

Theo.Bothma@up.ac.za  

Department: Information Science, University of Pretoria 

Your anonymity as a respondent is guaranteed. You are not required to share any information 

that could be traced back to you. From the data collected, no one will be able to identify you. 

All data collected will be reported in aggregated format. Furthermore, no information provided 

when completing the questionnaire will in any way affect or influence your present or future 

status as a researcher. 

Your participation in this study is voluntary. You have the right to withdraw your approval to 

participate at any moment after consenting and without giving a reason. Withdrawing from this 

study will have no impact on your relationship with the researcher, neither will it attract any 

penalty.  

Filling the questionnaire will take a time range of between 30-40 minutes, depending on the 

depth of your responses. 
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Consent 

I have read and I do understand the provided information about this study. I understand that 

my participation in this study is voluntary and that I am free to withdraw at any time, without 

giving a reason and without any penalty. 

If you voluntarily agree to participate, click here: YES Continue to questionnaire 

If you do not wish to participate, please click here: NO Link to: Thank you very much for 

your time and support. 

 

Section One: Biographical Information  

1. a) Please indicate the capacity in which you are completing this questionnaire: 

PhD 

student/Candidate 

[  ] 

Faculty member [  ] 

   

Section Two: Research Data Management (RDM) 

Definition: RDM entails the (a) creation, (b) processing, (c) analysis, (organisation), the (d) 

preservation (storage), and publication of research data in order to improve its sharing, (e) 

accessibility, and (f) re-use. 

2. The following indicates procedures in the research data management cycle. Please 

select only the areas within which the library has assisted you, or has provided you with 

advisory services (select those that apply using “X”)  

a. The library has assisted me in data creation in the following ways:  

Preparing a data management plan [  ] 

Selecting data formats [  ] 

Planning consent for data sharing [  ] 

Locating existing data [  ] 

Collecting data [  ] 

Data capturing [  ] 
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Other 

(Please mention below) 

 

[  ] 

None of the above [  ] 

b. The library has assisted me in data processing in these aspects:  

Data entry  [  ] 

Data translation  [  ] 

Data transcription  [  ] 

Data validation      [  ] 

Data cleaning  [  ] 

Data anonymisation [  ] 

Data description  [  ] 

Other 

(Please mention below) 

 

[  ] 

None of the above [  ] 

c. The library has assisted me in data analysis in these aspects:  

Data interpretation [  ] 

Production of research output [  ] 

Author publications [  ] 

Data visualisation [  ] 

Preparation of data documentation [  ] 

Other 

(Please mention below) 

 

[  ] 

None of the above [  ] 
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d. The library has assisted me in the preservation of data in:  

Migrating data to appropriate formats [  ] 

Data back-up and storage [  ] 

Metadata creation [  ] 

Data archiving in an open access 

repository 

[  ] 

Data publication in the University’s 

institutional repository 

[  ] 

Data publication in disciplinary 

repository 

[  ] 

Other 

(Please mention below) 

 

 

[  ] 

None of the above [  ] 

 

e. The library has assisted me in enhancing access to my data through:  

Data sharing [  ] 

Data control [  ] 

Copyright establishment [  ] 

Data promotion [  ] 

Creating a reference for citing my data  [  ] 

Other 

(Please mention below) 

 

[  ] 

None of the above [  ] 
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3. Have you ever created a data management plan (DMP) (a document that provides 

details on how your data will be stored, accessed, secured, shared, re-used) for your 

research?  

Yes [  ]  

No [  ]  

Not sure [  ]  

 

Please comment on your choice 

…………………………………………………………………………………………

…………………………………………………………………………………………

………………………………………………………………………………………… 

4. Have you ever created any metadata (descriptors such as author, subject etc.) in your 

research process?  

Yes [  ]  

No [  ]  

Not sure [  ]  

 

Please comment on your choice 

…………………………………………………………………………………………

…………………………………………………………………………………………

………………………………………………………………………………………… 

5. Where do you normally store your research data? (Select all of those that apply)  

Library server [  ] 

PC hard drive [  ] 

USB stick [  ] 

Portable hard drive [  ] 

My laptop [  ] 

Cloud storage [  ] 

External servers [  ] 

Other (specify) [  ] 
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Section Three: Data management competence 

6. Rate your competence (knowledge/skills/abilities) in the following areas? 

 No 

Competence 

Little 

Competence 

Somewhat 

Competent 

Very 

Competent 

Not 

Applicable 

Data planning [  ] [  ] [  ] [  ] [  ] 

Data collection [  ] [  ] [  ] [  ] [  ] 

Data processing [  ] [  ] [  ] [  ] [  ] 

Data analysis [  ] [  ] [  ] [  ] [  ] 

Data preservation [  ] [  ] [  ] [  ] [  ] 

Data 

sharing/publishing 

[  ] [  ] [  ] [  ] [  ] 

Data re-use [  ] [  ] [  ] [  ] [  ] 

FAIR data [  ] [  ] [  ] [  ] [  ] 

Ethical collection 

of data 

[  ] [  ] [  ] [  ] [  ] 

Section Four: Research process  

7. The following statements indicate ways through which the library can offer data 

literacy-related support to researchers throughout the research process. Please select the 

option that is the most appropriate answer in relation to the statement. The options are 

‘Agree, ‘Disagree’ and ‘Not sure’  

 Statements Agree Disagree Not sure 

Managing data 
 

a.  My library has guides on research data 

management 

[  ] [  ] [  ] 

b.  My library has made available training 

modules on research data management 

[  ] [  ] [  ] 

c.  My library hosts data management 

training events.  

[  ] [  ] [  ] 

Data publishing and sharing 
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a. I am aware of open data as a publishing 

option 

[  ] [  ] [  ] 

b. The library provides guides on data 

publishing 

[  ] [  ] [  ] 

c. The library provides advice on copyright 

issues related to data publishing 

[  ] [  ] [  ] 

Tools 
 

a. The library provides data analysis tools [  ] [  ] [  ] 

b. The library provides tools for online 

collaboration among researchers 

[  ] [  ] [  ] 

c. I have access to ‘ready to use’ Data 

Management Plans 

[  ] [  ] [  ] 

 

Section Five: Importance of data literacy  

(Data literacy is the ability to read, understand, create, and communicate data. It focuses on 

the competencies involved in working with data.) 

8. What, in your opinion, is the importance of data literacy?  

................................................................................................................................................

................................................................................................................................................ 

……………………………………………………………………………………………… 

 

9. Indicate your level of agreement with the following statements. 

Statement Strongly 

agree 

Agree Neither 

agree nor 

disagree 

Disagree Strongly 

disagree 

I am familiar with open data 

requirements 

[  ] [  ] [  ] [  ] [  ] 

I am familiar with FAIR data [  ] [  ] [  ] [  ] [  ] 
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I am comfortable to share my 

research data with others 

[  ] [  ] [  ] [  ] [  ] 

I am willing to share my research 

data with others 

[  ] [  ] [  ] [  ] [  ] 

I would like to store my research 

datasets beyond the lifetime of the 

project 

[  ] [  ] [  ] [  ] [  ] 

Academic libraries should have 

templates for Data Management 

Plans 

[  ] [  ] [  ] [  ] [  ] 

I understand that participants 

should be made aware that data 

collected from them will be shared 

with others 

[  ] [  ] [  ] [  ] [  ] 

Academic libraries should provide 

a template with an embedded 

metadata set for uploading data into 

a repository 

[  ] [  ] [  ] [  ] [  ] 

 

 

Section Six: Research data management challenges  

10. I face the following challenges while working with data during research (select all that 

apply) 

Challenges  

Developing an appropriate data management plan [  ] 

Developing data collection instruments [  ] 

Processing collected data [  ] 

 
 
 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



350 
 

Analysing data using various statistical software [  ] 

Storing data [  ] 

Preserving data [  ] 

Creating metadata [  ] 

Locating datasets [  ] 

Privacy and confidentiality issues associated with data  [  ] 

Others (please specify all that are applicable in the textbox below) 

 

[  ] 

 

Section Seven: Data literacy framework 

In view of the framework for successful data literacy training (Refer back to the document that 

was send to you by email): 

11.      Are you familiar with any of the listed literacies (select all that apply)? 

Information literacy [  ] 

Statistical literacy [  ] 

Digital literacy [  ] 

None of these literacies [  ] 

 

12. What are some of the key areas in research data management that you think should be 

prioritised in the development of a data literacy training program? 

…………………………………………………………………………………………

…………………………………………………………………………………………

…………………………………………………………………………………………

…………………………………………………………………………………………

……………………  

13. Do you think the library has a role to play in promoting data literacy among researchers? 

Yes [  ]  

No [  ]  
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Not sure [  ]  

 

Please comment on your choice 

…………………………………………………………………………………………

…………………………………………………………………………………………

………………………………………………………………………………………… 

14.  What is it that does not make sense to you when you look at the proposed framework 

for successful data literacy training? 

 

 

15. What do you like about the framework? 

 

 

16. What gaps could you identify in the framework? 

 

 

17. Given a chance, what would you exclude from the framework? 

 

 

18. Kindly give any other comment you have about the attached data literacy framework.  
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Appendix II: Interview Guide for University Librarians 

Thank you for agreeing to participate in this research which aims to inform the development 

of data literacy support services in academic libraries in Kenya.  

As a reminder: This invitation is based on your capacity as the university librarian. Your 

participation will require that you respond to the interview questions in this schedule. As a 

participant, you are assured that there are no known risks if you accept to participate, nor are 

there any cost implications that you will incur for participating in the study. The information 

you provide will help to inform the development of a data literacy support services framework 

to be used in academic libraries in Kenya. The title of the study is: The feasibility of offering 

standardised data literacy services at selected private university libraries in Kenya.  

If you have any questions about this study, you may contact me (the PI) or my supervisors. Our 

contact details are on the consent form. My supervisors are: 

Supervisor 

Dr MJ van Deventer 

Vandeventer.martha@up.ac.z

a 

+2782 924 6650 

Co-Supervisor 

Prof JTD Bothma 

Theo.Bothma@up.ac.za  

Department: Information Science, University of Pretoria 

Your anonymity as a respondent is guaranteed. You are not required to share any information 

that could be traced back to you. From the data collected, no one will be able to identify you. 

All data collected will be reported in aggregated format. Furthermore, no information provided 

during the interview will in any way affect or influence your present or future status as a 

researcher. 

Your participation in this study is voluntary. You have the right to withdraw your approval to 

participate at any moment after consenting and without giving a reason. Withdrawing from this 

study will have no impact on your relationship with the researcher, neither will it attract any 

penalty. The interview will take a time range of between 40 - 60 minutes, depending on the 

depth of your responses. 

I would like to record the interview. The recording will be used to create accurate notes for the 

interview. The recording will be destroyed once the thesis has been examined.  

When you sign the consent form, you are indicating that you have read and understand the 

detail provided above and that you agree to take part.  

Thank you very much for your time and support.  
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Do you have any questions before we start the interview? 

Note:  

All interviewees will receive the interview schedule one week before the day of the interview. 

This is to allow the responded time to familiarise him-/herself with the interview questions.  
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Interview questions 

1. Tell me about your role and how long you have been in your position as a University 

Librarian at this university.  

a. What are the main responsibilities in your role?  

b. What does your job entail?  

c. Explain a normal day in your life as a university librarian. 

2. Which of the following research data services are provided by your library? 

The interviewer will tick the services that the interviewee confirms are provided by the 

library 

a. Helping researchers with creating data management plans [ ] 

b. Creation and management of institutional data repositories [ ] 

c. Providing tools for data mining and visualization [ ] 

d. Training researchers on data management activities [ ] 

e. Guidance on institutional policies [ ] 

f. Helping with the creation of metadata for data sets [ ] 

g. Assistance with intellectual property and privacy issues surrounding 

research data [ ] 

h. Digital data archiving and preservation [ ] 

i. Others (please specify) 

........................................................................................ 

j. None of the items listed [ ] 

3. As an institution offering postgraduate research, which of the following policies that 

support research data services are already in place? The interviewer will tick policies 

confirmed by the interviewee. 

a. Research policy [ ]  

b. Research Data Management policy [ ] 

c. ICT policy [ ]  

d. Staff development policy [ ] 

e. Open access policy [ ]  

f. Digital preservation policy [ ] 

g. Others (please specify) ............................................................................... 

h. None of the items listed [ ] 

4. How does the organisational structure and arrangement in your university support data 

management and data literacy for researchers?  
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a. What are some of the organisational structures that are in place in your 

institution that are aimed at spearheading data literacy? 

b. How is data management a key component in the organisational structure of 

your university? 

c. What do you foresee as some of the cost implications of implementing a data 

literacy programme? 

d. Other than the library, who else do you think should be involved in data literacy 

programme activities? 

5. What level of attention does your university give to research and related services? 

a. How is research captured in the strategic plan of the university? 

b. How are researchers recognised at your university? 

c. How are research activities funded in your university?  

6. Please explain the ICT infrastructure that has been provided, to researchers, by the 

university to enable data collection, data manipulation and data sharing? 

a. Does the university have a data repository? If not, does it provide access to any 

national data repository? Please explain. 

b. What do researchers currently do when they have to share their data with 

external research partners? 

7. What are your views about the library spearheading the data literacy program in your 

university? 

Could you explain why you feel that way? 

8. How are you addressing data literacy training needs and services within your library? 

 

9. What are your thoughts regarding the ‘research data’ skills levels among librarians at 

your university? 

a. How well equipped, do you think, are the current set of librarians when you 

consider the skills and knowledge necessary to offer data literacy training? 

Please explain your point of view. 

b. If they are not ready to train researchers: what can be done to enhance their 

skills and knowledge in data literacy to take up the role of data literacy experts? 

c. If they are ready to assist: please explain the process you went through to get 

to the appropriate level of proficiency. 
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10. Please refer to the “Explanation of the study” document. When considering the 

proposed data literacy framework please respond to the following questions: 

a. What does not make sense to you? 

b. What do you like about the framework? 

c. What gaps could you identify in the framework? 

d. What would you like to remove? 

11. In view of the proposed framework (refer to the “Explanation of the study” document), 

what would be your response if you were requested to collaborate in the development 

of a single data literacy curriculum that would provide standardised data literacy 

training to all Kenyan researchers - similar to what was done with information literacy? 

If positive: 

a. What are some of the key components that should be included in the data 

literacy curriculum? 

b. Which roles do you think the library should play in the development and 

implementation of data literacy? 

c. Other than the library who are some of the other stakeholders that would play 

a key role in the development and implementation of a data literacy program 

and what would this role be? 

d. What factors within your organisation can be the enablers for the emergence of 

this role in data literacy?  

12. Do you have any other information, related to data literacy, that you think will be of 

use to this study? 
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Appendix III: Interview guide for research/reference librarians 

Thank you for agreeing to participate in this research which aims to inform the development 

of data literacy support services in academic libraries in Kenya.  

As a reminder: This invitation is based on your capacity as a research/reference librarian. Your 

participation will require that you respond to the interview questions in this schedule. As a 

participant, you are assured that there are no known risks if you accept to participate, nor are 

there any cost implications that you will incur for participating in the study. The information 

you provide will help to inform the development of a data literacy support services framework 

to be used in academic libraries in Kenya. The title of the study is: The feasibility of offering 

standardised data literacy services at selected private university libraries in Kenya.  

If you have any questions about this study, you may contact me (the PI) or my supervisors. Our 

contact details are on the consent form. My supervisors are: 

Supervisor 

Dr MJ van Deventer 

Vandeventer.martha@up.ac.z

a 

+2782 924 6650 

Co-Supervisor 

Prof JTD Bothma 

Theo.Bothma@up.ac.za  

Department: Information Science, University of Pretoria 

Your anonymity as a respondent is guaranteed. You are not required to share any information 

that could be traced back to you. From the data collected, no one will be able to identify you. 

All data collected will be reported in aggregated format. Furthermore, no information provided 

during the interview will in any way affect or influence your present or future status as a 

researcher. 

Your participation in this study is voluntary. You have the right to withdraw your approval to 

participate at any moment after consenting and without giving a reason. Withdrawing from this 

study will have no impact on your relationship with the researcher, neither will it attract any 

penalty. The interview will take a time range of between 40 - 60 minutes, depending on the 

depth of your responses. 

I would like to record the interview. The recording will be used to create accurate notes for the 

interview. The recording will be destroyed once the thesis has been examined.  

When you sign the consent form, you are indicating that you have read and understand the 

detail provided above and that you agree to take part.  

Thank you very much for your time and support.  
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Do you have any questions before we start the interview? 

Note:  

All interviewees will receive the interview schedule one week before the day of the interview. 

This is to allow the responded time to familiarise him-/herself with the interview questions.   
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Interview questions 

1. Tell me about your current role and how long you have been in your position as a 

research/reference librarian in this university.  

For example: 

a. What are the main responsibilities in your role?  

b. What does your job entail?  

c. Briefly describe your academic qualifications in relation to your roles as a 

research/reference librarian 

d. Explain a normal day in your life as a research librarian. 

2. Which of the following research data services are provided by your library? 

The interviewer will tick the services that the interviewee confirms that they are 

provided by the library 

a. Helping researchers with creating data management plans [ ] 

b. Creation and management of institutional data repositories [ ] 

c. Providing tools for data mining and visualization [ ] 

d. Training researchers on data management activities [ ] 

e. Guidance on institutional policies [ ] 

f. Helping with the creation of metadata for data sets [ ] 

g. Assistance with intellectual property and privacy issues surrounding 

research data [ ] 

h. Digital data archiving and preservation [ ] 

i. Others (please specify) 

........................................................................................ 

j. None of the items listed [ ] 

 

3. What are some of the most common research data services sought by researchers in 

your university? 

4. As a research/reference librarian would you consider yourself as having skills and 

competency in the following areas as related to research data management?  

The interviewer will tick skills and competencies confirmed by the interviewee 

a. Development of data management plans [ ] 

b. Data curation [ ]  

c. Technical skills in data management [ ] 

d. Research methodologies [ ]  
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e. The Research lifecycle [ ] 

f. Data description and documentation [ ]  

g. Institutional repository management [ ] 

h. Open access initiatives [ ]  

i. Legal and copyright frameworks [ ] 

j. Others (please specify).........................................................................................  

k. None of the items listed [ ] 

5. As a research/reference librarian what would you consider as gaps in your knowledge 

base and skills (technical and non-technical) in relation to your current roles and duties 

of serving researchers? 

6. As an institution offering research data management services, which of the following 

policies are in place that support research data services? The interviewer will tick 

policies confirmed by the interviewee. 

a. Research policy [ ]  

b. RDM policy [ ] 

c. ICT policy [ ]  

d. Staff development policy [ ] 

e. Open access policy [ ]  

f. Preservation policies [ ] 

g. Others (please specify) ............................................................................... 

h. None of the items listed [ ] 

7. Which of the following training interventions are offered to researchers by the library? 

The interviewer will tick trainings confirmed by the interviewee. 

a. Research data management [ ]  

b. Statistical data analysis tools [ ]  

c. Research data publication [ ] 

d. Ethics considerations in research [ ] 

e. Research metrics and impact [ ]  

f. Data visualization [ ] 

g. Data archiving [ ] 

h. Others (please specify) ............................................................................... 

i. None of the items listed [ ] 
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8. What are your views about the library spearheading the data literacy program in your 

university? 

Could you explain why you feel that way? 

 

9. To what extent do librarians already work with researchers at your university?  

 

10. What challenges do you face when providing research data-related services to 

researchers? 

 

11. You were provided with a copy of the “Explanation of the study” document. Please 

have a look at the proposed data literacy framework and consider the following: 

a. What does not make sense to you? 

b. What do you like about the framework? 

c. What gaps could you identify in the framework? 

d. What would you like to remove? 

 

12. In view of the proposed framework (provided in the “Explanation of the study” 

document), what would be your response if you were requested to collaborate in the 

development of a single data literacy curriculum that would provide standardised data 

literacy training to all researchers in Kenya -similar to what was done with information 

literacy?  

If positive: 

a. What are some of the key components that should be included in the data 

literacy curriculum? 

b. Which roles do you think the library should play in the development and 

implementation of data literacy? 

c. Other than the library who are some of the other stakeholders that would play 

a key role in the development and implementation of a data literacy program 

and what would this role be? 

d. What factors within your organisation can be the enablers for the emergence of 

this role in data literacy?  

13. Do you have any other information related to data literacy that you think will be of use 

to this study? 
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Appendix IV: University of Pretoria ethical approval 
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Appendix V: NACOSTI research permit 
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Appendix VI: Catholic University of Eastern Africa 
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Appendix VII: United States International University 
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Appendix IX: African International University 
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Appendix X: Adventist University of Africa 
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Appendix XI: Daystar University 
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