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ABSTRACT: A transient state-space nonlinear model is devel-
oped for a natural gas system fed from multiple gas wellheads. The
dynamic models are developed by making use of the spectral
element method for pipeline spatial discretization. Wellhead
models are integrated into the pipeline models by making use of
suitable boundary conditions based on the characteristic
compatibility method. The models are validated against a large
scale natural gas well production network. The validation shows
that the model has a good prediction performance based on a low
normalized root-mean-square error of at most 5.08% and a high
Pearson correlation coefficient with measured plant data of at least
0.94. The good prediction response of the developed transient models makes them suitable for use in model-based optimal control
of natural gas well production networks. The resulting dynamic model can be easily adapted to a gas network of any configuration
due to its modular form.

■ INTRODUCTION
Natural gas is an energy source that has a higher efficiency
compared to coal and oil. It also releases less harmful products
when burnt.1 Therefore, it has the potential to play an
important role in the decarbonization of a coal based
economies such as South Africa, Poland, India, and China
where 90%,2 72%,3 71%,3 and 60%,4 respectively, of electricity
is generated from coal. The importance of using natural gas as
an intermediary energy source has been recognized by the
industrial sector which aims to use natural gas in its transition
to net-zero emissions.5,6

The main control objectives in a natural gas supply and
distribution network are meeting consumer gas demand while
maintaining the supply header pressure within predefined
operating limits. If the customer demand is not met, then the
header pressure will reduce below a low specification limit and
affect the performance of customer equipment, such as gas
fired heaters. If the header pressure increases above a safe limit,
then safety systems will trip the supply of gas from the natural
gas wells, resulting in financial losses. Constraints on the flow
rate of gas from natural gas wells result in an additional control
requirement. A flow rate that is too high can result in water
coning and delivering an undesired amount of water to the
processing facility.7 A low flow rate can result in liquid loading,
which occurs when the gas velocity is too low to carry
condensate or liquids with the gas stream. The liquid was
allowed to accumulate in the wellbore. If the accumulation
problem is not rectified, then production from the well may
stop, and the well will be abandoned.8 Therefore, the flow rate

from each well has to be controlled between the predefined
low and high flow limits.
A natural gas well production network is typically a multiple-

input, multiple-output (MIMO) system with multiple wells
feeding a header that supplies multiple consumers. The
production network is highly interactive as a change in a
single gas flow from one well affects the network pressure,
thereby affecting the flow of gas from all other wells in the
network simultaneously, as flow controllers are not acting on
the valves to maintain a constant flow. The constraint on the
gas flows from the wells makes this a constrained MIMO
system that can be effectively controlled using a model based
control method such as model predictive control (MPC).9

Since MPC requires a dynamic model of the process to be
controlled, this paper investigates the development of such a
model for a natural gas well production network. The resulting
model is in a form that is suitable for process control
applications and validated by using industrial process data.
The natural gas system model consists of a model of the

deliverability of each gas well1,10 and a model of the natural gas
pipeline network. Various authors have considered steady-state
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models of gas pipeline networks for the purposes of steady-
state optimization.11−14 Such models are suitable for
production planning purposes but cannot be used for control
applications as they do not capture the transient behavior of
the gas network. Considerable work has been done on
developing transient models of gas pipeline networks. The
transient models are composed of hyperbolic partial differential
equations, which increases the complexity of the model
development problem. The hyperbolic partial differential
equations can be solved for the network pressure and flow
transients by making use of finite difference methods,15−17

finite volume methods (FVM),18 finite element methods
(FEM),19,20 the method of characteristics (MOC),18,21 and
spectral element methods (SEM).22−24

Su et al.25 developed a linearized transient model of a
pipeline network by making use of the finite difference method
for spatial discretization. The resulting model accuracy was
evaluated by comparing its performance against those of
previous models and simulation software. The linearization,
however, can result in model errors that can negatively affect
the performance of model based controllers during large
disturbance conditions. A numerically stable method of
treating boundary conditions was also not included in the
study. Kessal17 made use of an explicit finite difference method
for time and spatial discretization in order to model slow
transients in a gas pipeline. Chaczykowski and Zarodkiewicz15

developed a pipe network model by making use of an implicit
finite difference method in both time and space. Koo18 made
use of an implicit finite volume method and an implicit MOC
approach to solve the hyperbolic differential equations.
However, implicit methods are not ideal for model based
control applications due to the time required to recursively
solve the resulting difference equations. Bermu ́dez and
Shabani19 make use of FEM to model a gas pipeline network.
This method has advantages over finite difference methods as
it has a higher accuracy and allows for the use of larger step
spatial and time discretization steps while maintaining
numerical stability.19

The SEM combines the versatility of finite difference
methods and the accuracy of the FEM by implementing a
spectral method on a spatially discretized section of the
pipeline. The work in Mennemann et al.23 made use of the
SEM to develop a dynamic model of a pipeline for an
incompressible fluid while the work in Wiid et al.24 extended
this model to a compressible fluid with non-constant values for
the compressibility factor, molecular weight, gas viscosity, and
pipe friction factor. This method is ideal for use in control
applications as it results in an explicit state-space model that
can be solved with low computational complexity.23 By way of
example, an industrial gas pipeline plant is modeled and
validated by Wiid et al.,24 and the subsequent model is used as
part of a model based control strategy.26

This paper extends on the work in Wiid et al.24 to include a
model of the natural gas wells feeding the pipeline. The
dynamic model is validated against online industrial plant
data.24,27−31 The novelty in this study is the implementation of
SEM to a large number of interconnected pipelines and the
subsequent development of suitable boundary conditions for
gas wells, choke valves, and consumers with the aim of
obtaining an overall numerically stable gas network model.

■ SINGLE GAS PIPELINE DYNAMIC MODEL
DEVELOPMENT

This section presents the governing equations for gas flow in a
single pipeline and provides definitions of the natural gas
properties required in the models. The nomenclature used in
the model development is given in Table 1.

Single Pipeline Gas Flow Governing Equations. Gas
flow dynamics in a gas pipeline is governed by a continuity (eq
1) and momentum (eq 2).32 These equations are
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where ρ is the gas density, P is the gas pressure, u is the gas
velocity, t is the time instant, z is the position along the
pipeline, and f is the pipe friction factor. Equations 1 and 2 can
be converted into equations based on mass flow rate and
pressure instead of density and velocity. This conversion is
required because online density measurements for gas streams
are not readily available in process plants. The conversion is
based on the ideal gas (eq 3) and the velocity to mass flow rate
conversion (eq 4). These equations are

=PM ZRTw (3)
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The continuity and momentum equations with mass flow rate
and pressure as the conserved variables are
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c
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q
z
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Table 1. Nomenclature

symbol description units

A Pipe cross sectional area m2

Cv Choke valve flow coefficient
Cw Well deliverability coefficient
D Pipe internal diameter m
f Pipe friction factor
l Choke valve open command
L Pipe length m
Mw Gas molar weight kg/mol
P Pressure Pa
PC Critical pressure Pa
Pe Reservoir pressure Pa
PTH Well tubing head pressure Pa
q Gas flow rate kg/s
R Gas constant m3 Pa Kmol−1

Re Reynolds number
T Temperature K
TC Critical temperature K
u Gas velocity m/s
Z Gas compressibility factor
ρ Gas density kg/m3

ρC Critical gas density kg/m3

η Gas viscosity Pa.s
ϵ Pipe roughness m
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where

=c
ZRT
Mw (7)

is the speed of sound in the gas medium.
The third term in the momentum in eq 2 is assumed to be

negligible when converting eq 2 to eq 6. This assumption is
valid because the gas flow velocities are much lower than the
speed of sound c.32 The gas temperature T is assumed constant
along the pipeline as the gas pipes are buried and insulated
pipelines with a small difference of at most 20 °C between the
gas and ambient temperature. In addition, there are no
compressors in the network, which could result in temperature
changes. It should be noted that eqs 5 and 6 are only applicable
for gas flow in one direction and do not account for reverse
flow. However, the one directional flow model is valid as the
network being considered in the study is a production network,
where reverse flow is prevented in the system design even
under abnormal conditions.
Spatial Discretization Using Spectral Element Meth-

od.Weak Formulation of the Pipeline Model. SEM is used to
discretize each pipeline in the network. It is applied by first
writing eqs 1 and 2 in conservative matrix form as
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Equation 8 can be converted into the form
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.
SEM makes use of a weak formulation of the differential

equation shown in eq 9, which is used to calculate an estimate
of the spatial solution. A class of test functions v are chosen in
order to implement the estimate as an integral of weighted
residuals.33 Therefore, the weak formulation is implemented by
multiplying eq 9 by the test functions v and then integrating
over the spatial domain [0, L]. The weak formulation is given
by23
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Applying integration by parts on eq 10 results in
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where * = [ * * ]F F Fz t z t z t( , ) ( , ), ( , ) T
1 2 is the flux evaluated at

spatial location z and time t.
Spatial Discretization. The spatial domain Ω = [0, L] is

divided into M elements Zm such that

=
=

Z
m

M
m

1 (12)

where = [ ]Z z z,m m m1 for m = 1, 2, ..., M − 1, M. The element
edges satisfy = < < < < =z z z z L0 ... M M0 1 1 .23 The spectral
method is applied to solve the integrals in eq 11 by
approximating the solution as a sum of elemental basis
functions.
Elemental Basis Functions. The spectral method makes use

of the characteristic Lagrange polynomials as elemental basis
functions. The characteristic Lagrange polynomials of degree
Nm in the reference domain Ω̂ = [−1, 1] are given by22
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for i = 0, 1, ..., Nm and ε ∈ Ω̂. The form of the characteristic
Lagrange polynomials in eq 13 is called the Barycentric form
and is more numerically stable as compared to the standard
form.22 The points or nodes ε0, ε1, ..., εNdm

are the Legendre−
Gauss−Lobatto (LGL) nodes and are calculated as the zeros of

P(1 ) N
2

m
where PN dm

is the characteristic Legendre
polynomial of order Nm and PNm

is the first derivative of the
characteristic Legendre polynomial with respect to ε.
The elemental basis functions can be mapped from the

reference domain Ω̂ to the spatial element domain by making
use of the transform
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The transformation in eq 15 is used to define the elemental
basis function in the spatial domain [ ]z z z,m m1 as22,23
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Global Basis Functions. The element basis functions are
combined to create global basis functions ϕj(z) which are
continuous over the spatial interval z ∈ [0, L] for j = 1, 2, ...
∑Nm + 1. Element basis function i in element m corresponds
to global basis function j = (Nm − 1)(m − 1) + i. In forming
global basis function j, element basis function i in domain m is
extended to cover the domain of the global basis function as
described below
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Special consideration has to be taken for the case when i = 0
and i = Nm in order to ensure that the global basis function is
smooth. The element basis functions for these cases are
converted into global basis functions by joining element basis
functions φ0

m+1 and N
m

m
as22
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Solution Approximation using Global Basis Functions. A
polynomial approximation of the solution of eq 11 based on
the global basis functions defined earlier is given by
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The nonlinear term Θ(P, q) in eq 9 is approximated as
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Weak Formulation Solution. The SEM used in this study is
a Galerkin method. This is a spectral method in which the
form of the basis functions are the same as the test functions.33

Therefore, the test functions are given by ϕi(z).
The weak formulation in eq 11 is solved by substituting the

polynomial approximations of P(z, t), q(z, t), and Θ(z, t) into
eq 11. ϕi(z) is substituted in place of the test functions. The
weak formulation for eq 11 is therefore
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Equations 22 and 23 can be written in matrix form by
defining

=S z
z

z
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( )
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where Si,j is the stiffness matrix value for test function i and
node j, and M( )x i j, is the mass matrix value for test function i
and node j. The row position in the matrices is i and the
column position is j. The resulting matrix form of the weak
formulation solution is23
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Mass and Stiffness Matrix Calculation. The solution of the

mass and stiffness matrices is based on the quadrature formula
of Canuto et al.,33 such that
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where wj is the integration weight. For the LGL nodes, the
integration weights are calculated by
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The quadrature formula can be transformed from the reference
domain Ω̂ to the spatial domain by making use of transform eq
15. The resulting quadrature formula is
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(h) is assumed in each element. Therefore, the elements of the
mass and stiffness matrices are
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The derivative of the test function in eq 32 is calculated by22
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where
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Boundary Conditions. The choice of boundary conditions
for the hyperbolic system shown in eq 9 can have a large
influence on the stability of the solution. A stable method of
enforcing boundary conditions is the characteristic compati-
bility method (CCM).22 The CCM method is implemented by
first writing eq 9 in compact form as

+ + =
t z

fU A U U( ) 0
(35)

where U is a vector containing the physical variables of flow
rate and pressure. U is converted into characteristic variables Z
that travels in only one wave direction by

=Z W U1 (36)

where W is the eigenvector matrix of parameter A in eq 35.
The CCM method is implemented at each boundary by

expressing the incoming characteristic variables at the
boundary in terms of the outgoing characteristic variables
and boundary data. Variables used in the boundary condition
calculations are listed in Figure 1. The boundary condition at

the pipe inlet (z = 0) is given by gL(0, t) and the boundary
condition at the pipe outlet (z = L) is given by gR(L, t). Z−(0,
t) is the characteristic variable propagated from the pipe
interior toward the pipe inlet boundary, while Z+(0, t) is the
characteristic variable propagated from the inlet boundary
toward the pipe interior. Z−(L, t) is the characteristic variable
propagated from the pipe outlet boundary toward the pipe
interior, while Z+(L, t) is the characteristic variable propagated
from the pipe interior toward the pipe outlet boundary.
Boundary Condition Implementation at Pipe Inlet.

Boundary conditions at the pipe inlet are written in terms of
the physical and characteristic variables as
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and BL is a matrix that relates the boundary constraint gL(0, t)
to the physical variables U. The expression for the incoming

characteristic (Z+) at the inlet boundary can be derived from
eq 39 resulting in
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Since Z−(0, t) is the characteristic variable that is propagated
from the interior, it can be expressed as
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Boundary Condition Implementation at Pipe Outlet.
Boundary conditions at the pipe outlet are written in terms
of the physical and characteristic variables as
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=L t L tC Z g( , ) ( , )R R (46)

+ =+ + L t L t L tC Z C Z g( , ) ( , ) ( , )R R R (47)

where
=C B WR R R (48)

and BR is a matrix that relates the boundary constraint gR(L, t)
to the physical variables U.
The expression for the incoming characteristic (Z−) at the

outlet boundary is given by

= ++L t L t tZ S Z Z( , ) ( , ) ( )R R (49)

where

= +S C C( ) ( )R R R
1 (50)

=t tZ C g( ) ( ) ( )R R R
1

(51)

Since Z+(L, t) is the characteristic variable that is propagated
from the interior, it can be expressed as
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Application of the CCM Method to Calculate
Boundary Conditions. The CCM method is used to
calculate the values of F*(0, t) and F*(L, t) in eq 11 as
shown below.

* = =
= ++ + +

t t t

t t

F AU W Z

W Z W Z

(0, ) (0, ) (0, )

(0, ) (0, ) (53)

* = =
= ++ + +

L t L t L t

L t L t

F AU W Z

W Z W Z

( , ) ( , ) ( , )

( , ) ( , ) (54)

The expression for the incoming characteristic at the inlet
boundary is substituted into eq 53 resulting in

* = + ++ + + +t t tF W S W Z W Z(0, ) ( ) (0, ) ( )L L
(55)

Similarly, the expression for the incoming characteristic at the
outlet boundary is substituted into eq 54 resulting in

Figure 1. Variables used in calculating boundary conditions where the
left-hand side is the inlet and the right-hand side is the outlet of the
pipe.
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* = + ++ + +L t L t tF W W S Z W Z( , ) ( ) ( , ) ( )R R
(56)

where Z−(0, t) and Z+(L, t) are given by eqs 44 and 52,
respectively.
Estimation of Single Pipeline Model Unknown

Parameters. The unknown parameters in the single pipeline
model are the gas compressibility factor (Z) and the pipeline
friction factor ( f). The pipeline model parameters are
calculated from first-principles using the equations described
in this section. The gas molar weight (Mw) is assumed to be
constant and is known over the entire gas field. It should be
noted that the developed model is independent of the network
operating conditions due to all pipeline model parameters
being calculated from first-principles instead of being estimated
from operating data.
Gas Compressibility Factor. The compressibility factor (Z)

is calculated by making use of the following explicit
correlation34,35

=
+ +

+
Z

DP Y Y Y
DP EY FY Y

(1 )
( )(1 )

Pr

Pr
G

2 3

2 3 (57)

where

=
+

Y
DPPr

a A
C

A B
C

2 2

3

Parameters A, B, C, D, E, F, and G are functions of the pseudo-
reduced temperature and pressure. Expressions for these
parameters can be found in Kareem et al.35

The pseudo-reduced pressure (PPr) and temperature (TPr) in
eq 57 are given by =PPr

P
PC

and =TPr
T
TC

where PC is the

pseudo-critical pressure and TC is the pseudo-critical temper-
ature. The pseudo-critical temperature and pressures are
calculated based knowledge of the gas composition. PC is
given by

=P yPC
i

i Ci
(58)

where yi is the mole fraction of the i-th component in the gas
and PCi is the critical pressure of the i-th component. Similarly
TC is given by

=T yTC
i

i Ci
(59)

The equation is valid for 0.2 < PPr < 15 and 1.15 < TPr < 3 and
was chosen for its low complexity and low estimation error in
this range.
Coefficient of Friction. The friction factor is calculated

using correlation36,37

i
k
jjjjj

y
{
zzzzz= +

f
Re

D
2.51/ 1.1513
( / ) 2.3026 log

2

(60)

where

=
+

+
Re D Re

D6.0173
(0.07( / ) )

/
3.710.885 0.109 (61)

where Re is the Reynolds number and ϵ is the pipe roughness.
The Reynolds number is calculated by

=Re
uL

(62)

where μ is the dynamic viscosity and is calculated as
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where constants B, θ, Ak, Ab, and α are defined in Yang et al.38

The correlation in eq 60 is recommended by Zeghadnia et
al.36 after comparisons with other explicit friction factor
coefficient correlation methods.

■ GAS WELL DELIVERABILITY MODEL
A typical gas well is shown in Figure 2. The gas from the
reservoir flows into the well driven by the differential pressure

between reservoir Pe and pressure in the well outlet PTH. The
gas flow can be modeled by,1,10

=q C P P( )w e TH
n2 2 (64)

where q is the rate of inflow of gas from the reservoir to the
wellbore and n is a factor that is used to capture deviation of
the well performance from the performance estimated from
Darcy’s law.1 This value has to be estimated for each well
based on measured data. Parameter Cw is used to capture the
pressure drop from the reservoir to the wellbore and is mainly
affected by the reservoir permeability.1

■ CHOKE VALVE MODEL
The gas flow from a well is controlled by making use of a choke
valve. This is a specialized valve designed for harsh conditions
experienced in wellheads. Although detailed nonlinear models
of gas flow through choke valves are available,39,40 a simplified
model as defined in ANSI/ISA-75.01.0141 will be used in this
study. This model is given by

=q C P
P P

P M T Zv TH
TH

TH w TH

0

(65)

where P0 is the choke valve outlet pressure, Z is the choke
valve inlet gas compressibility. The valve coefficient Cv will be
approximated as a third order polynomial given by42

= + +C k l k l k lv 1
3

2
2

3 (66)

where l is the fractional valve lift command.

■ NATURAL GAS SUPPLY AND DISTRIBUTION
NETWORK DESCRIPTION

The natural gas supply and distribution network that will be
considered in this study are shown in Figure 3. This network is
made up of 12 natural gas wells that feed into one header. The
wells produce gas that is mainly composed of methane

Figure 2. Typical gas well.
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(>90%). The gas compositions in these wells are as shown in
Loegering and Milkov43 for the Pande field. The main control
objective in the network is to meet the consumer gas demands.
Therefore, the consumer battery limit pressure (P35) is an
important controlled variable (CV) as it is an indication of the
gas demand (q35) being met. The consumer gas demand (q35)
acts as a disturbance variable (DV) for the network. The
manipulated variables (MVs) are the choke valve commands
(li) of each well. The MVs are adjusted in order to set the gas
flow rate (qi) from each well (CVs) in an attempt to meet the
gas demands. The network has a high limit on the network
pressure (P8) for safety considerations. This variable is also a
CV in the network. All MVs, CVs and DVs in the network are
shown in Figure 3.

■ NATURAL GAS NETWORK MODEL DEVELOPMENT
The gas distribution network model is developed from a state-
space model of each pipeline in the network. These models are
combined through appropriate junction properties and
boundary conditions in order to obtain an overall system
state-space model.
Junction Properties Used to Combine Individual

Pipeline State-Space Models. The first junction property
used to combine individual pipeline models is the assumption
that all pressures at a junction are equal:

=P PJ i n, 1, (67)

where PJ,i is the outlet pressure of the i-th pipeline connected
to the junction and P1,n is the inlet pressure of the n-th pipeline
connected to the junction.
The second property is the conservation of mass at each

junction described by

=q q
i

J
n

n,1 1,
(68)

where qJ,i is the outlet flow of the i-th pipeline connected to the
junction and q1,n is the inlet flow of the n-th pipeline connected
to the junction.
Boundary Conditions for Individual Pipeline Models.

Three types of distribution network pipelines are considered in
defining pipeline boundary conditions. These are as follow:

• Pipelines connected to a gas well choke valve

• Pipelines connected to a junction

• Pipelines connecting consumers to a header

Applicable boundary conditions for these pipeline types are
defined in the sections that follow.
Pipelines Connected to a Gas Well Choke Valve. The

boundary conditions for pipelines connected to a gas well
through a choke valve are the pipeline inlet pressure P0(t) and
outlet pressure PL(t). The boundary conditions are therefore
defined as

= =t t P tB U g(0, ) ( ) ( )L L 0 (69)

= =t t P tB U g(0, ) ( ) ( )LR R (70)

Applying the CCM method to these boundary conditions
results in
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Figure 3. Industrial natural gas supply and distribution network considered in study showing MVs in red, CVs in blue, and DVs in orange. It should
be noted that pipelines of negligible length are not assigned line numbers, e.g., pipe from Well 22 to Line 13.
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where PL(t) is an input from the downstream pipeline and
P0(t) is calculated by making use of the gas well deliverability
model eq 64 and choke valve model eq 65. Application of eqs
64 and 65 results in the equation for the inlet pressure being
given by
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where the flux value of flow q1*(t) is obtained from eq 71 and is
used in the calculation instead of the nodal flow q1(t) as
recommended by Mennemann et al.23 for improved numerical
stability of the model. Equation 73 is solved recursively for the
boundary pressure P0(t).
It can be shown that equation f(P0) is a monotonically

decreasing function by calculating f
P0
. Additionally it can be

shown that the function result is positive for P0 given by

=P P
c
A

q0 1 1

It can also be shown that the resulting solution is negative for
P0 given by

= +P P
c
A

q c
c
A

Pw e
n

0 1 1
2 w

These two opposite signed solutions combined with the
monotonic nature of the function form numerically convergent
initial values for a Newton−Raphson recursive solution.
Pipelines Connected to a Junction. The inlet boundary

condition for pipelines connected to a junction is set as the
pipe inlet flow rate q0(t). This flow will be calculated by
making use of the conservation of mass at the junction. The
outlet boundary condition shall be set as the pipeline outlet
pressure which is determined by downstream pipelines. The
boundary conditions are therefore defined as

= =t t q tB U g(0, ) ( ) ( )L L 0 (74)

= =t t P tB U g(0, ) ( ) ( )LR R (75)

Applying the CCM method to these boundary conditions
results in
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Pipelines Connecting Consumers to a Header. The inlet
boundary condition for pipelines connecting a header to the
consumer is set as the inlet flow. This flow was calculated by
making use of the conservation of mass at the header. The
outlet boundary condition for this pipeline is the demand for
the flow from the consumer. Therefore, the boundary
conditions are given by

= =t t q tB U g(0, ) ( ) ( )L L 0 (78)

= =t t q tB U g(0, ) ( ) ( )LR R (79)

Applying the CCM method to these boundary conditions
results in
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■ MODEL PARAMETER ESTIMATION
The unknown model parameters in the gas well deliverability
model and choke valve model were estimated from steady-state
plant operating data. Due to the nonlinear nature of these
models, operating data that represent typical operating
conditions have to be used in order to obtain a model that
accurately captures the system response around the typical
operating conditions.
Well Deliverability Model Parameter Estimation. The

unknown parameters in the well deliverability model were
obtained by making use of a mean square error estimation
method
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where q̂ is given by eq 64, q is the measured gas flow rate from
the well, and N is the total number of measurements. It should
be noted that in eq 64 the reservoir pressure Pe is known and
assumed constant.
Choke Valve Model Parameter Estimation. The

unknown parameters in the choke valve models are also
calculated by making use of a mean square error estimator. The
estimator used for each well choke valve is given by
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where q̂ is given by eq 65 and q is the measured gas flow rate
through the valve.
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■ SPECTRAL AND TEMPORAL DISCRETIZATION
PARAMETER SETTINGS

Important parameters in the individual pipeline models are the
number of spectral elements (M) and the spectral polynomial
order (N) for each pipeline. These values determine the spatial
discretization length for each pipeline. A constraint is placed
on the time discretization step size and spatial discretization
length or number of nodes (J) based on the Courant−
Friedrichs−Lewy (CFL) condition.23

The system under consideration has different length
pipelines. The shortest pipe element (pipeline no. 7 in Table
2) was used to determine the time discretization step. For this

element, the time discretization was chosen to be 0.5 s, which
resulted in a stable model for N = 2 and M = 1. For all other
pipelines, the values of N and M were estimated by increasing
them until oscillation errors occurred at a fixed time step size
of 0.5 s. The values of N and M obtained using this method are
shown in Table 2.

■ MODEL VALIDATION RESULTS
Plant data was collected for the industrial gas supply and
distribution system shown in Figure 3 in order to validate the
model developed for the system. Data for modeling and
validation was collected over a time period where the system
was identified to be at steady-state at time t = 0. A steady-state
approximation of the models for each pipeline was used to
estimate the initial state vectors of the state-space models.
The collected modeling and validation data includes the

consumer demand flow rate (q35), consumer battery limit
pressure (P35), gas network header pressure (P8), well tubing
head pressures, choke valve outlet pressures, flow rates from
each well, and well choke valve command signals. Two
modeling data sets were collected. The first data set is steady-
state discontinuous data that was manually selected over a
period of 8 months in order to develop the steady-state choke
valve and steady-state well deliverability models. Periods where
the well choke valves were being actuated where selected from
the 8 month period and combined to create the steady-state
modeling data set. The second modeling data set is dynamic
data that was collected over a continuous period of 197 h. The
validation data was collected over a continuous period of 120 h
and was chosen to be separate from the dynamic and steady-
state modeling data periods.

The normalized DV data (q35) used in the model validation,
as shown in Figure 4, indicate that the chosen data validation

period allows for the evaluation of the model prediction
performance in the face of DV changes. The choke valve
commands over this period are shown in Figure 5 and relate to
the MVs in Figure 3.

The developed model was used to predict the values of all
CVs over the validation period as a pure simulation; i.e., no
state or parameter updates were performed over the entire
simulation period. The model prediction results over the
validation data period for the CVs are shown in Figures 6−14.
Variables shown in the figures relate to the CVs shown in
Figure 3.
Figure 6 shows that the model is able to accurately predict

the header pressure and consumer battery limit pressure in the
presence of MV and DV changes. The simulation results in
Figures 7−10 show that the model can accurately predict the
gas supply pressures from each well. The simulation results in
Figures 11−14 also show that the developed model can
accurately predict the gas flow rates from the wells. Figure 4
demonstrates the ability of the model to accurately capture the
system dynamics, as a dynamic lag can be observed between
q34 and the consumer demand (q35).
Table 3 evaluates the accuracy of the developed models

according to the Pearson correlation coefficients y y( ( , ))
between the plant measurements (y) and model predictions

Table 2. Spatial Discretization Settings

pipeline no. N M L (m)

1 2 3 4480
2 2 2 2260
3 2 2 2960
4 2 2 4430
5 2 3 5200
6 3 3 4720
7 2 1 1400
8 3 4 5970
9 2 2 3900
10 2 4 3700
12 2 4 4300
13 3 4 9000
14 6 11 44800
15 2 4 3520

Figure 4. Consumer demand measurements over model validation
period.

Figure 5. Well choke valve command measurements (normalized)
over the model validation period.
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y( ), as well as the normalized root-mean-square errors
(NRMSE) for all CVs. The Pearson correlation coefficients
for all CVs are greater than 0.94, which indicates the model is
able to accurately capture the directionality of all CV
movements. Table 3 shows that the pressure prediction
NRMSE is less than 4.35%, while the flow rate prediction
NRMSE is less than 5.08%. The low NRMSE values show that
the model has good CV prediction performance.
The pressure prediction results in Figures 6−10 show a

prediction error at time t = 12 h. This corresponds to a model
response to a large change in consumer demand. The pressure

Figure 6. Model validation results for P8 and P35.

Figure 7. Model validation results for P1, P2, P4 and P6.

Figure 8. Model validation results P9 and P10.

Figure 9. Model validation results P13, P36, P14 and P16.

Figure 10. Model validation results for P20 and P22.

Figure 11. Model validation results for q1, q2, q4 and q6.
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prediction results in Figure 9 also show a steady-state
prediction error after time t = 50 h. The main source of
these errors is uncertainties in the choke valve models caused
by the scarcity of step test data required to develop accurate
models. Model−plant mismatch is always present and can be
mitigated, as measurement feedback will be able to correct for
the error in control applications.
The low correlation coefficient and NRMSE of the model

predictions show that the model can be used for model based
control applications. The developed model can also be used to
investigate different model based control strategies for natural

gas production networks in order to determine the most
optimal control system schemes in terms of network pressure
stability while maintaining operating constraints at each well.

■ CONCLUSIONS
In this study, SEM was used to develop a model of an
industrial natural gas system comprising multiple gas wells and
pipelines feeding one consumer. The developed model was
shown to produce accurate predictions of the flow rates from
each well in the presence of choke valves and consumer
demand changes. The developed model was shown to produce
an accurate prediction of the consumer battery limit pressure
and pressures at the well outlets. The good prediction
performance and state-space model form show that the
model can be used for model based control applications.
In terms of future work, the developed model can be used to

analyze the sensitivity of the model to model parameters such
as compressibility, gas composition, temperature, and viscosity
in an attempt to simplify the model for reduced computational
complexity. A model based controller can be implemented in
order to demonstrate the benefit of implementing a model
based controller on a natural gas well production network. The
model can also be used to evaluate the effect of linearizing the
model on the performance of a model based controller. Finally,
gas composition tracking can be added to model the scenario
where gas from reservoirs with different characteristics are
mixed.
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