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ABSTRACT Social media platforms play a significant role in analyzing customer perceptions of financial
products and services in today’s culture. These platforms facilitate the immediate and in-depth sharing of
thoughts and experiences, offering valuable insights into consumer behaviour. Any customer looking for
such a service would surf the internet for reviews and ratings before making a decision, which usually
influences their ultimate pick. Feedback and suggestions from friends, family, and coworkers improve
customer experiences. Customer reviews play a crucial role in shaping the reputation and profitability of
businesses and products offered by financial institutions, often serving as the final assessment of quality and
satisfaction during decision-making. Therefore, it is paramount for decision-makers to carefully evaluate
customer feedback and understand the sentiment expressed in a given piece of text, which could lead
to equity trading, and credit market assessment, and offer invaluable insights that boost the financial
performance of the institution. Previous research has used human-annotated text, such as lexicon-based
methods, to train machine learning models for sentiment analysis, but the approach did not capture the full
range of structure and semantic relationships in natural language. Therefore, our research aims to develop
a more comprehensive and accurate sentiment analysis model using advanced natural language processing
techniques that could answer questions on various subjects and tasks. To do this, we first crawled customer
reviews on Hellopeter, a popular review site, and financial data on the top five financial institutions listed
on the Johannesburg Stock Exchange (JSE) in South Africa. After that, we used OpenAI’s ChatGPT as a
zero-short learning model to generate human-like annotation tools for different sentiment tasks. The OpenAI
ChatGPT feature vector was subsequently fed into BERT, BiLSTM, and a SoftMax function to detect and
identify the sentiment of a given sentence. Lastly, we use feature vectors with oversampling methods to
address the imbalanced data dilemma and visualise the contribution features of the given piece of text for
the customer reviewers. The experiments demonstrated that the method performed as well as or better than
the latest and most effective methods on the tested datasets, yielding comparable results. When OpenAI’s
ChatGPT was combined with pre-trained BERT and BiLSTM models, it did better overall, with an average
score of 98.9%, an F1-measure of 97.7%, and an AUC of 91.90% when oversampling was used. The
traditional lexicon-based model got an 86.68% score using SVM and logistic regression and an AUC of
91.90%. The study shows the exceptional performance of OpenAI ChatGPT in detecting the emotional tone
or polarity of a given sentence in a customer review, which helps with annotation and understanding the
sentiment analysis of an event and how it influences decisions and outcomes. In conclusion, these results
underscore the significant advantages of incorporating customer sentiment analysis into financial analysis
and decision-making processes as a valuable tool for understanding and prioritizing customer needs and
preferences.
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I. INTRODUCTION
The growing usage of social media has resulted in a world
saturated with devices and cellphones. With a simple tap on
a screen, we can now communicate our ideas, emotions, and
experiences in real time. Getting information is as simple as
utilizing a smartphone with an internet connection, which is
constantly within reach. Reading books, listening to music,
taking pictures, watching films, playing games, generating
and editing documents, and receiving medical advice are all
options available on smart communication devices. Regard-
less of where we are, we can communicate with friends,
family, coworkers, and millions of other people. When it
comes to what we can accomplish with our communication
gadgets, the options are limitless. For example, we use social
media to remain up-to-date on current events, voice our
perspectives, and exchange information with others around
the world. Platforms such as Instagram, Facebook, Twitter
(now incorporated as X1), Yelp,2 and Fibre Tiger3 have
enabled a larger audience to participate in these by posting
their experiences, making recommendations, and influencing
purchasing preferences through virtual communities. As a
result, social media platforms have become indispensable
parts of our daily lives by transforming the manner in which
we communicate and interact with others.

Customer reviews on the Internet and social media, also
known as electronic word-of-mouth (eWOM), are essential to
modern marketing strategies. eWOM has significantly influ-
enced consumer purchasing decisions. This involves address-
ing negative feedback promptly and professionally, as well
as thanking customers for positive reviews. Consumers can
rate and comment on various products and services on social
media platforms. This activity has significantly impacted
consumer purchasing decisions and assisted businesses in
upholding a positive brand value. Establishing a robust online
presence and reputation is crucial for businesses in the current
digital era, as it directly influences informed purchasing
decisions. For example, consumers often use social media to
gather opinions on relocation, online purchases, and service
delivery. They consider user ratings and financial institution
charges to make informed decisions, such as fees and interest
rates. Information collected from social media can greatly
influence consumer choices. According to a report in [1],
79% of businesses adhere to customer testimonials on social
media, which is a great way to build credibility and trust
followers while increasing the likelihood that prospective
clients or customers will use the service of a real estate agent
to find a house, open an account to purchase a particular
product from the company, or invest in their services
or products [2]. In South Africa, for instance, customers use

1https://twitter.com/?lang=en
2https://www.yelp.com/
3https://www.fibretiger.co.za/

Hellopeter4 [3], a leading online review platform that facil-
itates consumer-business connections, allowing open com-
munication, feedback experiences from previous users, and
the discovery of exceptional enterprises, such as top financial
institutions listed on the Johannesburg Stock Exchange
(JSE),5 where details of their interactions or contact with
businesses are either good, bad, or average. These pieces
of feedback significantly influence their financial decisions,
as they democratize marketing, increase people-centric
engagement, and enhance transparency with the abundance
of data that can be harnessed to make informed marketing
decisions [4]. Furthermore, by utilizing this data, companies
can better tailor their marketing strategies to meet the needs
and preferences of their target audience. Trends and consumer
preferences can shift almost overnight, and social media
platforms are uniquely positioned to help businesses adapt
swiftly to these changes. However, because social media text
lacks structure, machine learning algorithms (MLAs) face
difficulty accurately interpreting context, tone, and sentiment,
making it hard to analyze and derive valuable insights. Addi-
tionally, these results can be misclassified due to biased and
unreliable labelling of text or customer reviews. Improving
sentiment analysis (SA) and customer feedback interpretation
requires developing a tool to analyze subjectivity in a snippet
of online text in a natural language [5], extract the sentiment
semantically, and preserve the crucial information needed for
accurate analysis. This tool helps businesses gain valuable
insights and make informed decisions by utilizing customer
feedback.

Without indecisiveness, (SA), also known as opinion
mining, is a computational method that analyzes individuals’
subconscious feelings, even when fragments of text are
under 280 characters [5], [6], [7]. Typically, SA approaches
can be classified into two main categories: Lexicon-based
and machine-learning methods. Lexicon-based methods, like
SentiWordNet [8], [9], [10], calculate sentiment scores based
on how often the word appears or the frequency of the
lexicon’s terms in the given text. They then use these scores
to determine how each piece of text in a sentence can be
categorized or labelled. For instance, the word ‘‘sick’’ can
have a negative interpretation in a health-related text but a
positive or negative meaning in a slang expression, which
is normally used on an online platform to substitute an
acronym in particular content [11]. Identifying the subject
matter preference in each piece of text is not sufficient; it is
crucial to capture both local and global context embeddings
and interpret them in a way that resonates with human
understanding [12]. SentiWordNet provides sentiment scores
indicating positivity, negativity, or neutrality, essential for
SA. Thus, every synset is associated with a pos(s) that
indicate a positivity score, while neg(s) are used to indicate

4https://www.hellopeter.com/
5https://www.jse.co.za/
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a negativity score, and obj(s) from the given text indicate
an objectivity (neutrality) score [8], [9], [10]. The scores are
highly accurate, considering both theword and its context. All
three scores range within the values (0,1). Again, a valence-
aware dictionary and sentiment reasoner (VADER) is both a
lexicon and a rule-based SA tool that is specifically attuned
to sentiments expressed in social media [13]. VADER is
open-source and can be directly utilized on unlabeled text
data through the NLTK package. VADER is capable of
detecting the polarity and intensity of emotion. AFINN is a
popular wordlist-based approach consisting of 3382 words,
each with a polarity score used for SA. The limitation of these
approaches is their inability to model inherent subjectivity
in natural language, and their inability to handle sarcasm,
irony, and other forms of figurative language in social media
texts or customer reviews is the problem. Still, supervised
classification methods (SCM) like support vector machines
(SVM), logistic regression (LR), and others have been used
to train SA. These labels involve the polarity, subjectivity,
and objectivity of input data, along with preprocessing tasks
such as removing punctuation, HTML tags, and numbers,
converting accented characters to ASCII, and converting all
texts to lowercase. No matter the research efforts in SA, the
existing solutions to employ SCM or MLA usually involve
feature engineering, the solution design process, and the
experimental evaluation process. The feature engineering
process involves turning raw data into a set of features to
represent each unit of textual data as a numeric vector [14],
[15]. To achieve these, bag-of-words (BOW), or simple
statistics of some order word combination (e.g., n-grams), is a
method of extracting features from text for ML modelling.
In BOW, the words in a text are extracted, and a list
of all the words and their frequencies is made, meaning
that a dictionary of all the words contained in the text is
subsequently created. These are manual feature engineering
approaches that fail to consider word order because different
sentences may have the same representation [5]. At the same
time, the approach is incapable of interpreting or detecting
the sentiment of words and phrases for opinions expressed
(positive, negative, neutral, or using assessments) by users
of online platforms, and it is a time-consuming and labor-
intensive task [15], [16]. Although bag-of-n-grams considers
word order in a short context, it does not apply to SA tasks
due to the sparse and high-dimensional data representations.
In the second phase, a classification model is adopted to train
the data and evaluate it to see which is most appropriate
for different categories of sentiments (or use cases). Another
challenge is ensuring the quality of labeled data and how
accurately SCM or MLA can align with the ground truth.
One popular method to get the gold standard-labeled dataset
is using crowd workers to annotate each sentence’s content
using Amazon Mechanical Turk (AMT) [17]. Annotation
with AMT is a time-consuming and costly process, which
can be a hindrance for researchers. Moreover, the quality of
crowd workers may decrease when dealing with large-scale
text data [18], [19].

Recently, with the increasing usage of large language
models (LLMs), researchers have developed a method known
as zero-shot learning from a deep learning approach that can
be applied to tasks like SA, text classification, and other
domain-specific tasks. This approach combined reinforce-
ment learning with human feedback (RLHF) to improve
performance across a range of tasks. This approach is used
in conjunction with ChatGPT, a new chatbot by OpenAI
trained on GPT 3.5 that uses reinforcement learning from
human feedback (RLHF) strategies to match human behavior
better than crowd workers for annotating data [19], [20],
[21]. Say, for example, given a review phrase from collected
customer comments fromHellopeter, ‘‘The battery life of this
laptop is superb’’, if we want to figure out the subjective
feature ‘‘battery life’’, one needs to have a large quantity
of annotated data with terms such as ‘‘screen’’, ‘‘keyboard’’
for the laptop domain or category. When it comes to SA,
several public datasets have been released that are in the
domain of restaurants [22] and movies [23]. However, there
is a noticeable lack of datasets specifically designed for
measuring customer feedback on financial products within
the South African environment.To address this gap, we have
created a comprehensive dataset from customer reviews on
financial products, which is made publicly available at Data
Science for Social Impact (DSFSI) Hugging Face group.6

This paper aims to address the issues of annotating large-scale
datasets and the semantic dependencies between data points
and each sentence of customer reviews to determine the
sentiment value. To do this, we proposed using ChatGPT,
developed by OpenAI and trained on GPT 3.5, as a zero-
shot learning (ZSL) model for labelling. Then, implement a
deep learning model to learn how the human mind represents
information in a piece of snippet text on social media (e.g.,
customer review) and add domain knowledge to visualise the
contributing features to enhance better decision-making and
make them easy to understand.

The unique contributions of this study to add to the theory
and practice are the following:

• We present a method tailored to gather data from the
Hellopeter website, organizing customer reviews for
tasks like sentiment analysis. This method uses web
scraping to efficiently extract the required information.

• To address the subjectivity in language and determine
the sentiment of each sentence, we utilized OpenAI’s
ChatGPT as a tool for data labelling in various sentiment
analysis tasks without prior training.

• We utilize OpenAI ChatGPT to understand the structure
and context of customer reviews, combined with deep
learning models, to predict sentiment for each sentence.
Additionally, we apply oversampling techniques to
address dataset imbalances. The outcomes demonstrate
high accuracy and efficiency in performing sentiment
analysis tasks.

6https://huggingface.co/datasets/dsfsi/hellopeter_financial_reviews
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• An interactive system was created to illustrate the
impact of sarcasm prediction on data collection and
to showcase its performance through experimental
comparison with established methods. The interactive
system successfully showcases the value of sarcasm
prediction in an online social media dataset and how AI
technologies are used to outperform existing methods by
accurately identifying sarcastic comments.

The content of this paper is succinctly organised as follows:
Section I provides the introductory message. In Section II,
we provide a comprehensive literature review on transfer
learning, deep learning algorithms (BERT and LSTM), and
traditional methods used in sentiment analysis. In Sec-
tion III, we introduced the proposed OpenAI ChatGPT
BRET-BiLSTM with detailed components of the system
in Figure 1. In Section IV, we discuss the details of the
traditional methods that include the lexical-based model
(LBM), AFINN, SentiWordNet, and VADER in comparison
to the proposed OpenAI ChatGPT BRET-BiLSTM model.
In Section V, we examine the exploratory data analysis of the
dataset, which includes crawling from the HelloPeter website
and comparing it with the JSE’s financial information to
highlight the financial indicator. In addition, we use statistical
methods to study the distribution of the dataset in order
to evaluate and visually interpret it. The statistical analysis
allows us to identify trends or patterns in the data. Section VI
introduces our experiments and their outcomes, covering
the experimental conditions, assessment criteria, evaluation
procedures, including methods to address imbalances, and
result interpretation. Lastly, Section VII summarises the
paper and provides suggestions for future research in this
area.

II. RELATED WORK
Customer review is critical for every organisation since
it allows for a better understanding of the requirements
and expectations of the customers. Businesses can identify
specific areas for improvement and make the necessary
changes to improve customer satisfaction by analyzing
customer feedback via an online snippet, either on social
media or by collecting data from the Internet based on
customer dissatisfaction or engagement with the company.
Moreover, responding to consumer feedback quickly and
efficiently can help firms retain clients and keep them from
looking for alternatives. Most of the time, researchers utilize
SA,which integrates natural language processing (NLP) from
artificial intelligence (AI), MLA-like data mining (DA), and
information retrieval (IR) [24]. SA is a valuable tool for
companies as it allows them to gain insights into customer
opinions and emotions towards their products or services.
SA can also help companies monitor their brand reputation
and identify potential crises before they escalate. Customers
have used online snippets that contain far more informal
language than traditional financial statements or data to
express their sentiments, opinions, and perspectives regarding

the service satisfaction or dissatisfaction they received.
In the past, simple factorisation methods or rule-based mod-
els like BOW, term-frequency-inverse-document frequency
(TFIDF), pre-trained word embedding (PTWE), and VADER
did not work very well. This is because words are often used
for different intended purposes in different circumstances,
spelling and grammar tend to not always be correct, and there
needs to be a balance between grouping words by stemming,
lemmatising, stopping word removal, and other things.

In aspect-level SA, the author in [25] shows that their
method works better than popular ones like Naive Bayes
(NB), SVM, and neural networks (NNs). Their method
leverages a sentiment lexicon to create additional features
for training a linear SVM classifier specifically designed
for short, informal texts like Twitter posts. This innovative
approach shows promising results in effectively analyzing
sentiment in tweets. In addition, the study also acknowledged
the limitations of relying solely on a sentiment lexicon,
as it may not capture the nuanced emotions expressed in
tweets. The author suggests looking into the future by
incorporating contextual information or employing more
advanced NLP techniques to improve the accuracy of SA
in social media posts. Again, if a customer’s opinion is
important on the Internet because it is given freely and to
better meet customer needs and remain competitive in the
market, [26] proposed a BOW method that uses NLP to
determine the sentiment score and magnitude of the sentence.
This way, hidden information and the feelings of the user
can be retrieved from the words. The results demonstrate that
usingDatafiniti’s hotel evaluations, around 60% of the ratings
can be anticipated and 40% are unpredictable. However,
in this situation, BOW disregards context by ignoring word
meanings and focusing on frequency of occurrence. For SA,
especially when reviewing customer feedback with short
text, this is a significant quandary because the order of the
words in a statement might radically influence its meaning,
and the model cannot account for this. The author in [27]
for example, employed tagged bag-of-concepts (TBOC),
which was created to address concerns with BOW and
bag-of-concepts (BoC) for determining how someone truly
perceives things. It looks at all the emotional and conceptual
information in the text, with a focus on the short text. The
TBoCmethod uses a domain-specific sentiment dictionary to
find hidden feelings while keeping all important linkages and
data to make SA more accurate. It also contains a mechanism
for repairing broken text so that all of its meanings may be
comprehended. In the end, the TBoC result was better than
state-of-the-art (SOTA) methods like NB, SVM, and NNs,
especially for aspect-level SA.

The rise of e-commerce has increased online product
reviews, so by analysing the sentiments expressed in
online product reviews and correlating them with financial
data, companies can gain valuable insights into customer
preferences. This understanding allows businesses to make
informed decisions and develop or modify their prod-
ucts and services accordingly. The strategy enables top
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financial institutions in South Africa to stay competitive
by aligning their offerings with the demands of their
customers. The author in [28] demonstrates a procedure to
discover text features called sentence-level features (SLF)
and domain-sensitive features (DSF). These features explore
the significance of words at both the sentence-level and
domain-level of product reviews, then employ a word-
sense disambiguation-based method to extract SLF. For
every similarity used to generate SLF, the SentiCircle-based
method was enhanced to generate DSF. Several MLA and
feature selection methods (FSM) were used in WEKA7 [29]
using various MLA such as Bayesian Network (BN), NB,
Naìve BayesMultinomial (NBM), LR,Multilayer Perceptron
(MP), J48, Random Forest (RF), and Random Tree (RT) to
test how well the proposed features worked compared to
baseline features. SLF favourably escalates the performance
of the SA task by 6.2%, 6.1%, and 6.0% for precision (PR),
recall (RC), and F-measure, respectively. Meanwhile, the
combination of sentence-level features and domain-sensitive
features boosted the performance of supervised sentiment
analysis by 7.1%, 7.2%, and 7.4% for precision, recall, and
F-measure, respectively.

Reference [23] used SA on the IMDb movie reviews
dataset to show how valuable insights can be extracted
from a large text collection gathered online. These valuable
pieces of information are extracted by employing four
Machine Learning Algorithms: Naive Bayes (NB), Logistic
Regression (LR), Random Forest (RF), and Decision Tree
(DT). The author used six different ways to rate the
performance of these four algorithms: the confusion matrix,
the accuracy, the precision, the recall, the F1measure, and the
Area Under the Curve (AUC). In conclusion, using TF-IDF
and LR gave the best validation AUC of nearly 96% for the
task. However, the method faces a common challenge known
as ‘Out of Vocabulary (OOV)’, which occurs when it cannot
generate a representation for a word that is not in the training
data. Due to the likelihood of havingmore positive or negative
reviews than neutral ones, sentiment analysis often deals
with imbalanced data, where one class of data significantly
outweighs the others. In such situations, approaches like
resampling the data or utilizing alternative evaluation metrics
can be implemented to tackle this imbalance. Reference [2]
introduces a hybrid method that combines Support Vector
Machine (SVM) with Particle Swarm Optimisation (PSO).
This method also incorporates oversampling techniques like
the Synthetic Minority Oversampling Technique (SMOTE),
SVM-SMOTE, Adaptive Synthetic Sampling (ADASYN),
and Borderline-SMOTE to address imbalanced data. AUC,
accuracy, and the G-mean were used to measure the
results of the experiment. The G-mean finds the balance
of the classification by multiplying both recall-negative
(RECN) and recall-positive (RECP) by the square root.
This shows that the PSO-SVM method with SVM-PSO
(borderlineSMOTE) is more accurate than typical MLA, with

7https://www.cs.waikato.ac.nz/ml/weka/

an accuracy of 89.70%, and is better at making accurate
classifications across different versions of datasets. These
findings significantly enhance SA tasks, particularly given
the rising volume of online datasets.

The author in [30] proposed a methodology to improve
SA using preprocessing stages such as normalisation, word
representation to extract attributes from input text using the
TF-IDF vectorizer to construct the embedding, and SMOTE
to correct imbalances in the datasets. Finally, the writer
tested the suggested framework using six MLAs: Random
Forest Classifier (RF-C), Multinomial Naive Bayes (MNB-
C), Support Vector Machine Classifier (SVM-C), Gradient
Boost, XGB, and Decision Tree Classifier (DTC). The author
performed a performance experiment on an X sentiment
dataset that had tweets from six different airlines, including
‘‘AmericanAir’’, ‘‘VirginAmerica’’, ‘‘United’’, ‘‘Southwes-
tAir’’, and ‘‘JetBlue’’ [31]. As a consequence, the RF-C
gave the best results for SA with the selected dataset, with
an accuracy of 98.3% and an F1 score of 0.98. Similarly,
SVM gave incredibly good results with the selected dataset
for SA, with an accuracy of 97.8%. The findings show that
the resampling procedure influences the results of each ML
classifier. While under-sampling has a significant impact on
accuracy due to under-fitting, which results from a reduction
in themajority class of an already small dataset, oversampling
may be advantageous but may also lead to overfitting.

Most existing models select the best classification model,
resulting in overconfident decisions that ignore the inherent
uncertainty of natural language because the textual data on
the Web has grown tremendously and has created unique
contents of massive dimensions, which makes the polarity
classification of text very challenging. The author in [32] used
ensemble learning to address this issue and produce a more
precise polarity prediction. It is based on Bayesian model
averaging (BMA), where both the uncertainty and reliability
of each single model are taken into account. Finding the
best set of models to combine with the ensemble model is
the biggest problem with BMA. To choose which model
to use, the author employs the discriminative marginal that
each classifier makes to the ensemble model, and a vector
space model based on TF-IDF was adopted to reduce the
feature space for learning. The researcher experimented with
the suggested models on dictionary, NB, SVM, Maximum
Entropy (ME), and Conditional Random Fields (CRF). They
used the Sentence Polarity Dataset v1.0, which has 10,662
positive and negative movie reviews taken from Rotten-
Tomatoes8 [33], the Fine-grained Sentiment Dataset,9 which
has product reviews from Amazon.com [34], and the Multi-
Domain Sentiment10 [35]. The second type of evaluation is
based on social datasets collected from Twitter (now known
as X). Based on dictionary and NB, the method achieves
75.53% accuracy compared to 70.31% accuracy by MV,

8http://www.rottentomatoes.com/
9http://www.sics.se/people/oscar/datasets/
10https://www.cs.jhu.edu/ mdredze/datasets/sentiment/
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72.76% accuracy by MAX, 72.76% accuracy by MEAN,
and 72.76% accuracy by PRODUCT for compositions tagged
by the same experts. Other approaches achieve accuracy
ranging from 80.90% of MV, 82.15% of MAX, 83% of
MEAN, and 82.45% of PRODUCT, following a bagging
paradigm. Results from experiments show that the suggested
solution works very well and quickly because it uses an
accurate and fast-running heuristic to set up a strategic
mix of different classifiers. However, an increasing number
of classifiers are to be closed in the ensemble, together
with a large dataset open to deeper considerations in terms
of complexity. Also, the selection of the initial ensemble
should consider different complexities for each single learner
and the inference algorithm, leading to areas of trade-off
between their contribution in terms of accuracy and the
related computational time.

In [36], the author suggested a way to automatically pull
out sentiment expressions from the informal text. It uses
optimisation to pull out sentiment expressions for a certain
target (like a movie or person) from a set of unlabeled
tweets. In particular, the goal is to find a wider range
of sentiment-bearing expressions in tweets, such as formal
and slang words and phrases, rather than just pre-defined
syntactic patterns. Then, each sentimental expression should
be judged on its target-dependent polarity. The polarity of
a sentiment expression in a given text can be found by
creating a new way to assign polarity using SentParBreaker11

to perform sentence splitting and parsing each sentence using
Stanford Parser12 to get the dependency relations of words to
a sentiment expression as an optimisation problem over the
tweet corpus that has certain limits. The researcher tested the
method on two types of data: tweets about movies containing
168,005 tweets, and tweets about people containing 258,655
tweets. For each religious group, the researcher trains the
SVM classifiers using LIBLINEAR13 [37] and applies 10-
fold cross-validation to its dataset. The author also represents
each user as a vector of their friends, where each vector refers
to whether the user follows on Twitter (now known asX) (1 if
the user follows up and 0 otherwise). The researcher tested the
method on two types of data: tweets about movies containing
168,005 tweets, and tweets about people containing 258,655
tweets. The approach achieves a macro average of an F-score
of 70.97% compared to other methods, and the improvement
gets stronger as the vocabulary size grows.

The researcher in [38] examined the sentiment of a
TripAdvisor,14 one of the main tourist review websites in
South Africa that use a hybrid approach as an alternate
solution for this problem, which combines two original
methodologies, namely, the lexical-based method and the
machine learning-based method. The researcher employed
SenticNet, a lexical-based technique, to label each review

11http://text0.mib.man.ac.uk:8080/scottpiao/sentdetector
12http://nlp.stanford.edu/software/lex-parser.shtml
13https://github.com/cjlin1/liblinear
14https://www.tripadvisor.co.za/

comment with the appropriate representative word, utilizing
the TF-IDF formula for the unnormalized weight of words
in each document for the full corpus. Then, to find out how
people were feeling, the researchers used group classifiers
like bagged decision trees (BDT), logisticmodel trees (LMT),
stochastic gradient boosting (SGB), and bagged multi-layer
perceptron (BMLP) models on both old and new review data.
The test results show that the homogeneously distributed
ensemble RF method is the most accurate, with a score of
98.13% based on a scrap attraction review from TripAdvisor
and 55 features. This suggests that the homogeneously
distributed ensemble RFmethod, which achieves 95.26% and
97.98% of the predictions, does a better job of predicting
scrap attraction reviews than the other classifier methods.

The author in [39] compares six MLAs to find out how
people feel about customer reviews from an online store
like Amazon. The algorithms they use are NB, SVMs, RF,
Bagging, and Boosting over WEKA. The researcher employs
unigram (with or without) stopword removal, bigram (with
or without) stopword removal, and trigram (with or without)
stopword removal. The dataset used in this paper is a
customer review dataset collected from the Amazon website
about electronic products such as the Kindle, Fire TV Stick,
tablet, and laptop.15 The dataset consists of 34,661 records
and 21 features. The results reveal that the RF technique
provides the highest accuracy (89.87%) in the case of
utilizing a unigram and stopping word removal, but the voting
algorithm performs better in other circumstances.

Recently, researchers used newmethodologies, called deep
learning, for SA. It is one of the most prevalent and powerful
ML methods that has been extensively deployed in SA and
has demonstrated substantial possibilities and implications
for SA performance and other tasks such as text classification.
One of the advantages of deep learning in SA is its innate
capacity to automatically learn and extract complex features
from textual data, which can capture subtle characteristics
and improve the accuracy of sentiment classification. Addi-
tionally, deep learning models have shown promising results
in handling large-scale datasets, making them suitable for
SA tasks involving vast amounts of text data. Most of the
deep learning models used word embedding, which is a type
of word representation in which words are transformed into
vectors. The author in [40], for example, used various NLP
methods to conduct sentiment classification using binary and
multiclass labels. Following several SVMs, RF, and logistic
classifiers, the researcher used a BOW and word2vec with
skip-gram for binary classification. The author aggregated
word vectors into a single feature vector for each review
using vector averaging and clustering. For the RF, SVM,
and LR, the results of binary classification using Word2vec
with averaging were 84.0%, 85.8%, and 86.6%, respectively.
Word2vec with RF and clustering had an accuracy of 83.5%
on a publicly available Kaggle16 competition called ‘‘Bag

15https://www.kaggle.com/datasets/bittlingmayer/amazonreviews
16https://t.ly/N0ohU
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of Words Meets Bags of Popcorn.’’ For the recursive neural
tensor network (RNTN) for the multi-class case, the author
achieved a loss of 0.25% after about 40 epochs using
AdaGrad stochastic gradient descent with a mini-batch size
of 30, L2 regularisation with a strength of 10−6, and a learning
rate of 10−2. One model, AraVec-Web [41], was made
using the word2vec Skip-Gram technique [41], and the other
is fastText Arabic Wikipedia word embeddings [42]. They
were compared for Arabic aspect-based SA. The compared
results showed that the performance of fastText Arabic
Wikipedia word embeddings is slightly better than AraVec-
Web. The author in [43] also uses FastText. It is used for
both skip-gram and continuous BOW models in training and
building sentiment-specific embeddings. After training and
testing five classifiers on the three selected datasets, the
results revealed that CBOW and skip-gram models perform
well on syntactic and semantic analogies. The author in [44]
adopted the word2vec model to analyze citation sentiment
by constructing sentence embedding, which is formed on
word embedding to obtain an average of the vectors of the
words in a single phrase that has been taught using word2vec.
The sentence embedding is evaluated using ACL embeddings
(300 and 100 dimensions) from the ACL collection. ACL
anthology reference corpus17 containing 10,921 canonical
computational linguistics papers, where 622,144 sentences
were generated after filtering out sentences with lower
quality. The results show that Word2Vec is successful and
promising in distinguishing positive and negative citations;
nonetheless, handcraft features outperform Word2Vec.

The researchers in [45] used the Word2Vec model’s word
embedding. In their tests, they used both Word2Vec models,
skip-gram, and CBOW. The Word2Vec models were used to
train four classifiers: Gaussian naíve Bayes (GNB), Bernoulli
naíve Bayes (BNB), SVM, and LR. The SVM and LR
employing the skip model exceed the naíve Bayes classifiers
in terms of performance. Social media platforms have been
used for various things outside of promoting goods and
services based on customer feedback. The author in [46]
usedWord2Vec andweighted averages ofWord2Vec to detect
incited terrorism conversations in a given online text message
known as a tweet. In addition, the feature vector is tested on
MLAs such as SVM and RF, and then the proposed model
is validated using cross-validation to show that the use of
Word2Vec byweighted averagewith a 75% average for all the
performance matrices (e.g., precision, recall, and F-measure)
is slightly better than the Word2Vec method. The author
in [47] implemented the Skip-Gram Model of Word2Vec to
understand contextual information about words andminimize
the high-dimensional space of word vectors to improve the
sentiment classification accuracy of tweets relating to the
U.S. Military Base in Ghana. A RF classifier is used for
training and evaluation performance using accuracy, recall,
precision, and F-measure metrics. The overall accuracy for
the sentiment labels was 81%, which suggests that the word

17http://acl–arc.comp.nus.edu.sg/

vector quality that the skip-gram model produces contributes
to good results in sentiment polarity prediction.

The research in [48] proposed a new similarity distance
model called the semantic orientation pointwise similarity
distance (SO-SD) model. They used Word2Vec to make a
sentiment dictionary based on their model. An emotional
dictionary was created to determine the emotional tendencies
of Weibo messages. The experiments showed good results
using this approach. As the name suggests, this method
uses Word2Vec and a brand-new technique called SVMperf
to make multivariate performance measures better [49].
SVMperf trains faster and makes more accurate predictions
than other SVM packages. It is used to improve the
classification of people’s emotions, as suggested in [50]
on a set of Chinese review feedback on Amazon clothing
products. The result showed that Word2Vec captured the
semantic features of the Chinese language by grouping the
features with similar input text (or contextual information).
Next, Word2Vec and SVMperf were used to train and
classify the comment texts again. The author’s findings
highlighted the superior performance of their method for
sentiment classification. The author in [51] investigated the
connection between sentiment categorization, emoticons, and
the situations in which they are employed. To interpret
emoticons in the context of tweets, they used Word2Vec to
define the representation of the words in the dataset, which
included emoticons. They clustered the words using the
k-means technique so that the exact meaning of the emoticons
could be deduced from the words that showed up in the same
groups (or clusters).

To address SA in finance, market participants must
constantly monitor financial and economic news and make
every effort to ensure that all existing knowledge is reflected
in stock prices and that new information is absorbed
immediately in determining future stock prices. The author
in [52] presented a platform for evaluating how well different
SA methods are performing by combining different ways
of representing text with machine-learning classifiers. The
author performs more than one hundred experiments using
publicly available datasets, labeled by financial experts.
Subsequently, the authors evaluated the proposed method
with specific lexicons for SA in finance. It was then
expanded to include the newest transformer model and word
and sentence encoders. The results show that contextual
embeddings function better for SA than lexicons and fixed
word and sentence encoders, even when large datasets
are not available. Additionally, distilled versions of NLP
transformers are effective just as well as their larger teacher
models, which means they can be used in production settings.
The researcher in [53] offered a fine-tuning of pre-trained
BERT to recognize a text’s sentimental inclination towards
a certain element. To improve the performance of fine-
tuning BERT, the concept is to use the last output layer of
BERT and ignore the semantic knowledge in the intermediate
layers. The authors add an extra pooling module to the
already-trained BERT as a way to combine the multi-layer
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representations of the classification token. The retrospective
of the study looked at how well the model did on ABSA
and ACL 14 Twitter. Experimental results showed good
performance similar to the SOTA method, and the model
could be used for other NLP tasks as well.

Chat-bots are another extension of NLP applications. Chat-
bots are a type of AI computer that seeks to deliver proper
responses to inquiries by simulating human communication
processes via text or voice processing methods [54]. Chat-
GPT (Chat Generative Pre-trained Transformer) is a chatbot
that has exploded in popularity since its debut. On November
30, 2022, OpenAI made the AI chatbot ChatGPT available
for public usage [55], [56]. ChatGPT is a supervised and
reinforcement-learning NLP model that has been optimized.
ChatGPT is one of the largest language models and contains
the most parameters, with 175 billion [57]. ChatGPT is
more than just an advanced question-answering (QA) robot;
with its multi-language capabilities, it can write articles on
a single topic in several languages [58], [59]. In the near
term, the author in [60] instructed ChatGPT to construct
research summaries based on the names and publications of
research abstracts collected from five high-impact medical
journals. ChatGPT was effective at producing scientific
summaries from the collected abstracts, and plagiarism
checkers did not recognize the summaries it produced. Also,
the researcher in [61] investigates and uses ChatGPT in
the realm of business customer SA. The use of ChatGPT
helps identify opportunities that could be used to improve
the products and services of the organization that have
been pointed out by the analysis of customer reviews.
Similarly, [62] conducted a research study that examined
the performance of supervised and unsupervised MLA for
SA. The preliminary findings demonstrated that supervised
MLAs outperform unsupervised MLAs like Lexicon-based
methods in terms of performance accuracy. Obtaining
adequate annotated training data for supervised MLA is,
however, time-consuming and costly. A valuable contribution
is a discussion in [63], which emphasizes the vitality of using
more advanced sentence models. Specifically, the author
highlighted how sentences manipulated using GPT-3 can
generate semantically incoherent outcomes that are promptly
recognized by humans. An instruction was passed to GPT-3
to generate synonyms for negative words and then use these
to reformulate sentences and evaluate the robustness of the
models. Additionally, the authors underscore FinBERT’s
resilience against adverse attacks, especially when compared
to traditional keyword-based methods (KBM).

While there’s a surge in studies employing cutting-edge
models for SA, there’s no shortage of holistic overviews
and thorough reviews that trace the evolution of this field
over time. The researcher in [64] provides a comprehensive
overview of SA, offering a comprehensive view of the
subject, its methodologies, applications, and developments
in the field. Also, the work in [65] encompassed both
traditional methods and newer models, including BERT

and GPT-2/3, spotlighting their roles and advancements
in the domain of SA. GPT models, particularly the most
recent GPT series, have emerged as favorable in recent
investigations within the scope of SA. In [66], the author used
the GPT-3.5 Turbo model to perform SA on social media
posts. The author used the RoBERTA model for comparison
analysis, benchmarking, and, in particular, to credit the
mode’s distinctive role to social scientists. The author in [19]
deployed the GPT3.5 Turbo variant for SA on Amazon
reviews. They revealed a major enhancement in accuracy.
VADER and TextBlob were used as benchmark models for
sentence classification. However, the specifics of the prompt
they used were not specified in their publication. The author
in [67] used GPT-1, GPT-2, GPT-3, GPT-4, and BERT to
estimate the financial performance of a stock price based on
the news segmentation in the newspaper or on the Internet.
Interestingly, GPT-1, GPT-2, and BERT models are not
particularly effective in accurately predicting a good return
as a positive priority. The researcher in [68] attempted to
figure out appropriate Twitter (now known asX) users within
the financial community. The author found a correlation
between a weighted sentiment measure using messages from
these essential users and major financial market indices.
While [69] addressed the interaction between Twitter (now
known as X) sentiment and stock returns, they focused on
expert users whose tweets predominantly revolved around
financial topics. For SA, they utilized a dictionary-based
method (DBM). The author in [70] explored the emotions
expressed in 2.5 million Twitter (now X) messages about
specific S&P 500 firms and their stock market performance.
They discovered that untweeted tweets from individuals
with fewer than 171 followers (which was themed) had a
significant impact on the company’s stock performance the
next day, as well as 10 and 20 days later. The sentences in the
tweets were analysed using the Harvard-IV dictionary.

The rise of social media platforms has heightened interest
in discovering polarised viewpoints on specific topics.
However, due to the complexities of human language and
cultural and geographic variances, collecting sentiment from
consumer speech in natural language is extremely challeng-
ing. The article uses ChatGPT-based zero-shot learning (ZSL)
to overcome this challenge. This strategy uses the prediction
model’s awareness to discover causal relationships between
words and concepts by assigning unique emotion scores to
each dataset. The annotated data is then fed into BERT and
BiLSTM to generate semantic instincts expressed over a
SoftMax function to make predictions. Visual methods were
employed to get insights into how sentiment aspects influence
public perceptions of comprehending consumer comments
and opinions in today’s financial or online platforms. Table 1
provides an overview of the related research, categorised by
model, feature extraction, and performance metrics. Metrics
like recall (RC), accuracy, F-measure, and others are used to
evaluate the sentiment of a given textual dataset or sentence.
In this study, we used customer review messages posted
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TABLE 1. Comparison of related studies based on common characteristics.

on an online platform like HelloPeter interchangeably to
denote input text or data related to consumer feedback for
financial services. Looking at Table 1, which summarises
previous research methods and datasets, it is clear many
of these datasets are publicly accessible and annotated.
On the other hand, our dataset, employed to validate our
proposed model in Figure 1, is a newly curated dataset
sourced from customer feedback on financial services in
South Africa. In this research, we amalgamate ChatGPT
with a zero-shot learning (ZSL) model to understand the
subjective sentiment in text data using deep learning for
accurate sentiment predictions. Additionally, the study adapts
the Synthetic Minority Oversampling Technique (SMOTE)
by creating samples from minority classes by using samples
that are similar to those in the minority class to address
the bias as a result of an imbalance in the dataset, which
is often a limitation in most existing studies. This makes

18http://jmcauley.ucsd.edu/data/amazon/
19Kaggle Bag of Words Meet Bag of Popcorn Challenge https://www.

kaggle.com/code/yagli18/bag-of-words-meets-bags-of-popcorn
20byte-pair-encoding.
21AspectBasedSentimentAnalysis.
22NaturalLanguageInference(NLI).

the model have access to more classes while it is being
trained [71]. For consistency, a text, textual, or sentence
refers to the text data submitted by a customer or user on
the HelloPerter website and retrieved through the platform’s
API. A document or writing sample is used interchangeably
to refer to the minimum unit of text data to be analysed or
annotated. The text dataset may include emails, customer
reviews, social media posts, or any other form of written
content.

III. METHODOLOGY
In this paper, the primary focus of the study is to explore
the use of ChatGPT as an annotating technique for SA tasks
and evaluate it on distinct sentiment datasets with varying
purposes. The architecture is made up of different methods,
such as OpenAI’s ChatGPT, which is a zero-shot learn-
ing method for making high-quality human-like responses
and understanding how different customer questions and
feedback are when annotating the dataset (see Figure 1).
Next, we use bidirectional encoder representations from
the transformer (BERT) and bidirectional long short-term
memory (BiLSTM) to capture the contextual semantic repre-
sentation. We then employ a SoftMax layer to determine the
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FIGURE 1. Structure of OpenAI ChatGPT BERT-BiLSTM network for sentiment analysis.

sentiment orientation of the dataset and, with high-precision
visualisation capability, interpret the feature contribution.
The proposed model demonstrates superior accuracy and
efficiency compared to the SOTA models.

A. INPUT LAYER
The input layer uses datasets from the HelloPeter website
to train the proposed architecture shown in Figure 1.
HelloPeter is a South African-based website that focuses on
consumer reviews. Unlike most websites, HelloPeter focuses
completely on customer reviews. HelloPeter’s website allows
customers to browse businesses, read reviews, and offer
feedback on their services. The website covers a variety of
businesses, such as banking, insurance, telecommunications,
fast food, and autos. HelloPeter offers a business tool that
enables businesses to view and manage reviews. Companies
that join HelloPeter receive consumer engagement data based
on their platform assessments. HelloPeter allows users to link
their evaluations to other platforms, such as websites and
social media, to improve visibility and SEO. The textual data,
which includes consumer feedback and comments, is entered
into the system for analysis and reporting.

B. PREPROCESSING
The preprocessing layer is crucial for improving machine
learning models’ performance by providing high-quality
input data. The preprocessing layer involves specific actions
such as anonymizing data, splitting it into training and
testing sets, replacing names to protect privacy, and removing
personally identifiable information. Sensitive information,
such as email addresses and phone numbers, is also removed.
HTML elements are removed to reduce unnecessary styling.
Accent characters are removed for readability, and con-
tractions like ‘‘can’t’’ are expanded to ‘‘cannot’’ for better
understanding. The textual dataset was standardised by
converting all uppercase letters to lowercase, removing
special characters, and replacing them with corresponding
English alphabet characters. SpaCy from the Python library
is used for lemmatization, which is the process of extracting

basic word forms from a set of data. This step ensures
consistency and accuracy in the results obtained [73], [74].
This step ensures consistency and accuracy in the results
obtained, ultimately improving the overall quality of the
analysis.

C. OpenAI ChatGPT/LBM LAYER
The OpenAI ChatGPT allows for advanced natural language
processing capabilities with the use of artificial intelligence
to capture the full range of human sentiment from a given
instruction in a natural language with human feedback to
fine-tune the required annotation of the text compared to
a lexical-based model (LBM), whose reliance is upon a
pre-defined sentiment lexicon. In our quest to understand
the subjectivity of the comments, feedback of the user,
and textual content we extracted from HelloPeter, we use
OpenAI ChatGPT built on the GPT3.5 architecture with
‘‘text-davinci-003’’ embedding [75] trained on extensive
text data sets to analyse the sentiment and tone of the
reviews efficiently to generate human-like responses and
comprehend diverse subjects comprehensively [76]. With
such impressive capabilities, it becomes imperative to explore
the possibility of this approach, e.g., OpenAI ChatGPT,
called the ZSL model, to understand and develop advanced
annotation tools and improve automated content creation.
The aim is to investigate the efficacy of OpenAI ChatGPT
as a text annotation tool for sentiment analysis and natural
language understanding tasks. The primary objective in this
layer is to use OpenAI ChatGPT to generate responses that
sound human-like and are helpful as text annotation tools
for labelling or annotating customer service interactions
in various domains and text sources, including customer
reviews, social media posts, or new articles. As a result, in this
layer, we use the OpenAI ChatGPT pre-trained language
model (LLM) to get around the problems with traditional
methods like LBM, which need a lot of labelled data to make
more accurate and nuanced sentiment analysis results by
incorporating human feedback to label or annotate customer
service interactions. Given an input text or sentence x from
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a set of training datasets, we instructed OpenAI ChatGPT
to generate the sentiment score of the content in the x
sentence, and we used the score to annotate the entire
sentence in the dataset. Then, we investigate the performance
of OpenAI ChatGPT against other cutting-edge sentiment
analysis techniques such as AFINN, SentiWord, andVADER,
as discussed in Section IV. Then, we integrated the annotated
categories into the dataset and fed it to the BERT-BiLSTM
layer to extract feature vectors and the Softmax layer to get
an accurate reading of the text’s sentiment polarity.

IV. LEXICON-BASED MODELS
A lexicon-based model requires a predefined lexicon, e.g.,
a stock of terms that belong to a particular subject or
language. The approach uses a sentiment lexicon with
information about which words and phrases are positive and
which are negative [77]. To look at sentiment, we cleaned
the data and then used three lexicon-based models: AFINN-
lexicon [78], SentiWordNet [79], and Valence Aware Dictio-
nary and Sentiment Reasoner (VADER) [13]. We did this to
see how well they worked as follows and to compare them:

A. AFINN-LEXICON MODEL
AFINN is a rule-based process that uses statistical modeling
to develop a hybrid approach to sentiment classification [80].
It is based on comparing a sample of each review in the
dataset with a list of weights of positive or negative keywords
derived from the affective norms for English words in the
dataset [81], [82]. The AFINN is a list of manually labeled
English words with integer values ranging from 5 (very
negative) to +5 (extremely positive). Using the lexicon,
a value is assigned to each word in a tweet. The values
are averaged to create the sentiment score for the entire
textual data or messages in the dataset, with computing
speed being one of its significant features [83]. The AFINN
lexicon has been widely used in SA tasks due to its simplicity
and effectiveness. It provides a quick and efficient way
to determine the overall sentiment of a text by assigning
scores to individual words. This makes it particularly useful
for analyzing large datasets with limited computational
resources.

B. SentiWordNet MODEL
Our exploration into SentiWordNet involved associating
sentiment scores with each word in the reviews. By ana-
lyzing the parts of speech (POS) and using SentiWordNet’s
synsets, we calculated positive, negative, and objective
scores for each review. This fine-grained analysis allowed
us to derive sentiment and objectivity measures for the
entire text [84], [85]. We defined a sentiment as ‘positive’
when the normalised sentiment score was ‘positive’ and
‘negative’ when it was negative. The SentiWordNet model
offered in-depth insight into the sentiment composition
of the reviews [86]. By utilizing SentiWordNet’s synsets,
we were able to obtain a comprehensive understanding of

the sentiment and objectivity levels within each review.
This detailed analysis provided valuable information on the
overall sentiment composition of the reviews, enabling us to
accurately classify them as either positive or negative. The
utilization of the SentiWordNet model greatly enhanced our
ability to delve into the intricacies of sentiment expressed in
the text.

C. VADER
It is a lexical database and rule-based SA tool that is
appropriate for each of the customer evaluations in our
dataset. It employs a wide range of methodologies, such
as gathering lexical features (e.g., words) that are rated as
positive or negative depending on their sentiment polarity.
It displays not just the positivity and negativity scores but also
the degree to which a sentiment is positive or negative [87].
By combining grammatical rules and syntactical patterns,
VADER can precisely identify sentiments for each customer
review data point across the whole dataset. The approach
gives a more inclusive assessment of sentiment by assessing
the degree of positive or negative emotions represented in the
text [88], [89]. In this paper, we used VADER to establish a
compound sentiment, e.g., a score that took into account both
positive and negative sentiments, assisting in determining the
overall sentiment of a review.We used 0.4 as a threshold value
to categorize reviews as ‘positive’ or ‘negative’ [84], [85].

V. DATASET AND EXPLORATORY ANALYSIS
In this section, we analyse the basic peculiarities in the
dataset. This includes customer review feedback from the
HelloPeter website and financial data from the top financial
institutions listed on the JSE. We aim to understand how
customer feedback influences financial indicators. We use
a statistical model to study how customer reviews are
structured. This help us assess overall customer satisfaction
by analysing the frequency of terms or phrases in each
sentence of the dataset.

A. DATASET
The dataset in the experiment is based on customer review
feedback collected from Hellopeter and the financial state-
ment data of the top financial institutions in the JSE for five
years.

1) CUSTOMER REVIEWS DATA
Customers post short messages on the Hellopeter platform,
a leading consumer review network connecting South
African consumers to businesses, which serves as a channel
for consumers to interact with businesses directly. These
messages contain customer experiences, thoughts, opinions,
commentary on market trends, and insights into market
stocks for five top South African financial institutions:
ABSA (ABG), Standard Bank (SBK), Capital Bank (CPI),
Nedbank (NED), and First National Bank (FSR). The data
were collected from January 2018 to December 2022, using
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TABLE 2. A comprehensive summary of the dataset and tokenisation of
the dataset.

Hellopeter’s publicly available API23 to crawl attributes
related to the author (user), author display name, author ID,
date, review rating, review content, business name, and other
information. Table 2 provides a comprehensive summary of
the datasets collected for each institution, including their
corresponding attributes, different versions of tokens, and the
total number of features.

In addition to the customer reviews that were collected
from the HelloPeter website, we went ahead and stored each
review according to class type, such as ABSA, Capitec,
Standard, Nedbank, and FNB. Then, we used the ChatGPT
Open AI zero-shot learning model to annotate each sentence
in the review based on how subjective it is to learn in natural
language with human feedback to help them understand the
sentiment. Two options were available under each sentence
of the review: negative and positive. Consequently, the class
label of each sentence in the reviews was assigned based on
the capabilities of ChatGPT’s pre-trained language model.

Following that, each review was saved in its file, and all
files containing reviews were collected and kept according to
the class type, which is the name of the financial institution.
A CSV file containing all of the reviews, together with their
context in one column and the associated class designation
in the other, and so the total size of the positive and
negative reviews, is shown in Table 2. After annotating,
each of the datasets was preprocessed by removing the
stopword, duplication, and non-English letters. It reduces
the overall number of features to enhance feature selection,
where irrelevant features without meaning are eliminated.
Then, bag-of-word (BOW) as a feature extraction method is
applied for text tokenization from all the datasets collected via
Hellopeter (see Table 2). As observed in Table 2, we observed
different features for each of the datasets with tokens based
on their sentiment and total sizes after preprocessing and
stemming.

2) FINANCIAL DATA
Stock markets are volatile, making it challenging to predict
future stock prices. To gather data, we used Yahoo Finance
APIs24 [90] and Finchat APIs25 with Stratosphere to identify
unique company IDs from top South African banks listed on
the JSE.26 We also obtained the consumer price index (CPI)

23https://business.hellopeter.com/docs/api/v5
24https://developer.yahoo.com/api/
25https://finchat.io/api/docs/
26https://www.jse.co.za/

and financial stability review (FSR). Our data collection
spanned 2018–2022, with an extension into 2023 for specific
institutions. Some institutions have already disclosed their
2023 financial results, such as FSR and CPI, which contribute
to the quality of our analysis. The data was verified for
accuracy and reliability by comparing it to official bank
financial statements [91], [92], [93], [94], [95].

3) SELECTION OF FINANCIAL INDICATORS
We provide insight into the careful selection of specific
financial indicators that are pivotal to our research objectives.
The importance of the financial indicators in evaluating the
financial performance and health of the chosen institutions
guided our decision. The chosen metrics—Interest Income,
Total Interest Expense, Total Net Interest Income, Non-
Interest Income, Total Revenues Before Provision For Loan
Losses, Provision For Loan Losses, and Total Revenues—
are important for understanding different parts of the insti-
tution’s financial health, profitability, and risk management.
By focusing on these metrics, we aim to gain a holistic
understanding of the financial landscape within which
these institutions operate [96]. We improve our analysis
by including daily, monthly, and yearly stock market data,
as shown in Figure 2 (a,b). This allows us to look into
how market dynamics and financial performance interfere
with each other [97], [98]. The financial indicator selection
helps align the proposed model (see Figure 1) with industry
best practices and enables a rigorous evaluation of financial
resilience for growth prospects.

B. VISUALISE INTERPRETATION OF THE DATASET
This section (IV-B) uses statistical methods to evaluate,
interpret, and demonstrate the distribution of textual evidence
offered by HelloPeter users. This section also contains visual
representations of the data to help you understand the patterns
and trends.

1) UNIVARIATE DISTRIBUTIONS
To compare the different univariate distributions, we look
at the approach of probability binning (PB), which involves
dividing the distributions into a relatively small number
of bins. The number of events falling into these bins is
compared for a test with training samples, and a chi-squared
computation is performed on the counts (i.e., the square of
the differences divided by the sum). Rather than the standard
binning algorithm, which selects bins of equal width, the
binning algorithm is selected with each bin containing the
same number of events. The result is a randomly selected
occurrence from the training sample with an equal probability
of falling into any of the bins. This process results in bins of
unequal width (see Figure 3), with the property that each bin
carries equal weighting when used for further statistical tests.
Figure 3 demonstrates a plot of sentiment polarity count,
indicating the sentence length at each 0.05-interval interval.
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FIGURE 2. Distribution of financial indicator from financial statements.

FIGURE 3. Polarity count.

Each set of training data is subjected to PB using
either 10, 20, 30, or 40 bins, and the mean and standard
deviation of 1, 000

χ ′
2 values are calculated for sentiment

polarity scores. The resulting χ
′2
distributions for each case

are nearly normally distributed (data not shown), making
the standard deviation of the distributison an appropriate
measure of the variance of χ ′

2
. Therefore, the positive

sentiment messages from the customer reviews posted on
Hellopeters show polarity scores that are in the middle
range (approximately between +0.25 and +0.75). Similarly,
most negative sentiment tweets have polarity scores that
are in the middle range (approximately between −0.25 and
−0.75). In other words, text conversations in customer
reviews with extreme negative or positive polarity scores are
uncommon.

2) WORD CLOUD
We use word clouds, which are visual representations of
each sentence in the text, to understand customer sentiments
behind words and determine whether a message indicates
a positive, negative, or neutral reaction. Here, we use a
maximum of 300 words in the word cloud, and the minimum
frequency is 50, which means any word that appears 50 times
is included in Figures 4. Furthermore, we change the scale
so that the highest frequency word is 5 and the lowest
frequency word is 0.3. The word cloud in Figures 4 (a, b)
provides a visual representation of the most common words
used by consumers when expressing their satisfaction or
dissatisfaction with a service. This analysis allows businesses
to identify the key areas that customers appreciate or find
lacking, helping them improve their overall service quality.

3) WORDS AND PHRASE VISUALISATION
In this section, we utilize Scattertext [99] to evaluate the
customer review data to discover the overall trends and
characteristics, as well as terms significantly connected
with consumer demands and preferences. The scattertext is
an interactive tool that identifies or distinguishes phrases
whose frequency occurs in each sentence of a text and
displays them in a scatter plot with non-overlapping term
labels. Scattertext is effective in identifying phrases that
reflect two opposing concepts, i.e., comprehending what
customers are saying or identifying nuanced patterns in text
data. In doing this, we construct a model using Python’s
‘‘numpy’’, ‘‘pandas’’, and ‘‘collections’’ features with a
certain number of texts and frequency of words and phrases
used to understand the flow or changes in subjects using
scattertext and a scaled F-score. Figure 5 (a) and (b) show the
words and phrases in each sentence of the customer reviews
from HelloPeter. These figures show noun phrases using
BOW and n-gram features for customer review comment
posts on Hellopeter with positive and negative sentiment,
respectively. Figures 5 (a) and (b) show that the features used
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FIGURE 4. A word cloud comprising negative and positive customer reviewer keywords.

FIGURE 5. A word cloud comprising negative and positive customer review keywords.

more frequently by positive sentiment posted on Hellopeter
appear higher on the y-axis and closer to the upper left part
of the chart. On the other hand, features used more frequently
by negative sentiment posted on Hellopeter are further right
on the x-axis and closer to the lower right part of the chart.
Features used frequently in both categories are closer to the
upper right part of the chart, while features that are used
infrequently in both categories are closer to the lower left part
of the chart automatically generated using scatter-text [99].

Figures 5 (a) shows that themost frequent terms in negative
sentiment customer feedback posted on Hellopeter include
terms that are disgusting, shocking, lying, rude, and pathetic.
By contrast, the most frequent terms in positive sentiment
posted on Hellopeter conveyed excellent, awesome, amazing,
friendly, efficient, and compliment using BoW features on
the scattertext graph. Terms that frequently appeared in both
categories were related to appreciation, exceptional service,
banking, kudos, and salute. Terms that infrequently appeared
in both categories were related to fifty, highly disguising,
bunch crook, corrupt, total disguising, and discredit. Terms
that were used with average frequency in both categories
are related to stolen money, huge, fulfilling promises,
and useless. Figures 5 (b) show that the most frequent

phrases associated with negative sentiment posted on Hel-
lopeter that reflected customers’ concerns about issues using
n-grams features include threat, market link, priority pas,
etc. On the other hand, positive sentiment was posted that
reflected users’ interest in issues such as incompetence,
excellent services, and horrible. This indicates a misinter-
pretation of words, which could cause an imbalance in the
dataset.

VI. EXPERIMENTS AND RESULTS
This section analyses the experiments conducted on the pro-
posed OpenAI ChatGPT BERT-BiLSTM system in Figure 1.
We describe the parameters, assessment metrics, oversam-
pling, comparisons with various sentiment algorithms, and
methods used to interpret the feature vector to provide a clear
understanding of the outcome.

A. EXPERIMENTS SETTING
In this paper, the proposed method was conducted on a PC
running Ubuntu 20.04 with a 4.0 GHz Intel Core i7 and 64G
DDR4 memory. Further, the sci-kit-learn library and Python
3.7 Keras with the TensorFlow 2.0 backend were used to run
tests.
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B. EVALUATION METRICS
The proposed OpenAI ChatGPT BERT-BiLSTM system in
Figure 1 was evaluated using accuracy, F-measure, and AUC.
We further measure the performance of the proposed model
using evaluation classification models, looking at the number
of true negatives divided by the number of predicted positives
and false positives, and then construct a confusion matrix
using the model’s predictions on a held-out test set in Figure 9
and 10. The mathematical formulation is as follows:

Accuracy (ACC) =
TP+ TN

TP+ TN + FP+ FN
(1)

In contrast, the F-measure takes into account both precision
and recall and gives a balanced estimate of the model’s
performance. It is computed by dividing twice the product
of precision and recall by their sum, as follows:

Precision =
TP

TP+ FP
(2)

Recall =
TP

TP+ FN
(3)

F − measure = 2 ·
Precision · Recall
Precision+ Recall

(4)

AUC (area under the curve) is another commonly used
metric for evaluating the performance of classification
models. It finds the area under the receiver’s operating
characteristic curve and gives a single value that shows how
well the OpenAI ChatGPT BERT-BiLSTM system shown
in Figure 1 differentiates between classes that are positive
and classes that are negative. This metric is particularly
useful when datasets are imbalanced, such as the one used
in this study, or when the cost of false positives and false
negatives is not equal. It measures the model’s ability to
distinguish between positive and negative instances across
different probability thresholds. However, random selection
or classification of AUC equals 0.5, whereas a perfect
classifier will have an AUC equal to 1 using the following
equation:

AUC =
∫ 1

0

(
TP
P

)
d

(
FP
N

)
(5)

where:

P = TP+ FN (total number of positives)

N = TN + FP (total number of negatives)

In other words, the AUC is the integral of the true positive
rate (TPR) with respect to the false positive rate (FPR):

AUC =
∫ 1

0
TPRdFPR (6)

where:

TPR =
TP
P

FPR =
FP
N

Another equivalent expression for the AUC, emphasizing the
integration with respect to the false positive counts, is:

AUC =
1

P× N

∫ N

0
TP dFP (7)

This integral represents the area under the ROC curve,
indicating the performance of a binary classifier.

C. EVALUATION
In this section, we report the experimental findings of the
suggested model in Figure 1. The datasets obtained from
the Hellopeter website are severely unbalanced, as seen in
Figure 6. We used the Lexicon-based methods presented
in Section IV and ChatGPT to generate features and train
ML classifiers to understand and analyze the distribution
of each sentence in the text with the sentiment label in
Table 2. The representation in Table 3 illustrates a clear
connection between how a sentence is put together and
the quantifiable inherent subjectivity of the text in natural
language. We implement this by integrating Lexicon-based
methods like AFINN and SentiWordNet with rule-based
algorithms like VADER and the new feature ChatGPT. The
dataset is completely unbalanced and biased towards certain
classes, and to address this, we employ SMOTE to artificially
raise the minority class.

1) SYNTHETIC MINORITY OVER-SAMPLING TECHNIQUE
(SMOTE)
We employ SMOTE to address the class imbalance in the
datasets. SMOTE is a vital component of our research,
as it plays a pivotal role in ensuring balanced and unbiased
training data for our deep learning models. We then call the
negative majority class, while the positive class hereinafter
will be called the minority class. In our experiment,
we implemented diverse proportional oversampling. Then we
do classification and matrices. We implement classification
using the sklearn ML libraries built in python27 [100].
In this paper, we investigate the use of SMOTE methods for
resampling the minority class with the majority class. This
acts as a key part of making sure that the results of our training
data are fair and balanced, which, in consequence, could be
used to improve the overall performance and dependability of
our SA models. After SMOTE techniques were used on the
dataset, Figure 7 (a,b) shows the label distribution along with
the data distribution with the class label in the 2-D feature
space. Figure 7 (a) provides a visualized diverse resampling
proportion and an oversampling method using the SMOTE
technique by resampling 100% of the majority class. The
graph depicts the successful generation of synthetic samples
to balance the class distribution.

On the newly generated dataset from SMOTE, we went
ahead to evaluate the efficacy of the methods in improving
the accuracy of our SA models by ensuring the datasets were
well-optimized. Since our dataset is a binary classification

27https://scikit-learn.org/stable/
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FIGURE 6. Imbalanced class label and features on the dataset from the Hellopeter website.

FIGURE 7. Distribution of the dataset in 2-D feature space using SMOTE to balance an imbalanced dataset with class labels.

dataset, we first fit and evaluated it using an RF algorithm.
We use the default hyperparameters that come with Sklearn
Python libraries, and then we use a repeated stratified k-fold
cross-validation (i.e., k = 5 in our case) to evaluate the
distribution pattern of the dataset for SA tasks. Hence,
Figure 8 shows the performance of metrics using the F-score
and recall using the SMOTE techniques in Algorithm 1.
In this experiment, we comparatively analyzed the results
of the model with and without SMOTE techniques and
showed that the recall and F-measure improved significantly
with the number of balanced classes. Figure 8 provides
the graphic that shows the performance starting from
the original data until balanced data with the ChatGPT
OpenAI as a feature (e.g., 50:50). The graphic clearly

illustrates the positive impact of balancing classes on
model performance, with recall values consistent in the last
three experiments amounting to 0.845, 0.833, and 0.845,
respectively. Similarly, the highest F-measure was in the
proportion of the data (10:89), which amounts to 0.853 with
a balanced 50:50 distribution but decreases to 0.849. in the
proportion of the data (0.624) with an imbalanced class label
(90:10).

This is because when the data is evaluated using the
SMOTE technique, it balances the ratio of the two classes.
Hence, with more training data, the proposed OpenAI
ChatGPTBERT-BiLSTM system shown in Figure 1 accuracy
in predicting the correct class improves the result in
Table 4. The analysis indicates that the improvement in
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Algorithm 1 Pseudo-Code of SMOTE Technique
Data: T : Number of minority class samples, N : Amount of SMOTE (percentage), k: Number of nearest neighbors
Result: Synthetic minority class samples
if N < 100 then

Randomize the T minority class samples;
T ←

( N
100

)
× T ;

N ← 100;
end
N ← (int)

( N
100

)
;

numattrs← Number of attributes;
Sample[][]← Array for original minority class samples;
newindex ← 0;
Synthetic[][]← Array for synthetic samples;
for i← 1 to T do

Compute k nearest neighbors for i, and save the indices in nnarray;
Populate(N , i, nnarray);

end
Function Populate(N , i, nnarray):

while N ̸= 0 do
Choose a random number between 1 and k , call it nn;
for attr ← 1 to numattrs do

Compute: dif← Sample[nnarray[nn]][attr]− Sample[i][attr];
Compute: gap← random number between 0 and 1;
Synthetic[newindex][attr]← Sample[i][attr]+ gap× dif;

end
newindex ← newindex + 1;
N ← N − 1;

end
return Synthetic;

TABLE 3. A comprehensive summary of the class distributions for the
combined dataset.

class balance through SMOTE positively affects the average
accuracy of the model, along with metrics like F-measure
and recall. The continuous enhancement of various aspects
demonstrates the stability and effectiveness of the proposed
solution in addressing imbalanced datasets. These results
suggest that balancing datasets improves the performance
of sentiment analysis algorithms. This study identifies the
impact of data imbalance and shows that using SMOTE to
balance data significantly boosts the efficiency of sentiment
analysis algorithms. Furthermore, it emphasises the need
to use suitable evaluation metrics to precisely evaluate the
performance of these algorithms.

D. RESULTS
This section provides information on the performance of the
proposed model in Figure 1 with and without oversampling

FIGURE 8. Metric performance on balanced dataset with class labels and
feature space using SMOTE techniques.

strategies, allowing for a thorough review and comparison.
Table 4 displays the dataset outcomes in terms of accuracy,
F-measure, and AUC.

Table 4 first part shows ChatGPT OpenAI used as a feature
selection method along with SVM classifiers from customer
reviews collected for ABSA on Hellopeter without SMOTE
had an accuracy of 0.970 and an AUC of 0.976. This is
better than the LR classifier, which had the same accuracy
score but a different AUC score of 0.971. If we consider the
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TABLE 4. Accuracy, F-measure, and AUC results for the proposed model.
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TABLE 5. Accuracy, F-measure, and AUC results for the proposed model with cross-validation.

second part in Table 4, the SVM model had an accuracy of
0.956 and an AUC of 0.940. This suggests that the SVM
model is not as effective as the RF classifier, with an AUC
of 0.970 and an accuracy of 0.920 with SMOTE techniques.
This shows there is a consistency of 0.5 in the AUC score for
imbalanced datasets and a variance of less than 1 in the AUC
over accuracy for unbalanced datasets.

Table 4 second part shows that the SVMmodel had the best
accuracy, F1, and AUC scores for the Capitec dataset from
Hellopeter without SMOTE. These scores were 0.981 for
accuracy, 0.93 for F1, and 0.906 for AUC. The SVM model
also outperformed the RF in terms of accuracy, F1, and AUC,
while being less superior to LR in terms of accuracy and
AUC. This is also a similar situation with SMOTE techniques
over the Capitec dataset in terms of accuracy, F1, and AUC,
which were 0.97, 0.96, and 0.99, respectively. However, the
SVMmodel had a higher F1 score than the LR or RF models.

Further, the SVM classifier with the SMOTE technique
performed better than LR, K-nearest neighbor, multinomial
NB, and RF for the standard dataset (see Table 4) in terms
of accuracy, F1, and AUC with 0.967, 0.957, and 0.99,
respectively. Whereas the ChatGPT achieves an accuracy
of 0.970 for each sentence in the standard dataset, it is
classified without SMOTE. In terms of accuracy, F1, and
AUC, ChatGPT OpenAI with LR got 0.975, 0.92, and 0.665.
On the other hand, AFINN, SentiWordNet, and VADER
achieved an accuracy of 0.810, 0.543, and 0.602 using SVM
classifiers when using the SMOTE technique on the standard
dataset. This highlights the effectiveness of ChatGPT Open
AI for sentences containing emoji symbols because they were
never removed from the dataset with SVM classifiers and
SMOTE for handling unbalanced datasets.

The SVM classifier got scores of 0.974 for accuracy,
0.964 for F1, and 0.738 for AUC with SMOTE for the
Nedbank dataset. This demonstrated that ChatGPT was
the most effective. ChatGPT obtained 0.981, 0.873, and
0.740 accuracy, F1, and AUC without using SMOTE meth-
ods. On the other hand, AFINN, SentiWordNet, and VADER
achieved an accuracy of 0.821, 0.964, and 0.624 using
SVM classifiers when using the SMOTE technique on the
Nedback dataset. Comparatively, K-nearest neighbour, LR,
multinomial NB, and RF achieved an accuracy rating of
0.594, 0.882, 0.738, and 0.738 for the AFINN model, and
the results consistently remain unsatisfactory to classifier
sentiment text for the rest of the standard ML model (see
Table 4).

28SMOTE.
29NON-SMOTE.

The SVM classifier using the SMOTE technique ranks the
best on the FNB dataset, with scores of 0.994 for accuracy
and 0.954 for F1, and is less superior with an AUC of
0.730 when compared with an AUC of 0.993 for LR. RF,
multinomial NB, SVM, and K-nearest neighbour are placed
in the third, fourth, and fifth spots of 0.985, 0.804, 0.730, and
0.534 using ChatGPT, respectively. As for F1, RF obtained
the best results of 0.998, followed by SVM with 0.954, and
LR came in third place with 0.916, K-nearest neighbour,
and multinomial NB with 0.744 and 0.730 fourth and fifth,
respectively. Meanwhile, LR obtained the best F1 score
without SMOTE, yielding values of 0.917; RF ranked second
with 0.876; SVM ranked third with 0.874; and multinomial
NB and K-nearest neighbour shared the fourth and fifth
positions with 0.872 and 0.874, respectively. AFINN has
the highest accuracy for LR, which yields 0.917 with the
SMOTE technique, followed by K-nearest neighbour with
0.876, SVM with 0.818, multinomial NB with 0.778, and
lastly, RF yield 0.651. At the same time, SentiWordNet
with K-nearest neighbour has the highest value of 0.697 for
VADER, followed by SVM with 0.612 when the SMOTE
technique is used. The SVM classifier that used the FNB
dataset with SMOTE and ChatGPT had the best overall
accuracy (0.994), but its AUC values were lower than those
of the ABSA dataset (0.975), as shown in Table 4. Compared
with the ML model using SMOTE, AFINN outperforms the
existing Lexicon-based methods model in terms of accuracy,
with 0.876 for the K-nearest neighbour and multinomial NB
with 0.996, which is superior to all the other classifiers for
AUC.

Additionally, we improve the reliability of the proposed
model, e.g., ChatGPT OpenAI for text annotation tools
and BERT-BiLSTM to improve SA tasks. We implement
cross-validation to fit the model and estimate the prediction
accuracy of the unseen sets of data drawn from the training
samples. In doing this, we partition the data into two
independent sets, one for training and one for testing, and
then estimate the accuracy of the events and tasks. The first
set is used to train the model, while the subsequent set
of data (the test) is used to evaluate its performance using
a 10-fold cross-validation (CV) [101]. Cross-validation is
a kind of resampling process that assesses the model and
trains it roundly many times using test data from samples
drawn from the original. In this paper, we used 5-fold
stratified cross-validation with shuffling and a random seed
for reproducibility. The results are shown in Table 5, which
provide valuable information into the proposed model’s
Figure in 1 performance and accuracy. This process enables
us to measure the model’s generalizability to new data and
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FIGURE 9. Confusion matrix performance for ABSA dataset.

FIGURE 10. Confusion matrix performance for CPT dataset.

identify any potential overfitting issues, which ensures that
the proposed model is robustly constructed and reliable in
predicting sentiment in unseen text data. Our test shows
that ChatGPT OpenAI with the BERT-BiLSTM model
and SMOTE technique is more accurate than the same
model without the SMOTE technique. It reached scores of
0.932 for the FNB dataset, 0.922 for NED, 0.902 for STD,
0.885 for CAP, and 0.884 for ABSA. The results highlight
the effectiveness of using SMOTE techniques in improving
model performance on imbalanced text datasets. In contrast,
the result in terms of the AUC score also indicated that
the FNB dataset outperformed the other datasets with an
AUC score of 0.923, while the ABSA dataset ranked second
with an AUC score of 0.890, and the STD, CAP, and NED
datasets came in third, fourth, and fifth, respectively, with an

AUC score of 0.887, 0.883, and 0.880. Whereas when the
ChapGPT OpenAI BERT-BiLSTM model was used without
SMOTE technique, it did not perform at all as planned. For
the ABSA, CAP, STD, FNB, and NED datasets, the accuracy
and AUC scores were 0.505, 0.659, 0.786, 0.788, and 0.88,
respectively. We add SoftMax as an activation function in
the layer of the proposed OpenAI ChatGPT BERT-BiLSTM
system in Figure 1 to normalise the raw model outputs
to ensure that the probability scores for each sentiment
polarity sum up to one. This helps the OpenAI ChatGPT
BERT-BiLSTM system shown in Figure 1 sort sentiments
into groups based on their orientation. The high accuracy and
AUC scores in the evaluation section show how this approach
helps to accurately classify sentiment orientations across
datasets. This demonstrates the effectiveness of our model
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FIGURE 11. Confusion matrix performance for STD dataset.

FIGURE 12. Confusion matrix performance for NED dataset.

in predicting sentiment in unseen text data. This technique
enables our model to offer probabilities that can be readily
interpreted as confidence levels for each sentiment category.

To summarise, the proposed model, ChatGPT OpenAI
BERT-BiLSTM with the SMOTE technique, outperformed
the standard models using zero-shot learning in terms of
accuracy and AUC for the FNB dataset, followed by NED,
STD, CAP, and ABSA when precision is taken into account.
This highlights the value of using pre-trained language
models to enhance SA tasks. With an accuracy of 0.94 on
the NED, only SentiwordNet SVM plus SMOTE does better
than regular machine learning models that use Lexicon-based
methods or rule-based algorithms. VADER, combined with
LR and SMOTE, comes in second with 0.957 on the ABSA
dataset. ChatGPT as a text annotation from a pre-trained

language model performs better for SA tasks and offers a
user-friendly interactive interface. VADER, however, is more
accurate for aspect-based SA tasks. VADER, however,
is more accurate for SA tasks, achieving an F1 score of
0.699 on the CAP dataset.

E. VISUALISED DESIGN
In this section, we make it simple for non-expert users
to understand and be able to interpret the information
extracted from the OpenAI ChatGPT BERT-BiLSTM system
in Figure 1 for sentiment analysis tasks on the Hellopeter
website and various customer reviews comments on the social
media platform or Internet related to the product or service.
We experimented with all the traditional methods, with or
without SMOTE, and compared them with the proposed
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FIGURE 13. Confusion matrix performance for FNB dataset.

FIGURE 14. Area under the ROC Curve with SMOTE techniques on the
datasets.

model. The proposed model outperformed all other methods
in terms of accuracy and efficiency.

1) CONFUSION MATRIX
We look at the confusion matrix (CM) to understand and
analyze the number of correctly and incorrectly classified
(e.g., discrepancies) subjects in each sentence in the dataset
with SMOTE and non-STOME techniques to improve the
prediction of the proposed model for SA tasks. The Figures
from 9–13 show the correct and incorrect confusion matrix.
This shows how many mistakes there were compared to
the true positive predictions for each sentence class across
all datasets. These figures (from 9–13) detail inter-class
confusion that indicates the 2 classes (positive and negative)
that produce most FP and FN and group errors for all other

FIGURE 15. Proposed model comparison matrix on the datasets.

classes by the true class of the sentence. It also indicates the
potential biases in the dataset, e.g., high confusion between
classes yielding correlated but unrepresentative subject pairs
in the results. Therefore, such information or datasets lost
with the omission of the true class label can be critical for
downstream applications. As demonstrated in the figures
from 9–13, the majority of the predictions end up on the
diagonal (predicted class = actual class), which is what
we want, but the discrepancy without SMOTE significantly
impacts the performance of MLA. Figure 14 shows the
average AUC for ChatGPT OpenAI BERT-BiLSTM using
SMOTE approaches across all datasets. Notably, all of the
datasets performed exceptionally well with the proposed
model, but the FNB dataset had the highest AUC at 98%.
Similarly, Figure 15 provides us with a summary result of
the ChatGPT OpenAI BERT-BiLSTM model with STOME
technique in terms of recall, precision, F-measure, accuracy,
and ROC AUC for all the datasets based on the customer
reviews.
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FIGURE 16. LIME model interpretability on FNB customer review based on prediction.

F. INTERPRETATION
This section discusses the results and their utility in demon-
strating that the feature vectors obtained from the proposed
method can assist trained professionals in understanding
and analyzing the inherent subjectivity in customer reviews
to improve decision-making for SA tasks. We used two
different approaches to explain the results: Shapley additive
explanations (SHAP), which is a game-theoretic way to
explain the output of any machine learning model [102]
and local interpretable model-agnostic explanations (LIME),
an agnostic framework for interpretability [103].

Figure 16 shows the predictions from randomly selected
sampled documents in the FNB datasets. As shown in
Figure 16, the proposed method puts more weight on the
positive label, with a significant prediction probability on
words such as appreciation at 7%, save at 7%, and excellent
at 7%, with a phrase such as ‘‘appreciation post received
excellent service karabo aphane branch paled mall thank
much karabo able to save money information provided’’
This shows that 100% of the text in this phrase is coming
from a positive class label. Equally, with another phrase
within the same FNB dataset, we have a significant prediction
probability on words such as debt at 36%, destroy at 22%,
and steal at 22%, and within the same phrase, words like
please and free are labeled as positive with 19% and 17%
predicted within the sample of the text, while the entire
perception of the phrase reaches 99% negative and 1%
positive, respectively.

Another scenario shows the proposedmodel through LIME
highlights words such as ‘‘rude’’ at 60% compared to the
words ‘‘horrible’’ and ‘‘arrogant’’ at 19% and 18% (as a
feature now) to classify the text sample as 77% negative
and 23% positive sentiment, which is the confidence the

proposed model has in the text. As figure 16 demonstrated,
it provides non-experts with a great way of elucidating what
is going on when training the ChatGPTOpen BERT-BiLSTM
with SMOTE techniques on FNB datasets for non-technical
folks rather than just being a black box that can not be
interpreted. Additionally, we also applied SHAP [103] to the
feature vectors to get a good estimate of the SHAP values
for the extracted features. The permutation was accomplished
by turning one word on and off. For example, if a word
is missing from a particular post, enabling it could make a
significant difference in revealing the inherent subjectivity of
each sentence in the customer review in natural language,
improving interpretation and explainability to non-experts
in the field about what the proposed model is learning
for effective sentiment classification of a given text. The
document’s nonexistent feature could obtain a high SHAP
score. Before SoftMax, the collected features were subject to
permutations to avoid this. By doing so, the proposed model
was able to better understand the importance of each feature
in the sentiment classification process. This approach helped
ensure that the model’s predictions were based onmeaningful
and relevant information.

Figure 17 depicts the first random sample from the FNB
databases. The SHAP scores for the contributing characteris-
tics picked during the training set of the proposed model are
also displayed. The features that push the prediction higher
are shown in red, representing the corrected prediction by
the model used in predicting and classifying a sample text as
positive, and those that push the prediction lower (predicting
the incorrect as negative) are shown in blue, along with the
confidence level. The SHAP local explanation takes only one
occurrence at a time and creates an explanation by indicating
which feature values make decisions about the position and
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FIGURE 17. SHAP plot for local explanations of an instance on the FNB dataset.

which are negative. Figure 17 demonstrates the robustness
of using SHAP to explain the complexity of the proposed
model with the customer reviews dataset to understand and
analyse the subject in each sentence and make it explainable.
We observe in Figure 17 that the probability of the proposed
model confidently predicting the sample text based on the
characteristics highlighted in red is 48.22% as a positive
sentiment, which includes words like ‘‘take care’’, loyalty’’,
and the likelihood of using features in blue as negative is
1.44% using the words like ‘‘pay debt’’, ‘‘including debt’’,
and ‘‘get punished kid’’ using the FNB dataset, where based
probability confident of using words like ‘‘assign incident’’,
‘‘frustrated’’ are tailored towards a negative in blue at 0.12%
and positive sentiment at 8.61%. These wholeheartedly
correlate to the same explainable interpretation using LIME
in Figure 16.
We will also look into how the SHAP model can be used

to enumerate explainable components of specific sentences
from FNB customer review documents. The idea here is
that SHAP takes the input features, sums up the difference
between the baseline (expected or value) model output, and
uses the results as the current model output. The easiest way
to implement this in SHAP is to use a waterfall plot that starts
with our background expectations of the model as a function
to find the inherent subjective value of a given sentence as
E[f (X )], and then you can start adding features one at a time
until we reach the current model output.

VII. CONCLUSION
This study has explored the dynamic interplay between
customer sentiment, financial performance, and the South
African economy, with a particular focus on the coun-
try’s top financial institutions listed on the JSE. The
investigation reveals essential insights into the intricate
relationship between customer reviews on Hellopeter, the
financial performance of these institutions, and their broader
economic implications. Our research establishes a notable
correlation between customer sentiment, as reflected in
HelloPeter reviews, and the financial performance of South
Africa’s major financial institutions. Specifically, we find a
substantial relationship between customer sentiment and the
total revenues of these institutions. This linkage underscores
the significance of customer satisfaction in driving financial
success in the South African financial sector. Through
rigorous analysis, this study highlights the potential of
advanced SA models, including BERT, LSTM, SVM, and
LR. These models exhibit remarkable accuracy in predicting
customer sentiment and review scores based on Hellopeter

data. This predictive capability empowers financial institu-
tions to proactively address customer concerns and enhance
satisfaction. Customer sentiment plays a pivotal role in
shaping the South African economy. Changes in sentiment
are associated with noticeable fluctuations in stock prices,
market capitalization, and other market-related indicators.
These findings are of particular interest to policymakers
and regulatory bodies, like the South African Reserve
Bank (SARB), in their pursuit of economic stability. This
research carries significant implications for the South African
financial sector, policymakers, and regulatory authorities.
In future work, we intend to expand our research to
encompass a broader spectrum of financial institutions listed
on the JSE, focusing on the top 30 institutions. Furthermore,
we aim to delve deeper into the comparative analysis of the
South African Reserve Bank (SARB) against other central
banks worldwide. This expansion will enable us to predict
financial metric changes such as interest rates, the Consumer
Price Index (CPI), and more. Additionally, we intend to
use restaurant and movie review datasets with our proposed
model to evaluate the efficiency of the model with the
publicly available dataset. This expansion will enable us to
predict financial metric changes such as interest rates, the
Consumer Price Index (CPI), and more. The study is not
without limitations. First, financial data was only available
for a limited period of five years, potentially limiting the
depth of our analysis. A more extended dataset would
provide a broader perspective. Additionally, data collection
constraints prevented us from obtaining WhatsApp reviews
due to personal information protection laws. Furthermore,
we were unable to access the total number of customers
for each financial institution over the five years. The lack
of WhatsApp reviews and total customer headcounts can be
considered a limitation of the research. In future research,
we will consider the legal means of accessing WhatsApp
data and attempt to obtain JSE data for a period longer than
five years. Also, obtaining extensive customer headcount
details from financial institutions will be essential. Ensuring
the collection of more complete and extensive datasets will
enhance the robustness and generalizability of future studies.
Moreover, the study’s SA models, including BERT, LSTM,
SVM, and LR,while effective, may have limitations in certain
contexts. These models’ performance could vary based on the
specific nature of customer reviews and language nuances,
necessitating careful consideration in real-world applications.
This research provides a comprehensive understanding of the
relationship between customer sentiment, financial perfor-
mance, and the broader economic landscape in South Africa.
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By harnessing the power of machine learning and SA, finan-
cial institutions, regulatory authorities, and policymakers
can navigate the complex dynamics of customer satisfaction
and its far-reaching implications effectively. In future work,
we plan to explore how the proposed method can be used
for sentiment analysis tasks. This includes analyzing user
reviews from social media related to restaurants and movies
to assess the framework’s functionality using a publicly
available dataset. Finally, we will also explore how this
method can be applied in industries outside the realm of
restaurants and movies.
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