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These supplementary materials are structured as follows: the architecture of LPDM is presented in
Fig.[I} additional LPDM examples on unpaired datasets are provided in Fig. [2} finally, LPDM examples
on the LOL test set are shown in Figs. [3] and

128 128 128 128 128 3
4 v ~ 4
Q 53 Q Q
g =2 = ) = g
2 = =) =) = -2 H
E S T > T P> = 8 (&
gl | = s 2 2 g8
=) 8 3 3 8 =
& 4 ~ ~
1256 256 256 T256
< ~ < ~
Q Q Q Q
2 £ = )
M = ) =
TP E - e e e - - - - » E P 3
b b b b
3 3 3 3
4 ~ & ~
1512 512 512 TS]Z
= - - -
S S S S
= = = =2
m m m ]
s » §E = -"—-"—-"—=—= — = — — — » T P &
3 b= 3 3
3 8 8 3
~ R~ R~ -4
lSIZ 512 512 TSIZ
- - - -
3 S S 3
S = = S
/M /M =] =]
s Y §E ——— = = = - — — » s P %
| b b S
3 8 8 3 —> Normal Propagation
~ 4 ~ ~

— » Concatenation
—> Upsample
—> Downsample

Figure 1: The U-Net architecture used to model LPDM. The residual blocks contain the layers depicted
in the main paper. The number of output channels is displayed above each block. Although there are
4 concatenation stages, there are a total of 12 concatenations which occur. The output of each yellow
block in the encoder is concatenated to the input of the corresponding mirrored yellow block in the
decoder. Concatenation is applied similarly for the orange residual blocks and the purple convolutional
projection blocks. The output of each downsampling layer is concatenated to the corresponding input
of each upsampling layer.

Residual Block
Attention
Residual Block

*Corresponding author



LLFlow + LPDM (Ours)

Input URetinex-Net [3] URetinex-Net + LPDM (Ours)

Figure 2: Qualitative results of the proposed approach on a variety of unpaired evaluation datasets
for a variety of LLIE methods. There are no ground truth images for these datasets. Each respective
column represents ¢, x( and x*. The LPDM parameters used are ¢ = 300 and s = 30.
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Figure 3: Qualitative results of the proposed approach on the paired LOL test set for a variety of LLIE

methods. Each respective column represents ¢, x, ™ and x;. The LPDM parameters used are

¢ = 300 and s = 30.
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Figure 4: Continuation of Fig.
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