
IFAC PapersOnLine 56-2 (2023) 11778–11783

ScienceDirect

Available online at www.sciencedirect.com

2405-8963 Copyright © 2023 The Authors. This is an open access article under the CC BY-NC-ND license.
Peer review under responsibility of International Federation of Automatic Control.
10.1016/j.ifacol.2023.10.566

10.1016/j.ifacol.2023.10.566 2405-8963

Copyright © 2023 The Authors. This is an open access article under the CC BY-NC-ND license  
(https://creativecommons.org/licenses/by-nc-nd/4.0/)

Model-plant mismatch detection for a plant
under Model Predictive Control: A
grinding mill circuit case study

Heinz K. Mittermaier ∗ Johan D. le Roux ∗,1

Laurentz E. Olivier ∗,∗∗ Ian K. Craig ∗

∗ Department of Electrical, Electronic, and Computer Engineering,
University of Pretoria, Pretoria, South Africa.

∗∗ Analyte Control, Pretoria, South Africa.

Abstract: This articles investigates two different techniques of identifying model-plant mis-
match for a grinding mill circuit under model predictive control. A previous attempt at model-
plant mismatch detection for a grinding mill, in the form of a partial cross correlation analysis, is
used as a benchmark for model-plant mismatch detection and degraded sub-model isolation. This
is followed by an investigation of the plant model ratio technique applied to the same system.
The plant model ratio technique is able to isolate the sub-model containing a mismatch as well as
detect the specific parameter in a first-order-plus-time-delay model responsible for the mismatch.
A simulation study is used to quantify and compare the results between the two model-
plant mismatch detection methodologies. The results indicate plant model ratio accurately and
timeously detects mismatches in sub-models. This allows for system reidentification or controller
adaption to ensure optimal process performance. The advantage above partial cross correlation
is the parameter diagnosis within the degraded sub-model coupled with the mismatch direction.
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1. INTRODUCTION

One of the predominant factors of process control is that a
change in process dynamics is unavoidable. These changes
in dynamics can cause performance deterioration of model-
based controllers over time and significantly reduce the
performance benefit of model predictive controllers (MPC)
(Qin and Badgwell, 2003; Mayne, 2014; Schwenzer et al.,
2021). This is one of the reasons why decoupled clas-
sical proportional-integral-derivative controllers are often
favoured above advanced process control (APC) methods
for multiple-input multiple-output (MIMO) plants, espe-
cially when applied to grinding mill circuits (Wei and
Craig, 2009; Hodouin, 2011; Olivier and Craig, 2017).

Direct and indirect methods of controller performance
monitoring (CPM) in the form of model-plant mismatch
(MPM) detection and isolation have been identified and
developed to the point where MPM can be identified in an
on-line fashion, with minimal process disruption (Wu and
Du, 2022).

The principal categories for the indirect methods are
statistical-based techniques and sensitivity function-based
techniques. Badwe et al. (2009) proposed a partial cor-
relation analysis on which most of the statistical-based
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methodologies are based. The proposed partial correlation
analysis is between the model residuals and the manipu-
lated variables (MVs). Li et al. (2020) proposed a correla-
tion analysis between the inputs and the disturbances of
the process being controlled. In addition to partial corre-
lation, other statistical-based techniques include the plant
model ratio (PMR) (Selvanathan and Tangirala, 2010), the
variance ratio-based model evaluation index (Ling et al.,
2017) and an autocovariance-based method to identify
process parameter values (Xu et al., 2020). Sensitivity
function-based techniques include a dual validation algo-
rithm, based on the two-model divergence method (Jiang
et al., 2009), the estimation of Markov parameters using
an integrated moving window and subspace approach (Yin
et al., 2014) and an improved PMR with minimal excita-
tion (Kaw et al., 2014).

The predominant direct method of MPM detection was
proposed by Tsai et al. (2015). This method is based
on using small sinusoidal test signals to estimate the
process frequency responses. The MPM is detected using
this frequency response, followed by an isolation of the
degraded model of the plant.

The contribution of this paper is the application of PMR,
extended for the use on MIMO systems (Yerramilli and
Tangirala, 2016), to a run-of-mine (ROM) ore grinding
mill circuit under MPC control. The grinding mill circuit
is represented using a linear time invariant (LTI) approxi-
mation of a non-linear model of the milling circuit (Coetzee
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for multiple-input multiple-output (MIMO) plants, espe-
cially when applied to grinding mill circuits (Wei and
Craig, 2009; Hodouin, 2011; Olivier and Craig, 2017).

Direct and indirect methods of controller performance
monitoring (CPM) in the form of model-plant mismatch
(MPM) detection and isolation have been identified and
developed to the point where MPM can be identified in an
on-line fashion, with minimal process disruption (Wu and
Du, 2022).

The principal categories for the indirect methods are
statistical-based techniques and sensitivity function-based
techniques. Badwe et al. (2009) proposed a partial cor-
relation analysis on which most of the statistical-based
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methodologies are based. The proposed partial correlation
analysis is between the model residuals and the manipu-
lated variables (MVs). Li et al. (2020) proposed a correla-
tion analysis between the inputs and the disturbances of
the process being controlled. In addition to partial corre-
lation, other statistical-based techniques include the plant
model ratio (PMR) (Selvanathan and Tangirala, 2010), the
variance ratio-based model evaluation index (Ling et al.,
2017) and an autocovariance-based method to identify
process parameter values (Xu et al., 2020). Sensitivity
function-based techniques include a dual validation algo-
rithm, based on the two-model divergence method (Jiang
et al., 2009), the estimation of Markov parameters using
an integrated moving window and subspace approach (Yin
et al., 2014) and an improved PMR with minimal excita-
tion (Kaw et al., 2014).

The predominant direct method of MPM detection was
proposed by Tsai et al. (2015). This method is based
on using small sinusoidal test signals to estimate the
process frequency responses. The MPM is detected using
this frequency response, followed by an isolation of the
degraded model of the plant.

The contribution of this paper is the application of PMR,
extended for the use on MIMO systems (Yerramilli and
Tangirala, 2016), to a run-of-mine (ROM) ore grinding
mill circuit under MPC control. The grinding mill circuit
is represented using a linear time invariant (LTI) approxi-
mation of a non-linear model of the milling circuit (Coetzee

et al., 2010). Applicable model uncertainties for the ROM
ore milling circuit (Craig and MacLeod, 1995) are used
to introduce MPM into the simulation. The PMR results
are compared to the MPM results of Olivier and Craig
(2011) where the sub-model of the grinding mill circuit
containing MPM could be isolated. PMR can refine the
results by isolating the degraded sub-model as well as di-
agnosing the specific sub-model parameter(s) that contain
the mismatch.

2. MODEL PREDICTIVE CONTROL

The aim of a discrete-time linear MPC is expressed as

u =argmin J
(
uNC

)
(1a)

given that,

J
(
uNC

)
=

NP∑
j=1

∥∥∥eyk+j

∥∥∥
Q
+

NC−1∑
j=0

∥∆uk+j∥R (1b)

subject to

xk+j = A (xk+j−1) +B (uk+j−1) ∀j = 1, Np

yk+j = C (xk+j−1) +D (uk+j−1) ∀j = 1, Np

u ≤ uk+j ≤ u ∀j = 0, NC − 1,

∆u ≤ ∆uk+j ≤ ∆u ∀j = 0, NC − 1.

(1c)

The objective function minimizes the difference between
the predicted plant output and the current set-point of
the plant, defined as eyk+j ≡ yk+j − yr

k+j , over the length
of the prediction horizon, NP . The objective function
minimizes the rate of change of the control actions defined
as ∆uk+j = uk+j − uk over the control horizon, NC .
The terms in the objective function are assigned relative
weights in the form of positive definite matrices (Q and
R) to force desirable behaviour on the plant using the con-
troller. Q is a positive definite matrix and R is a positive
semi-definite matrix. The solution to the optimization is:
uNC = ( uk uk+1 · · · uk+NC−1 ). For each MPC interval,
uk is applied to the plant and the optimization is repeated
(Qin and Badgwell, 2003).

3. MILLING CIRCUIT MODEL

Fig. 1 depicts the grinding mill circuit used to test the
MPM methodologies. The MIMO system consist of three
MVs, mill feed ore (uMFO), mill inlet water (uMIW )
and sump feed water (uSFW ) along with three controlled
variables (CV), mill load (yJT

), sump fill (ySLEV ) and
particle size (yPSE). A hydrocyclone is used in a closed
circuit with the mill to separate the product from the
out-of-specification material. The underflow of the cyclone,
combined with the feed ore, water and steel balls accounts
for the feed to the mill. It should be noted that the mill
inlet water is manipulated as a ratio of the mill feed ore and
the added steel balls are considered as constant. The mill
discharges the ground slurry into a sump through an end-
discharge grate. The ground slurry is diluted with water
before being pumped to the cyclone for classification. The
overflow of the hydrocyclone is the product of the milling
circuit (Coetzee et al., 2010; le Roux and Craig, 2019).

The linear time invariant (LTI) model representation of
a grinding mill circuit from Olivier and Craig (2011) is
used in this study. System identification was used used to

Table 1. Grinding mill circuit variable con-
straints and operating points (OP).

Variable Min Max OP Unit Description

uMIW 0 100 33.3 m3/h Flow-rate of water to the mill
uMFO 0 200 100 t/h Flow-rate of solids to the mill
uSFW 0 400 267 m3/h Flow-rate of water to the sump
yPSE 60 90 80 % Product particle size < 75µm
yJT

30 50 45 % Total charge of the mill
ySLEV 2 9.5 5 m3 Level of the sump

obtain an LTI representation of the non-linear grinding
mill circuit simulation model of Coetzee et al. (2010).
Step test data was created for 60 hours at the operating
conditions as shown in Table 1. The following 9 models
were obtained,[

∆yPSE

∆yJT

∆ySLEV

]
=

[
g11 g12 g13
g21 g22 g23
g31 g32 g33

][
∆uCFF

∆uMFO

∆uSFW

]
(2a)

where g1j is in the form,

g1j =
k1j

s+ α1j
e−θ1j (2b)

with k11 = −2.4× 10−4, k12 = −5.99× 10−4, k13 = 1.45×
10−3; α11 = 0.5882, α12 = 1.353, α13 = 2.216; and
θ11 = 0.011, θ12 = 0.0639, θ13 = 0.011. The remaining
transfer functions are in the form,

gij =
kij

s+ 10−6
(2c)

with k21 = 7.15× 10−4, k22 = 7.22× 10−3, k23 = −1.39×
10−3, k31 = −0.60, k32 = 0.0097 and k33 = 0.774. The
time units for the model is in hours. Both the simulation
environment and the controller will use the linearized
model in (2).

4. PARTIAL CORRELATION ANALYSES

Badwe et al. (2009) proposed using the partial correlation
analyses between the model residuals and the MVs to
detect and isolate MPM in MPC applications. A super-
ficial correlation may exist between different MVs based
on the optimisation of the MPC algorithm. The partial
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to introduce MPM into the simulation. The PMR results
are compared to the MPM results of Olivier and Craig
(2011) where the sub-model of the grinding mill circuit
containing MPM could be isolated. PMR can refine the
results by isolating the degraded sub-model as well as di-
agnosing the specific sub-model parameter(s) that contain
the mismatch.
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The aim of a discrete-time linear MPC is expressed as
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uNC
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(1a)

given that,

J
(
uNC

)
=

NP∑
j=1

∥∥∥eyk+j

∥∥∥
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+

NC−1∑
j=0

∥∆uk+j∥R (1b)
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xk+j = A (xk+j−1) +B (uk+j−1) ∀j = 1, Np

yk+j = C (xk+j−1) +D (uk+j−1) ∀j = 1, Np

u ≤ uk+j ≤ u ∀j = 0, NC − 1,

∆u ≤ ∆uk+j ≤ ∆u ∀j = 0, NC − 1.

(1c)

The objective function minimizes the difference between
the predicted plant output and the current set-point of
the plant, defined as eyk+j ≡ yk+j − yr

k+j , over the length
of the prediction horizon, NP . The objective function
minimizes the rate of change of the control actions defined
as ∆uk+j = uk+j − uk over the control horizon, NC .
The terms in the objective function are assigned relative
weights in the form of positive definite matrices (Q and
R) to force desirable behaviour on the plant using the con-
troller. Q is a positive definite matrix and R is a positive
semi-definite matrix. The solution to the optimization is:
uNC = ( uk uk+1 · · · uk+NC−1 ). For each MPC interval,
uk is applied to the plant and the optimization is repeated
(Qin and Badgwell, 2003).

3. MILLING CIRCUIT MODEL

Fig. 1 depicts the grinding mill circuit used to test the
MPM methodologies. The MIMO system consist of three
MVs, mill feed ore (uMFO), mill inlet water (uMIW )
and sump feed water (uSFW ) along with three controlled
variables (CV), mill load (yJT

), sump fill (ySLEV ) and
particle size (yPSE). A hydrocyclone is used in a closed
circuit with the mill to separate the product from the
out-of-specification material. The underflow of the cyclone,
combined with the feed ore, water and steel balls accounts
for the feed to the mill. It should be noted that the mill
inlet water is manipulated as a ratio of the mill feed ore and
the added steel balls are considered as constant. The mill
discharges the ground slurry into a sump through an end-
discharge grate. The ground slurry is diluted with water
before being pumped to the cyclone for classification. The
overflow of the hydrocyclone is the product of the milling
circuit (Coetzee et al., 2010; le Roux and Craig, 2019).

The linear time invariant (LTI) model representation of
a grinding mill circuit from Olivier and Craig (2011) is
used in this study. System identification was used used to

Table 1. Grinding mill circuit variable con-
straints and operating points (OP).

Variable Min Max OP Unit Description

uMIW 0 100 33.3 m3/h Flow-rate of water to the mill
uMFO 0 200 100 t/h Flow-rate of solids to the mill
uSFW 0 400 267 m3/h Flow-rate of water to the sump
yPSE 60 90 80 % Product particle size < 75µm
yJT

30 50 45 % Total charge of the mill
ySLEV 2 9.5 5 m3 Level of the sump

obtain an LTI representation of the non-linear grinding
mill circuit simulation model of Coetzee et al. (2010).
Step test data was created for 60 hours at the operating
conditions as shown in Table 1. The following 9 models
were obtained,[

∆yPSE

∆yJT

∆ySLEV

]
=

[
g11 g12 g13
g21 g22 g23
g31 g32 g33

][
∆uCFF

∆uMFO

∆uSFW

]
(2a)

where g1j is in the form,

g1j =
k1j

s+ α1j
e−θ1j (2b)

with k11 = −2.4× 10−4, k12 = −5.99× 10−4, k13 = 1.45×
10−3; α11 = 0.5882, α12 = 1.353, α13 = 2.216; and
θ11 = 0.011, θ12 = 0.0639, θ13 = 0.011. The remaining
transfer functions are in the form,

gij =
kij

s+ 10−6
(2c)

with k21 = 7.15× 10−4, k22 = 7.22× 10−3, k23 = −1.39×
10−3, k31 = −0.60, k32 = 0.0097 and k33 = 0.774. The
time units for the model is in hours. Both the simulation
environment and the controller will use the linearized
model in (2).

4. PARTIAL CORRELATION ANALYSES

Badwe et al. (2009) proposed using the partial correlation
analyses between the model residuals and the MVs to
detect and isolate MPM in MPC applications. A super-
ficial correlation may exist between different MVs based
on the optimisation of the MPC algorithm. The partial
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Fig. 2. Closed-loop IMC structure

correlation approach would detect hidden correlations and
inhibit the detection of spurious correlations.

From the internal model control (IMC) structure in Fig.

2, the residuals between the plant (G) and the model (Ĝ)
are,

e(k) = y(k)− ŷ(k) = ∆Gu(k) + v(k) (3)

where ∆G = (G− Ĝ) is the MPM. Therefore, the amount
of mismatch, ∆G, can be obtained using a correlation
analysis between e(k) and u(k). The input sensitivities
from the setpoint r(k) to the output noise v(k) can be
obtained from Fig. 2 as,

u(k) = K[I +∆GK]−1r(k)−K[I +∆GK]−1v(k) (4)

Since the sensitivity functions are used, the MPM analyses
should be performed on a recorded dataset where suffi-
cient setpoint excitation is present to ensure estimation
accuracy of the uncorrelated components ϵui

and ϵej (as
defined below in (6) and (7)). To guarantee that the MV
disturbances do not lead to the misidentification of MPM,
disturbance free MVs (ûr(k)) are required (Badwe et al.,
2009).

For ûr(k), the component of each MV that is uncorrelated
with all other MVs is computed. Each MV can be repre-
sented as,

ûr
i (k) = Gui ũ

r(k) + ϵui(k) (5)

where Gui is a model identified between ur
i and all other

MVs. ũr contains all MVs except for ui (the ith MV),
while ϵui

is the component of ui that is uncorrelated with
all other MVs. Therefore, ϵui

can be written as,

ϵ̂ui
(k) = ûr(k)i −Gui

ũr(k) (6)

The same methodology is used to calculate the component
of each residual, which is uncorrelated with all other MVs,
except ui,

ϵ̂ej (k) = ej(k)−Gej ũ
r(k). (7)

where j denotes the uncorrelated CV and Gej is the model
identified between residuals ej and all other MVs except
ui. Using (6) and (7), a non-zero correlation between ϵ̂ui

and ϵ̂ej will indicate MPM in the ui − yj channel (Badwe
et al., 2009; Olivier and Craig, 2011).

5. PLANT MODEL RATIO

The aim of PMR, as developed for single-input single-
output (SISO) systems, is to identify, isolate and diagnose
the MPM as either a gain mismatch, a delay mismatch, a
dynamic mismatch, or a combination of the three different
types of mismatches (Selvanathan and Tangirala, 2010).
Owing to modelling uncertainties and the lack of accurate
process knowledge, the conventional description for MPM,
∆G, is seldom zero. Model parameter degradation, impre-
cise parameter estimation and non-linearities can cause

Table 2. MPM analysis using PMR

Assessment Procedure Diagnosis of MPM

Step 1 M(ω)|ω=0 ̸= 1
KG ̸= KĜ
else KG = KĜ

Step 2
M(ω) has a zero initial
slope (flatness test)

if flat, τG = τĜ,
else τG ̸= τĜ

Step 3
Linearity check of
∆P (ω)

if linear: DG ̸= DĜ,
else DG = DĜ

MPM, leading to a nonzero ∆G, and therefore for SISO
systems the PMR is defined as the ratio of the frequency
response function of the plant (G(ejω)) to the frequency

response function of the model (Ĝ(ejω)),

GPMR(e
jω) =

G(ejω)

Ĝ(ejω)
= M(ω)ej∆P (ω) (8)

As discussed by Selvanathan and Tangirala (2010), the
gain mismatch information is contained in M(ω), the
phase mismatch information is contained in ∆P (ω) and
the dynamic mismatch influences both magnitude and
phase responses of PMR in (8). This property of the PMR
leads to the systematic method of diagnosing the type
of MPM, seen in Table 2, where K, τ and D represents
the gain, dynamic and delay characteristic, respectively.
Furthermore, the PMR also defines the direction of the
MPM, identifying whether the plant parameter is greater
or smaller than the corresponding model parameter. An
additional advantage of using a frequency-domain based
technique, as opposed to a time domain counterpart, is
that an analysis can be performed over a specific band
of frequencies, allowing for an efficient handling of signals
containing noise.

To mitigate the effects of noise, PMR can be estimated
for a SISO system using the correlation between plant and
model output and the set-point,

ΠG =
γ̂y,r(ω)

γ̂ŷ,r(ω)
(9)

where γ̂y,r(ω) is the estimated cross-spectral density
(CSD) between the plant output y(k) and the set-point
r(k) (Selvanathan and Tangirala, 2010).

5.1 PMR expanded to MIMO systems

For MIMO systems, from the IMC structure in Fig. 2, the
plant output yi can be expressed in terms of the model
output ŷi,

yi(ω) =

n∑
k=1

Gik(ω)uk(ω) + di(ω)

=
n∑

k=1

ΠG,ik(ω)Ĝik(ω)uk(ω) + di(ω)

=
n∑

k=1

ΠG,ik(ω)ŷik(ω) + di(ω)

(10)

where ŷik is the kth component, of the ith model output
(ŷi), corresponding to the kth input uk.

For an n × n MIMO system, the element-wise division
between the plant and model transfer function matrices
identifies the PMR matrix (Yerramilli and Tangirala,
2016),

ΠG(ω) =




G11(ω)

Ĝ11(ω)

G12(ω)

Ĝ12(ω)
· · · G1n(ω)

Ĝ1n(ω)

...
...

. . .
...

Gn1(ω)

Ĝn1(ω)

Gn2(ω)

Ĝn2(ω)
· · · Gnn(ω)

Ĝnn(ω)


 (11)

By combining (10) and (11), the estimated PMR for
uncorrelated MIMO systems will be,

Π̂G(ω) =
γ̂yi,ŷij (ω)

γ̂ŷij ,ŷij
(ω)

(12)

where the ith row of the PMR matrix in (11) is interpreted
as a transfer function between the n components of the
model output ŷi and the plant output yi. For coupled
systems, the closed-loop interactions can be decoupled
using a partial cross-spectral density analysis (Yerramilli
and Tangirala, 2016).

5.2 Partial cross-spectral density

The partial cross-spectral density (PCSD) is the frequency
domain analogue of the partial covariance function and is
used to calculate the cross-spectral density between two
datasets after the effects of a third dataset are removed
(Priestley, 1981).

To obtain the PCSD between x and y, given z, first obtain
the two conditioned signals,

ψx|z(t) = x(t)−
∞

k=−∞

b1(k)z(t− k) (13a)

ψy|z(t) = y(t)−
∞

k=−∞

b2(k)z(t− k) (13b)

where b1(k) and b2(k) are determined by minimizing
the expectation operator E[ψ2

x|z(t)] and E[ψ2
y|z(t)] respec-

tively. The frequency-domain representation of the condi-
tioned signals in (13) are

Ψx|z(ω) = X(ω)−B1(ω)Z(ω) (14a)

Ψy|z(ω) = Y (ω)−B2(ω)Z(ω) (14b)

The transfer functions for b1 and b2 are

B1(ω) =

∞
k=−∞

b1(k)e
−jωk =

γx,z(ω)

γz,z(ω)
(15a)

B2(ω) =

∞
k=−∞

b2(k)e
−jωk =

γy,z(ω)

γz,z(ω)
(15b)

PCSD is found by evaluating the CSD between Ψx|z and
Ψy|z. Thus, the PCSD between x and y given z can be
defined as,

γx,y|z(ω) =γx,y(ω)−B1(ω)γz,y(ω)−B∗
2(ω)γx,z(ω)

+B1(ω)B
∗
2(ω)γz,z(ω)

=γx,y(ω)−
γx,z(ω)γz,y(ω)

γz,z(ω)

(16)

where B∗
2 is the complex conjugate of B2.

5.3 Decoupled PMR for MIMO systems

Using operational data, along with the PCSD, a decoupled
estimation of the PMR matrix in (11) can be derived.

From (10) it is clear that for an n × n system, the
confounding variables between a specific plant output and
the corresponding model output are the residual (n − 1)
contributions to the model output of the same row in the
transfer function matrix. The PCSD then allows for the
estimation of the decoupled PMR by removing the effects
of the confounding variables for a specific component in
the PMR matrix,

Π̂G,ij(ω) =
γ̂yi,ŷij |Z(ω)

γ̂ŷij ,ŷij |Z(ω)
(17)

where Z = {ŷik|k ∈ (1, ...n), k ̸= j}.
The decoupled PMR for an n × n system, equates to
n2 SISO systems. Each decoupled SISO sub-system is
characterized by a unique input-output relationship. Thus,
the SISO analysis and systematic test of Table 2 can be
applied to each entry of the PMR matrix. Two items
should be taken note of:

(1) Since PMR is fundamentally based on a frequency
analysis, sufficient broadband excitation is required
at the set-point. A single frequency sine wave will
propagate only a single frequency through the system
which will lead to a lack of information over a band
of frequencies in the PCSD (Priestley, 1981).

(2) If the model used to describe the system is not a
devitation variable model, as seen in (2a), where all
operations of the system is centred about zero, the
operating point of each variable within the system
should be subtracted from the recorded data. Elimi-
nating the offset in data will remove the correspond-
ing higher frequency components that overpower the
CSD and ensure accurate results for the PMR.

6. MODEL-PLANT MISMATCH DETECTION
APPLIED TO THE GRINDING MILL CIRCUIT

MPC, as described in Section 2, was used to control the
grinding mill circuit as represented by the model in (2).
The upper and lower constraints listed in Table 1 were
used along with a prediction horizon of NP = 20 and a
control horizon of NC = 5.

The model uncertainties as described by Craig and
MacLeod (1995) were used to introduce MPM into the
simulation environment. In general milling circuits are
nonlinear and time-varying systems. When a linearised
representation for the milling circuit is used, the nonlinear
and time varying characteristics of the milling circuit can
be accounted for in the uncertainty description accompa-
nying the linear model.

After finite-dimensional and linear time-invariant models
were fitted to real world recorded data, the standard
deviation of each model parameter was,

kij :


31% 14% 31%
65% 11% 16%
− − −


(18a)

τij :


18% − 19%
40% − 60%
− − −


(18b) θij :


27% − −
− − −
− − −


(18c)

This standard deviation of each model parameter indicates
the amount of change or uncertainty that can be expected
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as a transfer function between the n components of the
model output ŷi and the plant output yi. For coupled
systems, the closed-loop interactions can be decoupled
using a partial cross-spectral density analysis (Yerramilli
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domain analogue of the partial covariance function and is
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To obtain the PCSD between x and y, given z, first obtain
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PCSD is found by evaluating the CSD between Ψx|z and
Ψy|z. Thus, the PCSD between x and y given z can be
defined as,

γx,y|z(ω) =γx,y(ω)−B1(ω)γz,y(ω)−B∗
2(ω)γx,z(ω)

+B1(ω)B
∗
2(ω)γz,z(ω)

=γx,y(ω)−
γx,z(ω)γz,y(ω)

γz,z(ω)

(16)

where B∗
2 is the complex conjugate of B2.

5.3 Decoupled PMR for MIMO systems

Using operational data, along with the PCSD, a decoupled
estimation of the PMR matrix in (11) can be derived.

From (10) it is clear that for an n × n system, the
confounding variables between a specific plant output and
the corresponding model output are the residual (n − 1)
contributions to the model output of the same row in the
transfer function matrix. The PCSD then allows for the
estimation of the decoupled PMR by removing the effects
of the confounding variables for a specific component in
the PMR matrix,

Π̂G,ij(ω) =
γ̂yi,ŷij |Z(ω)

γ̂ŷij ,ŷij |Z(ω)
(17)

where Z = {ŷik|k ∈ (1, ...n), k ̸= j}.
The decoupled PMR for an n × n system, equates to
n2 SISO systems. Each decoupled SISO sub-system is
characterized by a unique input-output relationship. Thus,
the SISO analysis and systematic test of Table 2 can be
applied to each entry of the PMR matrix. Two items
should be taken note of:

(1) Since PMR is fundamentally based on a frequency
analysis, sufficient broadband excitation is required
at the set-point. A single frequency sine wave will
propagate only a single frequency through the system
which will lead to a lack of information over a band
of frequencies in the PCSD (Priestley, 1981).

(2) If the model used to describe the system is not a
devitation variable model, as seen in (2a), where all
operations of the system is centred about zero, the
operating point of each variable within the system
should be subtracted from the recorded data. Elimi-
nating the offset in data will remove the correspond-
ing higher frequency components that overpower the
CSD and ensure accurate results for the PMR.

6. MODEL-PLANT MISMATCH DETECTION
APPLIED TO THE GRINDING MILL CIRCUIT

MPC, as described in Section 2, was used to control the
grinding mill circuit as represented by the model in (2).
The upper and lower constraints listed in Table 1 were
used along with a prediction horizon of NP = 20 and a
control horizon of NC = 5.

The model uncertainties as described by Craig and
MacLeod (1995) were used to introduce MPM into the
simulation environment. In general milling circuits are
nonlinear and time-varying systems. When a linearised
representation for the milling circuit is used, the nonlinear
and time varying characteristics of the milling circuit can
be accounted for in the uncertainty description accompa-
nying the linear model.

After finite-dimensional and linear time-invariant models
were fitted to real world recorded data, the standard
deviation of each model parameter was,

kij :


31% 14% 31%
65% 11% 16%
− − −


(18a)

τij :


18% − 19%
40% − 60%
− − −


(18b) θij :


27% − −
− − −
− − −


(18c)

This standard deviation of each model parameter indicates
the amount of change or uncertainty that can be expected
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Fig. 3. Cross correlation between ϵ̂ej and ϵ̂ui

and therefore these real world indicators are used as the
model uncertainty description. The dashes indicate that
the relative uncertainty of the particular parameter is
insignificant. For the simulations in Section 6.1 and Section
6.2 the first row of (18a) and (18b) will be applied as an
overestimation, for example k11plant

= k11 × (1 + 31%),
while the second row of (18a) and (18b) will be applied
as an underestimation, for example k21plant

= k21 × (1 −
65%). The single delay uncertainty in (18c), will be applied
as an overestimation

(
θ11plant

= θ11 × (1 + 27%)
)
. These

selections were made to evaluate if PMR can identify the
direction of MPM.

As noted in Section 4 and Section 5, the main difference in
MV excitation between the two MPM detection techniques
is that the partial correlating analyses requires at least a
single large step for sufficient MV excitation. For PMR,
a broadband excitation is required in the form of a set
of small steps. These different excitation requirements are
considered during the simulations.

6.1 Partial Correlation Analyses

For the partial correlation analyses simulations, the set-
point of yJT

was changed from 45% to 50% to ensure
sufficient MV excitation. For the simulation results, the
partial correlation between ϵ̂ej and ϵ̂ui at lags of 0 to 50 is
depicted in Fig. 3. Using an empirical threshold of 0.01 to
differentiate between zero and nonzero correlations, it is
evident that only g31, g32 and g33 can be classified with no
MPM. The average partial cross correlation can be seen in
Table 3 and it is evident that the correct MPM is identified
based on (18).

6.2 Plant Model Ratio

For PMR simulations, a normally distributed white noise
signal, with signal power of 0.01, is added to each set-

Table 3. Average partial cross correlation re-
sults

ϵ̂u1 ϵ̂u2 ϵ̂u3

ϵ̂e1 0.940 0.149 0.940
ϵ̂e2 0.404 -0.424 0.406
ϵ̂e3 0.026 -0.005 0.026

point to ensure sufficient broadband frequency excitation.
The systematic test for MPM detection using PMR, from
Table 2, is applied to the estimated magnitude spectra in
Fig. 5 and the estimated phase spectra in Fig. 4. For step
1 in the summarized results (Table 4), it is evident that
M1j(0) > 1 while M2j(0) < 1 and M3j(0) = 1, confirming
the gain mismatch estimation error as described in (18a).
From Fig. 5, the initial gradient of the estimated magni-
tude spectra, plotted in orange, confirm the overestimation
in plant dynamics for g11 and g13 with an initial positive
gradient in M11(ω) and M13(ω) while also confirming the
underestimation of plant dynamics in g21 and g23 with
and initial negative gradient in M21(ω) and M23(ω). The
overestimation of the delay in g11 can be seen in the
estimated phase spectra (Fig. 4) with a positive gradient
in ∆P11 (plotted in orange).

These simulations correctly isolated and diagnosed the
MPM as described using the model uncertainties in (18),
providing a suitable alternative to MPM analysis, with the
option of identifying the type and direction of mismatch
within a specific input-output channel, for a grinding mill
circuit.
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Fig. 4. Estimated PMR magnitude spectra.
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Fig. 5. Estimated PMR phase spectra.

Table 4. PMR Results

Πi1 Πi2 Πi3

Step 1
Mij(0)

Π1j 1.143 1.144 1.144
Π2j 0.892 0.890 0.888
Π3j 1 1 1

Step 2
M(ω)

initial slope

Π1j 0.968 -0.008 0.343
Π2j -0.042 −5.163× 10−4 -0.063
Π3j 0 0 0

Step 3
∆P

Π1j 0.159 1.539× 10−4 0.020
Π2j -0.003 −2.986× 10−4 −7.254× 10−4

Π3j 0 0 0

7. CONCLUSION

The two methods of MPM identification, as described
in Section 4 and Section 5, are tested on the grinding
mill circuit as described in Section 3. The results for the
correlation-based method, shown in Section 6.1 matched
the previous work of Olivier and Craig (2011) in that MPM
in a specific transfer function of a MIMO LTI system can
correctly be identified. The transfer function that contains
the MPM can then be re-identified using suitable system
identification techniques. One of the disadvantages of this
MPM methodology is that large set-point step changes are
necessary for sufficient MV excitation.

From the results in Section 6.2, it is evident that PMR as
an improved MPM identification technique yields better
results than the partial correlation analyses when applied
to the milling circuit. The specific transfer function iden-
tification is identical in the sense that the input-output
channel can be identified in both cases. Howerver, the
added benefits of using the PMR is that the type and
direction of mismatch for an LTI system can be identified
with a relatively nonbelligerent white noise signal added
to the set-point.

Future work includes the investigation on shaping the
noise signal imposed on the set-points to allow for specific
frequencies to be excluded from the PMR analyses. The
shaping of the dithering signal will also aid in minimizing
the strenuous effects that a rapidly changing discrete white
noise signal will have on the milling circuit actuators.
This may prolong the life expectancy of the milling circuit
equipment.
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the previous work of Olivier and Craig (2011) in that MPM
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MPM methodology is that large set-point step changes are
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an improved MPM identification technique yields better
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to the milling circuit. The specific transfer function iden-
tification is identical in the sense that the input-output
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to the set-point.
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noise signal imposed on the set-points to allow for specific
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