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ABSTRACT 

Technology Intelligence entails an intricate process of gathering and transforming data related 

to technological advancements into refined actionable intelligence by identifying and analysing 

emergent characteristics and interrelational linkages. Specialists in this field process this refined 

information to develop knowledge critical for directing strategic technology management deci-

sions. As primary sources of technology-related data, technology indicators facilitate an expan-

sive characterisation and evaluation of various technologies throughout their entire lifecycle. 

Engaging in Future-oriented Technology Analysis necessitates a rigorous examination of infor-

mation from these indicators, equipping decision-makers with sophisticated insights for Tech-

nology Forecasting, a vital tool in anticipating and preparing for future technology trends and 

developments. 

This study posits that one can conceptualise Technology Forecasting as a context-sensitive Data 

Fusion process using Structural Equation Modelling. To this end, this study undertook inductive 

reasoning to develop generic frameworks for Structural equation Modelling, context-sensitive 

Data Fusion and the relational mapping of technology indicators for Technology Forecasting, 

employing analytic literature assessment, conceptual framework development and grounded 

theory as supportive research methodologies. These generic frameworks were then integrated 

through inductive reasoning, incorporating comparative and cross-disciplinary analyses and 

framework unification to develop the study's proposed framework for Technology Forecasting 

using Structural Equation Modelling-based, context-sensitive Data Fusion.  

The proposed Technology Forecasting framework includes methodologies and processes for 

integrating data from varied sources while emphasising the importance of complex hierarchal 

relational interconnections and context-related information to augment technology indicator 

relevance. Data Fusion methods attuned to context refine the output knowledge produced by 

accounting for the influence of external, context-related variables. Structural Equation Model-

ling is a robust statistical methodology that can discern and assess the complex hierarchical 

relationships between latent and observable variables within a given problem and its context, 

demonstrating efficacy in executing context-sensitive Data Fusion. 
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The study developed an autoregression model instantiation of the framework, tailored explicitly 

for longitudinal forecasting in the National Research and Education Network technology do-

main. This model instantiation, formulated through deductive reasoning, incorporates insights 

from action research within the South African National Research Network. It is supplemented 

by analysis of secondary data from the Trans-European Research and Education Network As-

sociation's Compendiums, which record infrastructure, services, and ecosystem-related trends 

for National Research and Education Networks in Europe.  

 

This autoregressive model instantiation, although found suboptimal, innovatively delineated 

various technology-related indicators from the National Research and Education Network tech-

nology domain as distinct model technology-related constructs, for example, the measurements 

of core network traffic, while also integrating indicators for context-related constructs, such as 

the spectrum of institutions typically serviced by National Research and Education Networks. 

Employing secondary data from the Trans-European Research and Education Network Associ-

ation's annual Compendiums, the study undertook a Partial Least Squares regression analysis 

to empirically evaluate this autoregressive model instantiation to ascertain key model parame-

ters, such as indicator loadings and path coefficients. The study also engaged in an extensive 

reliability and validity analysis of this model instantiation, affirming the empirical analysis's 

repeatability and the model instantiation's internal consistency in providing technology fore-

casting outputs in the National Research and Education Network technology domain. 

 

Next, the study developed a cross-sectional model instantiation for the National Research and 

Education Network technology domain. Although incapable of longitudinal technology fore-

casting, this model instantiation marked a considerable improvement in performance over the 

autoregressive model instantiation. Its development not only amalgamated knowledge from ac-

tion research conducted within the South African National Research Network and insights from 

the annual Compendiums of the Trans-European Research and Education Networking Associ-

ation but also hypotheses from scholarly literature. Partial Least Squares regression analysis, 

employing data from the Trans-European Research and Education Network Association Com-

pendiums, confirmed various hypothesised relationships, except the anticipated positive corre-

lation between a National Research and Education Network's infrastructure and advanced ser-

vices capabilities. This exception underscores the influence of technology leapfrogging within 

the National Research and Education Network community, potentially disrupting established 

technology development and adoption patterns. 
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The study concluded with an extensive analysis of the proposed framework's strengths and 

weaknesses. Informed by a broad scholarly discourse on the strengths and weaknesses of Data 

Fusion and Structural Equation Modelling, this evaluation scrutinised the framework's capabil-

ity to incorporate context-related information in forecasting computations and its potential sus-

ceptibility to inaccuracies arising from structural model misspecification. This investigation 

employed various model instances specific to the National Research and Education Network 

technology domain for this assessment, including a structurally disarranged model instantiation.  

 

This study heralds a transformative advancement in Technology Forecasting, particularly 

within the National Research and Education Networks technology domain, by introducing a 

novel amalgamation of Structural Equation Modelling and context-sensitive Data Fusion to 

perform transversal and longitudinal technology prediction using technology and context-re-

lated indicators. This innovative approach contributes to Engineering and Technology Manage-

ment by offering an advanced tool for strategic planning and technology trend analysis. The 

core publications from the study demonstrated the development, practical application and as-

sessment of this integrated framework. In contrast, the study’s supplementary publications en-

hanced the understanding and application of Partial Least Squares analysis tools to perform the 

regression analysis required to create various model instantiations for the National Research 

and Education Networks technology domain. 

 

All research data for this study, including the associated National Research and Education Net-

work Compendiums, Structural Equation Modelling path diagrams, processed indicator data, 

and generated core and supplementary publications, are organised and stored within dedicated 

private collections on Figshare. 

 

Keywords: Context-Sensitive Data Fusion, National Research and Education Networks, Partial 

Least Squares Regression Analysis, Structural Equation Modelling, Technology Forecasting, 

Technology Indicators, Trans-European Research and Education Network Association 
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CHAPTER 1 – INTRODUCTION 
 

1.1 INTRODUCTION TO THE RESEARCH PROBLEM 
The trajectory of technological advancement is accelerating, adhering to established growth 

paradigms such as Moore's Law (Mack, 2011), Nielsen's Law (Nielsen, 2013), and Metcalfe's 

Law (Metcalfe, 1995). The introduction, refinement, and global distribution of innovative tech-

nologies, along with a movement towards international collaboration and open innovation, are 

catalysing this rapid development (Nyberg & Palmgren, 2011). Consequently, this evolution 

has given rise to global markets for technology-centric products and services (Porter, 2007), 

rendering it imperative for corporations to monitor and forecast technological trends to ensure 

their viability, profitability, and growth in an increasingly competitive landscape. Possessing 

this foresight enables firms to construct a resilient foundation capable of withstanding or adapt-

ing to the rapidly evolving market demands (Porter, 2007). Moreover, the adept management 

of internal and external shifts is paramount in sustaining a competitive edge for enterprises 

operating within dynamic and technologically intensive markets (Lichtenthaler, 2004). 

 

The evolution from Third Generation (3G) and Long-Term Evolution (LTE) networks to Fifth 

Generation (5G) telecommunications infrastructure underscores the criticality of precise Tech-

nology Forecasting (TF). The burgeoning adoption of mobile devices and the escalating de-

mand for mobile internet services have catalysed a swift progression in mobile technology par-

adigms. This advancement necessitates strategic foresight in planning and predicting the de-

ployment of emergent technologies such as 5G (Kalem et al., 2020).  

 

This shift accentuates the need for robust forecasting capabilities and the strategic determina-

tion of optimal launch windows for new services. For instance, a detailed analysis of the tele-

communications sector revealed a pivotal timeline for implementing 5G services, identified 

through a confluence of forecast parameters that significantly impact network investment strat-

egies (Kalem et al., 2020). This scenario highlights the pivotal role of technology prediction in 

navigating companies through the rapidly evolving technological milieu, ensuring their com-

petitive stance and agility in responding to market dynamics and introducing novel technolo-

gies. 
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Technology Intelligence (TI) is pivotal within the ambit of technology management. It encom-

passes systematically collecting and analysing technology-related data, transforming it into ac-

tionable intelligence by discerning interconnections among various elements. This process ele-

vates raw data to strategic knowledge, aiding decision-makers in strategic planning (Chang et 

al., 2008; Lichtenthaler, 2004).  

 

Technology indicators, such as technology maturity and innovation levels, are vital to this pro-

cess. They serve as critical data sources for the ongoing assessment and evaluation of technol-

ogies across their lifecycle (Chang et al., 2008). By employing a forward-looking methodology 

such as FTA, decision-makers can analyse the insights derived from these technology indica-

tors. This analysis facilitates the acquisition of TF knowledge, enabling a deeper understanding 

of future technology trajectories and trends (Porter, 2005). 

 

Haenlein and Kaplan (2004) postulate that regression analysis comprises a spectrum of statis-

tical methodologies aimed at modelling and scrutinising the dynamics between dependent and 

independent variables through empirical data. These methods endeavour to explain the variance 

in dependent variables as functions of alterations in independent variables, thus facilitating the 

prediction and forecasting of outcomes based on specific independent variable inputs. Conven-

tional regression approaches like multiple and logistic regression fall into the category of first-

generation techniques. These methods generally presuppose the independence of multiple de-

pendent variables, constraining their efficacy in modelling intricate interdependencies, such as 

those potentially present in output variables within a TF framework (Haenlein & Kaplan, 2004). 

 

In contrast, Jöreskog (1973) introduced Covariance-Based Structural Equation Modelling (CB-

SEM) as an advanced, second-generation technique to surmount these constraints. Structural 

Equation Modelling (SEM) enables concurrent modelling of intricate relationships among mul-

tiple dependent and independent constructs. A critical limitation of first-generation regression 

methods is their assumption of direct observability of all variables, thereby excluding unob-

servable or latent constructs from their scope (Haenlein & Kaplan, 2004). SEM, however, in-

corporates these latent constructs, enhancing the model's comprehensiveness. Steinberg (2009) 

and Steinberg and Rogova (2008) advocate for the suitability of SEM in context-sensitive Data 

Fusion (DF) applications. SEM is adept at supporting complex structural models essential for 

situation state estimation in TF. It also accommodates non-linear, non-Gaussian elements and 
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cyclical dependencies among model variables, encompassing latent and directly observable fac-

tors. 

 

Sohn and Moon (2003) underscore the imperative for TF methodologies to rigorously account 

for the structural interconnections between technology indicators and TF output metrics. In this 

context, SEM is a notably advantageous approach, adept at capturing and modelling the intri-

cate hierarchical interrelations between these indicators and TF outputs. By offering a more 

robust framework, they illustrate that SEM transcends conventional factor and path analysis 

methods, such as Bayesian Networks (Steinberg, 2009). This enhanced capability of SEM is 

exemplified in its application to forecast TCSI, serving as a pivotal TF output metric. This 

approach underscores the efficacy of SEM in navigating the complex landscape of technology 

indicators and their predictive relationships with commercialisation success, offering a more 

comprehensive tool for TF endeavours. 

 

Buchroithner (1998) and Wald (1997) define DF as an intricate framework that amalgamates 

disparate data streams to synthesise information of augmented quality, where the criterion for 

increased quality is contingent upon the specific application context. Originating within the 

military sphere for the synthesis of superior tactical intelligence via the processing of multi-

faceted sensor data (Wald, 1999), DF in this sphere equates context with situational constructs, 

conceptualised as a nexus of relational dynamics or instantiated interrelations (Steinberg, 2009). 

This contextual element is pivotal at every juncture of the DF methodology, bolstering data 

congruence and interconnection and prognosticating situational states (Steinberg, 2009). Con-

temporary explorations in this domain have ventured into context-sensitive DF modalities, 

adeptly honing the intelligence extracted at each processing tier, informed by the influence of 

exogenous context-specific variables (Steinberg, 2009). 

 

Expanding upon the foundational work of Staphorst et al. (2013, 2014), Dash and Paul (2021) 

have advanced the application of SEM in TF and management research. Staphorst et al. (2016a) 

initially advocated for integrating context-sensitive DF in the TI process, highlighting SEM's 

utility in elucidating the complex interconnections among various technology indicators, thus 

enhancing the calibre of technological insights for forecasting applications. Dash and Paul's 

(2021) research resonates with and extends these initial assertions, delving deeper into SEM's 

development from conceptual frameworks to empirical model construction using technology 

user data. They emphasise the effectiveness of Partial Least Squares Structural Equation 
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Modelling (PLS-SEM) over CB-SEM for estimating intricate cause-and-effect relationships, 

aligning with Staphorst et al.'s emphasis on SEM's predictive capabilities in assessing emerging 

technologies. Moreover, Dash and Paul (2021) suggest future research directions that build on 

Staphorst et al.'s groundwork, proposing the exploration of both composite-based and factor-

based models in SEM, the investigation of complex consumer behaviour relationships, and the 

integration of advanced model structures with moderation effects, thereby reinforcing the sig-

nificance of SEM in TF and its applicability in understanding consumer behaviour and technol-

ogy adoption trends. 

 

A National Research and Education Network (NREN) equips research and education commu-

nities within a country with broadband network connections and services specifically designed 

for their needs. GÉANT (2022) notes that NRENs often extend their services to public sector 

organisations, including hospitals, municipalities, and libraries. Typically, each country oper-

ates a single NREN, such as the South African National Research Network (SANReN) 

(SANReN, n.d.) and the Joint Academic Network (JANET) in the United Kingdom (Cooper et 

al., 1991). However, in some countries, such as the United States, multiple entities, like the 

Energy Sciences Network (ESnet) and Internet2, serve different research and education sectors 

or geographical areas. NRENs predominantly utilise fibre optic cables to offer high-speed con-

nectivity and advanced services to researchers, educators, and students at lower costs than 

standard network providers. These networks are transforming due to technological advance-

ments, leading to the emergence of new business models, innovative infrastructure solutions, 

and service offerings. Increased collaboration among NRENs also characterises this evolution 

(GÉANT, 2022). 

 

This study centred on applying SEM to implement context-sensitive DF to augment the preci-

sion and effectiveness of TF. This endeavour culminated in developing, applying and assessing 

a framework for Technology Forecasting using Structural Equation Modelling-Based Data Fu-

sion (TFSEMDF) within the NREN technology domain. The study synthesises an array of the-

oretical postulations, analyses, and empirical findings derived from an extensive series of peer-

reviewed scholarly contributions by Staphorst et al. (2013, 2014, 2016a, 2016b). 

 

Staphorst et al. (2013) postulated that TF can be improved by integrating data from various 

technological and contextual sources through context-sensitive DF techniques, leading to more 

reliable and insightful forecasting results. This study highlighted the essential role of SEM in 
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analysing the relationships among variables relevant to specific technological and context-re-

lated factors, culminating in the TFSEMDF framework’s introduction. TFSEMDF is an SEM-

based DF framework that utilises technology and context-related indicators to perform robust 

TF. Staphorst et al. (2013) concluded by proposing a comprehensive methodology focussed on 

creating an autoregressive model instantiation of TFSEMDF for assessing the framework's lon-

gitudinal forecasting effectiveness within the NREN technology domain. 

 

Staphorst et al. (2014) showcased the practical application of the proposed SEM-based DF 

framework in TF for the NREN technology domain. This effort involved the creation of the 

autoregressive NREN model instantiation, presented by Staphorst et al. (2013), informed by 

action research within the SANReN (Gustavsen, 2008; SANReN, n.d.) and data from the Trans-

European Research and Education Network Association’s (TERENA's) NREN Compendiums 

(TERENA, 20211, 2012). Although shown to be non-optimal, this autoregressive NREN model 

instantiation could track and predict longitudinal technology and contextual trends in the NREN 

ecosystem, such as the reach of the NREN. 

 

Furthering this research, Staphorst et al. (2016a) refined the TFSEMDF framework while ap-

plying it to a cross-sectional NREN model instantiation (Staphorst et al., 2014), building upon 

earlier work of Staphorst et al. (2013). This cross-sectional NREN model instantiation inte-

grated findings from action research in SANReN (Gustavsen, 2008; SANReN, n.d.), the 2011 

TERENA NREN Compendium (TERENA, 2011), and theoretical propositions from academic 

research. 

 

This study culminated in a detailed examination of the TFSEMDF framework's strengths and 

weaknesses, expanding on the initial efforts of Staphorst et al. (2016b). This pivotal work iden-

tified key strengths, notably the framework's adeptness in incorporating contextual information 

for enhanced forecasting accuracy. It also acknowledged various weaknesses, such as the 

framework's susceptibility to inaccuracies due to errors in structural model specification. The 

original analysis conducted by Staphorst et al. (2016b) encompassed various model instantia-

tions from Staphorst et al. (2014, 2016a) and introduced a structurally disarranged model in-

stantiation for the NREN technology domain. 
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1.2 BACKGROUND 

1.2.1 STRUCTURAL EQUATION MODELLING 
Regression analysis encompasses a range of statistical techniques specifically designed for 

modelling and analysing relationships between dependent and independent variables in empir-

ical data (Haenlein & Kaplan, 2004). These techniques primarily reveal how variations in de-

pendent variables function as outcomes of changes in independent variables. Such analytical 

power enables researchers to predict and forecast the values of dependent variables using the 

known values of independent variables. 

 

First-generation regression techniques, including multiple regression, discriminant analysis, lo-

gistic regression, and analysis of variance, make a critical assumption of independence among 

dependent variables. This assumption significantly constrains their capacity to fully model 

complex interrelationships, notably in TF models where multiple output variables may interact 

(Haenlein & Kaplan, 2004). These traditional methods require revision to determine possible 

mediating or moderating effects among output variables. Addressing this limitation, Jöreskog 

(1973) introduced SEM as a more advanced, second-generation technique. SEM facilitates the 

simultaneous modelling of relationships among multiple dependent and independent constructs, 

including those not directly observable. 

 

One fundamental limitation of first-generation regression methods is their reliance on the direct 

observability of all variables if real-world sampling experiments can readily capture all variable 

values (Haenlein & Kaplan, 2004). This approach excludes unobservable variables, often cru-

cial latent constructs, from analysis. SEM, however, accommodates these latent constructs. 

Steinberg (2009) advocated for applying SEM in context-sensitive DF, highlighting its suita-

bility for complex structural models in situation state estimation, as required in TF. SEM's ca-

pability accommodates non-linear and non-Gaussian factors and cyclical dependencies among 

model variables, whether latent or observable (Steinberg, 2009; Steinberg & Rogova, 2008). 

 

Transversal (cross-sectional) SEM and longitudinal SEM are two distinct approaches to statis-

tical analysis. While cross-sectional SEM examines relationships between variables at a single 

instance of time, longitudinal SEM, including Cross-Lagged Panel Model (CLPM) SEM 

(Hamaker et al., 2015) and autoregression techniques (Burant, 2022), focuses on analysing dy-

namic interrelationships and causal inferences over time. CLPM SEM is especially effective in 
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longitudinal studies for identifying directional influences between variables across different 

time points, addressing temporal precedence, which is critical for causal inference (Hamaker et 

al., 2015). This method is popular in psychology and social sciences for examining the interplay 

of behaviour and attitude (Selig & Preacher, 2009). 

 

Autoregression in SEM, on the other hand, concentrates on the self-influence of a variable over 

time, distinguishing short-term fluctuations from long-term trends, and is integral in time-series 

analysis and forecasting models (Bollen & Curran, 2004). Integrating autoregressive elements 

in SEM enhances the model's robustness, making it widely applicable in economics, finance, 

and behavioural sciences. The versatility of SEM in incorporating both cross-lagged and auto-

regressive components underlines its effectiveness in exploring temporal dynamics across var-

ious research fields (Box et al., 2015). 

 

Sohn and Moon (2003), Staphorst et al. (2013, 2014) and Dash and Paul (2021) collectively 

demonstrate the robust application of SEM in the field of TF. Sohn and Moon (2003) initially 

identified the limitations of traditional TF techniques in considering structural relationships 

among technology indicators and TF output metrics, advocating SEM as a superior alternative 

for modelling complex hierarchical relationships, as evident in their work on the TCSI. This 

approach was expanded by Staphorst et al. (2013, 2014), who posited that integrating context-

sensitive DF within the TI process through SEM could significantly enhance the calibre of 

technological insights by refining interconnections among technology indicators tailored ex-

plicitly for TF applications.  

 

Dash and Paul (2021) further corroborated this perspective, emphasising SEM's versatility in 

diverse social science disciplines, especially in technology management and predicting adop-

tion trajectories. Their work extends beyond conceptual frameworks to empirical model con-

struction using technology user data, highlighting the efficiency of PLS-SEM over CB-SEM in 

forecasting (Cepeda-Carrion, 2019). They propose future research directions that build upon 

the foundational work of Staphorst et al. (2016a), such as testing both composite-based and 

factor-based models in SEM, exploring complex consumer behaviour relationships, and inte-

grating advanced model structures, thereby reinforcing SEM's significance in TF and its ap-

plicability in understanding consumer behaviour and technology adoption trends. 
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1.2.2 DATA FUSION 
Initially developed for military purposes in processing sensor data, DF has evolved into a mul-

tidisciplinary field, extending to environmental monitoring, healthcare, robotics, and financial 

systems (Hall & Llinas, 1997; Wald, 1997, 1999). This evolution reflects DF's capacity to in-

tegrate and synthesise data from various sources, producing superior-quality information tai-

lored to specific applications (Khaleghi et al., 2013; Waltz & Llinas, 1990). The Joint Directors 

of Laboratories (JDL) DF model, a seminal framework in this field, segment the DF process 

into distinct levels, including data pre-processing, object refinement, and situation assessment, 

providing a structured approach to understanding and implementing DF (Steinberg & Bowman, 

2017). 

 

Context, synonymous with a situation, is crucial to the discipline of DF, defined as a set of 

relational connections. Context plays a pivotal role at each level of the DF process, including 

refining data alignment and association and enhancing situation state estimation (Steinberg, 

2009). Recent advancements in context-sensitive DF techniques have emphasised refining 

knowledge generation by considering characteristics of exogenous context-related variables. 

This evolving focus highlights the integral role of context in effectively interpreting fused data 

(Steinberg, 2009). 

 

Recent developments in the field of DF have seen significant advancements, particularly in 

integrating deep learning techniques. Li et al. (2022) provide a comprehensive review, empha-

sising the substantial progress made in traditional algorithms and the performance enhance-

ments achieved through deep learning. These advancements are particularly evident in the fu-

sion of different data modalities like spatio-spectral and spatio-temporal data. One prominent 

example is the application of deep learning in multimodal remote sensing DF to address the 

challenges of handling heterogeneous Earth observation data. Another is in the biomedical sec-

tor, where Stahlschmidt et al. (2022) propose using multimodal deep learning for DF in bio-

medical applications. Their work highlights the application of deep learning in combining var-

ious data types for enhanced analysis, particularly in complex biological systems. 

 

However, the DF field also faces evolving challenges, particularly concerning data privacy, 

security, and the ethical implications of data usage. As technology advances, there is a growing 

need for robust frameworks for data governance and standards to ensure the responsible and 
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ethical use of DF techniques (Koch, 2021). Future research in DF will likely focus on finding 

more efficient ways to handle the complexity and scale of DF applications across various do-

mains. 

 

1.2.3 TECHNOLOGY FORECASTING 
The pace of technological innovation, coupled with a shift towards globally inclusive and open 

innovation models, has significantly accelerated technological progress (Nyberg & Palmgren, 

2011). This acceleration has, in turn, intensified the competition in global markets that focus 

on technology-driven products and services (Porter, 2007). For businesses, monitoring current 

trends and forecasting technological developments is crucial for survival and economic pros-

perity, providing a foundation for resilient infrastructure that meets the market's shifting de-

mands (Porter, 2007). Furthermore, managing internal and external changes is essential for 

maintaining a sustainable competitive advantage in markets characterised by rapid technologi-

cal evolution (Lichtenthaler, 2004). 

 

TI is an indispensable component of technology management. It involves the meticulous ag-

gregation of technology-related data, its conversion into insightful information, and the subse-

quent refinement into strategic intelligence that underpins decision-making (Chang et al., 2008; 

Lichtenthaler, 2004). This data includes technology indicators, such as technology's maturity 

and innovation levels, which are essential for the detailed assessment and evaluation of tech-

nologies throughout their lifecycle (Chang et al., 2008). By employing a methodology known 

as FTA, TI provides decision-makers with critical foresight. This methodological approach is 

central to the domain of TF and enhances the strategic management of technology by enabling 

well-informed decisions based on anticipatory insights (Porter, 2005). 

 

TF is an intricate process that entails collecting and analysing information to discern and antic-

ipate technological evolutions and the various contextual elements shaping them, such as na-

tional policy frameworks. Cho (2013) classifies TF methodologies into exploratory and norma-

tive techniques. Exploratory techniques, including Technology Forecasting using Data Envel-

opment Analysis (TFDEA), S-curve analysis, and trend extrapolation, function on the premise 

that technological advancement adheres to a discernible evolutionary trajectory. These methods 

leverage data analysis to forecast technological trends and patterns. Conversely, normative 

techniques, exemplified by methods like Delphi analysis and relevance trees, commence with 
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a predefined technical objective. They then chart the steps or pathways to achieve this envi-

sioned technological state (Cho, 2013). 

 

Recent TF research advancements have yielded significant insights, particularly in SEM meth-

odologies. Dash and Paul (2021) conducted an in-depth comparative analysis of two prevalent 

SEM techniques in TF: CB-SEM and PLS-SEM. Their investigation uncovered that PLS-SEM 

typically exhibits higher item loadings than CB-SEM. Furthermore, they found that employing 

Partial Least Squares (PLS) regression results in structural relationships that closely mirror 

those observed in CB-SEM. This research plays a pivotal role in underscoring the implications 

of selecting specific SEM methods on the precision and dependability of technology forecasts 

(Dash & Paul, 2021). 

 

Kalem et al. (2020) conducted a study to forecast technological advancements in the mobile 

telecommunication sector, focusing on the advent of 5G technology. They aimed to predict the 

timeline for a prominent Turkish telecommunication company's deployment of 5G services. 

Their analysis, based on multiple forecast parameters influencing network investment deci-

sions, led them to project August 2020 as a critical juncture. This research is pivotal as it ex-

emplifies the practical application of TF in a dynamic industry. It provides valuable insights for 

strategic decision-making regarding technology adoption and investment strategies (Kalem et 

al., 2020). 

 

1.2.4 NATIONAL RESEARCH AND EDUCATION NETWORKS 
NRENs have a rich historical lineage dating back to the advent of networked computing and 

the Internet era. Their origins trace back to the 1980s, a period characterised by a surging need 

for tailor-made, high-speed network infrastructures capable of accommodating the specialised 

demands of academic and research communities. The National Science Foundation Network 

(NSFNET) in the United States played a prominent role in shaping the modern Internet land-

scape (Leiner et al., 2009). 

 

Inaugurated in 1985, NSFNET represented a pivotal development in networking by serving as 

a robust backbone that interlinked networks and university systems throughout the United 

States, facilitating rapid data exchange and fostering productive collaborations among research-

ers (Leiner et al., 2009). This dedicated NREN archetype gained swift recognition for its role 
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in nurturing academic cooperation and elevating research capacities, prompting several nations 

to emulate it. As an illustrative case, the United Kingdom established its counterpart, JANET, 

in 1984. It has since become integral to the nation's digital research infrastructure (Cooper et 

al., 1991). 

 

In the contemporary landscape, NRENs operate as purveyors of broadband network connectiv-

ity and services customised to cater to the unique requirements of research and educational 

communities within the confines of individual nations (GÉANT, 2022). These networks pri-

marily hinge on the utilisation of fibre optic infrastructure, delivering advanced services at a 

cost-effective advantage compared to their commercial network counterparts. NRENs offer an 

array of services encompassing high-speed internet access bandwidth conducive to data re-

search, provision of VPN services, facilitation of cloud storage and computing solutions, de-

ployment of video conferencing facilities, provision of access to NRENs and Regional Research 

and Education Networks (RRENs), and furnishing identity and access management services. 

 

From a technological vantage point, NRENs harness cutting-edge networking technologies to 

optimise network performance, enhance flexibility, and fortify resilience (GÉANT, 2022). In-

ternet Protocol version 6 (IPv6) is pivotal in providing the requisite address space to accommo-

date the many devices and applications in academia and research, particularly for Internet of 

Things (IoT) applications (Aldowah et al., 2017; Al-Emran et al., 2020). Multiprotocol Label 

Switching (MPLS) further augments NREN efficiency by streamlining data traffic flow, a piv-

otal attribute for bandwidth-intensive and low-latency applications, as is frequently the case 

with research-related applications (Kompella et al., 2017; Rosen et al., 2001). 

 

The advent of Software Defined Networking (SDN) constituted a paradigm shift in network 

management at NRENs by segregating control functions from forwarding functions, thereby 

enabling swift adaptation to the evolving difficulties of research and education environments 

(Bera et al., 2017; Priyadarsini & Bera, 2021). Additionally, NRENs frequently establish host 

Internet Exchange Points (IXPs), foster seamless data exchange, curtail latency, and bolster 

network resilience—a trifecta of imperatives underpinning the delivery of services within these 

highly specialised networks). The integration of these cutting-edge technologies underscores 

NRENs' commitment to catering to their user community's dynamic needs, propelling innova-

tion, and expediting progress. 
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In nations where these capabilities have emerged and evolved, sometimes spread among several 

legal entities, NRENs typically assume the strategic role of serving as the foundational net-

working infrastructure and Internet Service Provider (ISP) for research and education connec-

tivity. Notable examples of these entities include SANReN and the Tertiary Education and Re-

search Network of South Africa (TENET) (SANREN, n.d.), JANET in the United Kingdom 

(Cooper et al., 1991), the Stichting Universitaire Rekencentrum Groningen Foundation Net-

work (SURFnet) in the Netherlands, and Red de Interconexión de Recursos Informáticos (Re-

dIRIS) in Spain.  

 

Furthermore, complementing NRENs, RRENs are vital in fostering cross-border collaboration 

and connectivity. A noteworthy example of such collaborative efforts is GÉANT, which unites 

European NRENs in a harmonious network across the continent. The UbuntuNet Alliance (UA) 

takes centre stage in Africa, interconnecting NRENs in Eastern and Southern Africa to bolster 

education and research collaborations. In the United States, the landscape features the coexist-

ence of multiple NRENs, including ESnet and Internet2, and state-level Research and Educa-

tion Networks (RENs), such as the Kansas Research and Education Network (KanREN). It is 

worth noting that Internet2 also assumes the role of an RREN, championing collaboration and 

resource-sharing among research institutions throughout the United States (GÉANT, 2022). 

 

Recent investigations within the African NREN ecosystem have concentrated on delineating 

the evolving roles undertaken by these entities. For instance, in conjunction with the West and 

Central African Research and Education Network (WACREN), researchers conducted a com-

prehensive study in 2019 to outline a strategic roadmap for NRENs in West and Central Africa 

(Kashefi et al., 2019). This endeavour involved systematically administering surveys dispersed 

across WACREN's expansive coverage region, enabling the research team to discern and artic-

ulate the region's distinct service requisites (Kashefi et al., 2019). The identified needs encom-

passed multi-faceted facets such as access to conferences, academic literature, research infra-

structure (including libraries), video conferencing capabilities, collaborative software tools, and 

remote computing resources (Kashefi et al., 2019). Furthermore, the study illuminated the for-

midable challenges confronting researchers, specifically emphasising network connectivity is-

sues that profoundly impact the progress of their research undertakings (Kashefi et al., 2019). 

Collectively, this research endeavours to offer a profound understanding of the exigencies and 

impediments faced by the academic and research community in West and Central Africa, thus 
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serving as a foundational cornerstone for the development of bespoke NRENs tailored to ad-

dress these unique requirements (Kashefi et al., 2019). 

 

The arena of NRENs is currently undergoing rapid transformation, fuelled by technological 

advancements. This paradigm shift has ushered in innovative business models, cutting-edge 

infrastructure solutions, expanded service portfolios, and an enhanced landscape of interna-

tional collaborations (GÉANT, 2022). NRENs inherently operate within an Information and 

Communication Technology (ICT) standards-driven environment. NRENs need to adeptly ma-

noeuvre through a multi-faceted terrain that includes considerations such as bandwidth utilisa-

tion and contextual factors like regulatory mandates and government fiscal policies. Given the 

intricate interplay between technology and context-related dimensions within the domain of 

NRENs, it emerges as an ideal arena for a comprehensive examination of the capabilities and 

limitations of the TFSEMDF framework (Staphorst et al., 2013, 2014, 2016a, 2016b). 

 

1.3 RESEARCH AIMS AND SCOPE 
This study aimed to develop an enhanced TF framework, advancing beyond the typical con-

straints of conventional TF methods, which often overlook contextual variables in their fore-

casting models. In this endeavour, the study integrated PLS-SEM as a statistical approach to 

implement context-sensitive DF. This integration was pivotal in enabling the framework to ef-

fectively encompass a wide array of variables, both observed and unobserved (latent), while 

accounting for measurement errors and their interdependencies. The unique contribution of 

context-sensitive DF in this framework is its ability to enrich the forecasted outcomes with 

contextually relevant insights, thereby enhancing the accuracy and comprehensiveness of the 

TF process. 

 

The study aimed to apply this innovative TFSEMDF framework within NRENs' multi-faceted 

and evolving sphere. This application included the development of both longitudinal and trans-

versal (cross-sectional) model instantiations. The design of the longitudinal model instantiation 

aimed to forecast technological parameters over time, thereby capturing their dynamic evolu-

tion. In contrast, the transversal model instantiation focused on predicting the interrelations 

between a complex set of technology and contextual-related parameters at a single point in time, 

offering a snapshot of these intricate interactions. 
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The final aim of the study entailed an analysis of the strengths and weaknesses of the developed 

TFSEMDF framework. This evaluation employed various model instantiations specifically de-

signed for NRENs' technology domain. The assessment aimed to rigorously examine the frame-

work's efficacy and limitations in accurately capturing and forecasting this domain's complex 

interplays of technological and contextual variables. Such a comprehensive evaluation was piv-

otal in discerning the framework's applicability and robustness in addressing the intricate dy-

namics of NREN TF. 

 

The study was limited in scope to building its model instantiations for the NREN technology 

domain using action research within SANReN (Gustavsen, 2008; SANReN, n.d.) and technol-

ogy and context-related data sourced from TERENA (2011, 2012). Moreover, it incorporated 

limited academically validated relationships between model variables while creating model in-

stantiations. An exploratory phase to directly glean insights from NRENs about the interplay 

between technology and contextual elements within this ecosystem was outside the scope of 

this study. Additionally, the investigation into the longitudinal model instantiation narrowed its 

scope to solely consider autoregressive modelling approaches, potentially omitting more com-

plex or nuanced temporal dynamics that could become apparent using CLPM SEM. 

 

1.4 RESEARCH MOTIVATION 
This study delved into developing, applying, and assessing the TFSEMDF framework within 

the NREN technology domain. A dual set of motivations, spanning business and academic in-

terests, underpinned the study. Sons will explore these motivations. 

 

1.4.1 BUSINESS MOTIVATION 
An NREN represents a pivotal national resource integral to the foundational framework of a 

country's research, education, and innovation sectors. Therefore, such institutional entities, 

which typically are bolstered by public investment through fiscal allocations, play a critical role 

in catalysing the advancement of national academic and research capabilities. In this context, 

possessing strategic foresight to guide NREN's technological trajectory and investment be-

comes imperative. Hence, foresight is instrumental in ensuring that an NREN can continually 

meet the escalating demands of its constituent communities, thereby facilitating the country's 

sustained competitiveness in the increasingly dynamic global knowledge economy. 
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Moreover, the strategic stewardship of an NREN extends beyond mere technological advance-

ment. It encompasses the reasonable allocation and utilisation of public funds. Effective gov-

ernance and foresight in managing these resources are paramount to balancing technological 

innovation and fiscal responsibility. This dual focus propels the NREN to evolve in alignment 

with global technological trends. It ensures that public investments yield tangible benefits, re-

inforcing the network's role as a catalyst for national development in research and education. 

In this vein, the NREN emerges as a critical nexus, harmonising technological progression with 

fiscal prudence to nurture an environment favourable to intellectual growth and innovation, 

ultimately enhancing the country's stature within the global academic and research community. 

 

1.4.2 ACADEMIC MOTIVATION 
The current academic landscape reveals a limited but growing body of research that intersects 

SEM with DF and TF. Isolated inquiries into the application of SEM for DF, as notably under-

taken by Steinberg (2009), alongside the utilisation of SEM in the domain of TF, as demon-

strated in the studies by Sohn and Moon (2003) and Dash and Paul (2021), underscore the 

emergent nature of scholarly exploration in these fields. Despite these individual contributions, 

the integration of SEM-based DF techniques within the context of TF, a pivotal aspect of the 

TFSEMDF framework introduced in this study, still needs to be explored in academic dis-

course. This gap signifies a frontier in research, presenting opportunities for novel investiga-

tions that could significantly contribute to advancing methodologies in TF and DF. 

 

This intersection represents a significant gap in the current academic fabric, where the interlac-

ing of SEM's analytical capabilities with DF and TF presents a unique research opportunity. 

Given SEM's inherent complementary nature and mutual reinforcement potential in DF and TF, 

this unexplored nexus offers substantial academic intrigue. Delving into this intersection 

through the TFSEMDF framework promises to advance theoretical understanding and unveil 

new avenues for practical application. The exploration of this confluence is thus motivated by 

the potential to contribute a novel perspective to the existing body of knowledge, bridging crit-

ical gaps and fostering a deeper, more integrated understanding of these interconnected fields. 

 

Furthermore, despite NRENs constituting a fundamental component of national research infra-

structure and spanning several decades, academic inquiry into the technologies utilised, strate-

gies implemented, and factors influencing NRENs still needs to be explored. The strategic 
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significance of these entities within national research ecosystems, alongside their leading posi-

tion in telecommunications technology development, underscores the need for rigorous re-

search in this domain. NRENs often pioneer advanced technologies that subsequently permeate 

into commercial networks. Thus, comprehensive studies of NRENs are imperative, not merely 

to appreciate their current role but also to understand their potential as harbingers of future 

telecommunications advancements, thereby offering valuable insights into the evolution of ac-

ademic and commercial networking landscapes. 

 

1.5 NOVEL CONTRIBUTIONS EMANATING FROM THE STUDY 

1.5.1 CONTRIBUTIONS TO ACADEMIC THEORY  
This study made substantial theoretical contributions to several academic domains. It broadened 

the use of SEM in TF beyond the confines of forecasting the TCSI, as initially posited by Sohn 

and Moon (2003), to forecast a range of technology indicators within the complex NREN tech-

nology domain. Additionally, it showcased the novel application of context-sensitive DF in the 

field of TF, thereby evolving this methodology from its conventional usage in sensor fusion to 

a broader, more versatile capability that includes TF. 

 

This research not only corroborated Steinberg and Rogova's (2008) assertion that SEM is a 

potent tool for enacting context-sensitive DF, but it also expanded its utility beyond its estab-

lished domain in natural language processing, as proposed by Steinberg (2009). It ventured into 

the field of TF by formulating the TFSEMDF framework, as documented in the works of 

Staphorst et al. (2013, 2014, 2016a). The development of generic frameworks for SEM, con-

text-sensitive DF, and the classification of technology indicators within TF preceded the 

TFSEMDF conceptual framework development. 

 

Further, the study achieved a significant milestone by conducting longitudinal and transversal 

TF analyses for NRENs through the integration of technology and context-related data by de-

veloping autoregressive and cross-sectional NREN model instantiations of the TFSEMDF 

framework, as presented in Staphorst et al. (2014, 2016a). This comprehensive approach signi-

fied a leap in applying SEM in TF, demonstrating its versatility and effectiveness in handling 

diverse data types and forecasting scenarios. 
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The research underscored the robustness of PLS regression as an effective analytical tool for 

evaluating TFSEMDF model instantiations. Furthermore, it established that the extensive reli-

ability and validity metrics initially developed for PLS-SEM (Staphorst, 2010; Vinzi et al., 

2010) are applicable and productive when applied to the TFSEMDF framework. The study 

undertook a comprehensive theoretical and empirical investigation of the TFSEMDF frame-

work's strengths and weaknesses (Staphorst et al., 2016b). This exploration revisited and ana-

lysed academically recognised strengths and limitations inherent in the constituent methodolo-

gies of the TFSEMDF framework, namely SEM, DF, and TF. This multi-faceted analysis pro-

vided critical insights into the framework's practical utility and identified key areas for further 

development and refinement. 

 

1.5.2 CONTRIBUTIONS TO ENGINEERING AND TECHNOLOGY MANAGEMENT 
The American Society for Engineering Management (ASEM) articulates that engineering man-

agement is fundamentally about strategically coordinating, planning, organising, and directing 

resources to oversee technological or systems-based activities (ASEM, n.d.-a). This discipline 

requires precise management functions such as strategic planning, organisational structuring, 

and resource allocation (Shah & Nowocin, 2015). The Engineering Management Body of 

Knowledge (EMBOK) highlights the need for professionals in this field to possess diverse skills 

developed through a framework established by ASEM alongside other experts (ASEM, n.d.-b; 

Shah & Nowocin, 2015). These skills are critical across several areas, including strategic man-

agement, technology management, and enhancing Research and Development (R&D) and in-

novation (Shah & Nowocin, 2015). 

 

By furnishing a structured framework for predicting technology trends, the TFSEMDF frame-

work, combined with the insights gleaned from this investigation, equips engineering and tech-

nology managers with potent tools for strategic decision-making. Managers must understand to 

comprehend and predict technology trends, as this proficiency is indispensable for effective 

future planning and navigating the dynamic landscape of technological advancements. Moreo-

ver, this knowledge directly influences the management of technology portfolios and the or-

chestration of R&D activities, ensuring that engineering and technology management profes-

sionals are impeccably poised to spearhead their organisations towards innovation and sus-

tained growth within an ever-evolving milieu. 
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Additionally, the TFSEMDF framework resonates within NRENs, entities that propel research 

and educational progress through technology (Johnson et al., 2011; National Science Founda-

tion, 2020; Nokia, n.d.). NRENs occupy the vanguard of innovation and collaboration within 

the research domain. They necessitate an engineering and technology management approach 

that closely aligns with the cadence of technological changes and effectively caters to the dis-

tinctive requisites of research and education communities. Applying the TFSEMDF framework 

enables NRENs to maintain a leading edge in technology by offering a strategic method for 

anticipating and adjusting to technological trends, which is crucial for NRENs as their contin-

ued success and sustainability rely on continuously incorporating new technologies to improve 

research and teaching methods (Johnson et al., 2011; National Science Foundation, 2020; 

Nokia, n.d.). 

 

This study's findings are essential for NRENs' strategic planning and technology management. 

By profoundly understanding future technology trends, NRENs can make intelligent decisions 

about investing in infrastructure, choosing strategic partners, and deciding what services to of-

fer. This forward-thinking approach is crucial for maintaining NRENs' leadership role in 

providing resources to the research and education communities (Chopra et al., 2019; Das, 

2019). 

 

1.5.3 EXPANDING THE FORECASTING PRACTITIONER’S TOOLBOX 
The TFSEMDF framework developed through this research stands out for its generic design, 

which draws on foundational principles of SEM, context-sensitive DF, and TF. This design 

choice ensures the framework does not bind itself to any specific technology domain or opera-

tional entity, making it exceptionally versatile. For engineering and technology management 

practitioners, this translates to an adaptable tool suitable for creating model instantiations across 

diverse technology sectors. The TFSEMDF framework provides a robust baseline for construct-

ing tailored forecasting model instantiations, particularly in domains where technology-related 

and context-related factors heavily influence technological evolution. This adaptability is cru-

cial for practitioners who need to align TF activities with their operational fields' specific con-

ditions and dynamic requirements, thereby enhancing the strategic decision-making process 

within their organisations. 
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In the practical application of this framework, the model instantiations for NRENs, tested using 

data from the TERENA Compendiums of 2011 and 2012, primarily reflect European NRENs' 

technological and operational contexts. While predominantly European, these Compendiums 

also include inputs from a handful of non-European NRENs, providing a somewhat broader 

perspective. Consequently, while the study has primarily calibrated the NREN model instanti-

ations for European contexts, these models hold potential applicability for NRENs outside Eu-

rope with careful consideration and possible adjustments. This broader applicability is crucial 

for practitioners operating in global or non-European contexts. Practitioners can adapt the 

model instantiations by integrating local data that reflects their unique technological, economic, 

and regulatory environments. Such recalibration is essential to maintain the relevance and ef-

fectiveness of the model instantiations, ensuring that the forecasting outcomes remain robust 

and reflective of the specific conditions in different global regions. 

 

Furthermore, the longitudinal TF capabilities of the autoregressive NREN model instantiation 

highlight an essential area for enhancement. This study's instantiation, while a pioneering effort, 

demonstrated limitations in its predictive efficacy, suggesting a need for improved model in-

stantiation designs using advanced SEM techniques such as CLPM. This limitation implies an 

opportunity for practitioners to develop more sophisticated and accurate forecasting models that 

better accommodate the temporal dynamics and complex interdependencies characteristic of 

the NREN technology domain. Enhancing the model with robust longitudinal data handling 

capabilities would significantly improve the precision of forecasts, making the tool even more 

valuable for strategic planning and operational management in rapidly evolving technology 

landscapes. This advancement not only caters to the immediate forecasting needs but also sets 

a precedent for ongoing improvements and innovations in the field of TF, reinforcing the 

TFSEMDF framework's applicability and utility across varied technological domains. 

 

1.5.4 CORE PUBLICATIONS ORIGINATING FROM THE STUDY 
This study produced four core publications, each crucial in directly illuminating and addressing 

the research aims and objectives. These scholarly contributions added substantial depth and 

scope to the study and introduced novel viewpoints and problem-solving approaches that apply 

to this study. These publications spanned various subjects and employed varied methodologies, 

enhancing the comprehension of the subject matter. These influential works are as follows: 
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1. Staphorst et al. (2013) made a pioneering attempt to integrate DF and SEM for applica-

tion in TF in the paper entitled "Structural Equation Modelling based Data Fusion for 

Technology Forecasting: A Generic Framework", presented at PICMET2013 in San 

Jose, United States. This paper introduced an initial version of the TFSEMDF frame-

work, which is central to this study. Furthermore, it proposed a research methodology 

based on an autoregressive model instantiation to evaluate this framework's effective-

ness in longitudinal forecasting, particularly in the context of NRENs. 

2. In the paper titled "Structural Equation Modelling Based Data Fusion for Technology 

Forecasting: A National Research and Education Network Example," presented at PIC-

MET2014 in Kanazawa, Japan, Staphorst et al. (2014) delved into the utilisation of the 

TFSEMDF framework within the context of the NREN technology sphere. This inves-

tigation adopted the autoregressive NREN model instantiation initially proposed by 

Staphorst et al. (2013), incorporating deductive reasoning derived from the action re-

search in SANReN (Gustavsen, 2008; SANReN, n.d.) and integrating secondary data 

sourced from TERENA's NREN Compendiums (TERENA, 2011, 2012). The study har-

nessed many technology-related metrics as indicators within the model and applied PLS 

regression analysis to TERENA's dataset, confirming the model's indicator loadings and 

path coefficients. Additionally, it subjected the model's reliability and validity to rigor-

ous scrutiny, employing the methodologies explained in Appendix B. 

3. The article by Staphorst et al. (2016a), entitled "Technology Forecasting in the National 

Research and Education Network Technology Domain using Context Sensitive Data 

Fusion," published in the Journal for Technology Forecasting and Social Change, revis-

ited and refined the generic TFSEMDF framework. This refined framework was applied 

to an updated cross-sectional NREN model instantiation, significantly improving upon 

the initial model instantiation considered in Staphorst et al. (2013) and Staphorst et al. 

(2014). 

4. At PICMET2016 in Honolulu, Hawaii, Staphorst et al. (2016b) presented the paper 

"Technology Forecasting Using Structural Equation Modeling Based Data Fusion: 

Analysis of Strengths and Weaknesses Using a National Research and Education Net-

work Example." This paper studied the inherent strengths and weaknesses of the 

TFSEMDF framework. Key strengths it uncovered included the framework's ability to 

integrate contextual information into forecasting, while a notable weakness is its high 

sensitivity to errors in structural model specification. The paper employed various 

model instantiations for the NREN technology domain, including a structurally 
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disarranged model instantiation (Staphorst et al., 2016b), using NREN-related second-

ary data from TENERA (2011, 2012). 

 

1.5.5 SUPPLEMENTARY PUBLICATIONS AUGMENTING THE STUDY 
In addition to the primary publications directly addressing the central research problem, this 

study produced two supplementary papers. While these papers did not directly address the 

study's main research aims and objectives, they were crucial in advancing and refining the PLS-

based SEM tools used in this study. While their focus was peripheral to the primary research 

objective, these ancillary works offered valuable insights and methodological enhancements 

bolstered the study. These supplementary papers are: 

 

1. The paper authored by L. Staphorst et al. (2015), titled "Impact of Intellectual Property 

Rights from Publicly Financed Research and Development on Research Alliance Gov-

ernance Mode Decisions," and presented at IAMOT2015 in Cape Town, South Africa, 

focused on a study to create a decision-making model using PLS-SEM for strategists 

within publicly financed R&D organisations. This model aimed to enable them to ana-

lyse and predict governance mode decisions for research alliances. A fundamental as-

pect of developing this framework involved acquiring proficiency in constructing intri-

cate SEM path diagrams and utilising the SmartPLS tool (Ringle et al., 2022) to analyse 

such diagrams through PLS regression, as elaborated in Appendix A. 

2. The article entitled "Impact of Intellectual Property Rights on the Governance Mode 

Decisions of Engineering Managers during the Establishment of Research Alliances 

with Publicly Funded Entities", published in the ASEM's Engineering Management 

Journal (EMJ) (Staphorst et al., 2017), expanded on Staphorst et al. (2015), by including 

a reliability and validity analysis of the PLS-SEM based governance decision-making 

model utilising the various metrics detailed in Appendix B of this study. These metrics 

were fundamental in evaluating the reliability and validity of the different NREN model 

instantiations of the TFSEMDF framework considered in this study. 

 

1.6 ORGANISATION OF THE THESIS 
This thesis comprehensively explores the development, application, and assessment of the 

TFSEMDF framework, focusing on its implications for NRENs. It is structured as follows: 
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• Chapter 1 - Introduction: The opening chapter sets the stage for this research by in-

troducing the central research problem and offering a comprehensive background on the 

current landscape of TF, the pivotal role of NRENs, the complexities inherent in SEM, 

and the foundational concepts of DF. It articulates the aims, scope, and driving motiva-

tions underpinning this research, laying a clear foundation for the study's trajectory. 

Additionally, the chapter delineates the novel contributions this research makes to TF 

and engineering and technology management, highlighting the unique insights and ad-

vancements it brings. The chapter culminates with a systematic overview of the thesis 

structure, providing a roadmap for the reader to navigate the subsequent chapters and 

understand the cohesive structure of the research presented. 

• Chapter 2 - Literature and Theory Review: Literature and Theory Review: This 

chapter explores the theoretical foundations of TF, tracing its historical evolution, key 

indicators, and specific forecasting techniques utilising SEM. It also thoroughly exam-

ines SEM, covering its development, core principles, and applications, and delves into 

DF frameworks, highlighting their context-sensitive applications. The chapter then of-

fers a comprehensive overview of NRENs, discussing their history and the extensive 

data available from TERENA and GÉANT Compendiums. An analysis and synthesis 

section further contextualises SEM, DF, and TF integration within NRENs, demonstrat-

ing how these methodologies enhance strategic decision-making and operational effi-

ciencies. This structured discussion sets the stage for understanding the interplay of TF, 

SEM, and DF within the complex ecosystem of NRENs. 

• Chapter 3 - Research Phases and Objectives: This chapter comprehensively de-

scribes the distinct phases of the research study, along with the objectives and outputs 

integral to each phase during the development, application, and assessment of the 

TFSEMDF framework. It traces the study's progression, highlighting the processes and 

methodologies employed at each stage. Additionally, the chapter includes a research 

roadmap, which further illustrates this progression, detailing the systematic approach 

and sequence of events that led to the results discussed in the subsequent chapters. 

• Chapter 4 - Phase 1: TFSEMDF Framework Development: This chapter delves into 

the methodology employed in crafting the TFSEMDF framework, which integrates 

SEM, DF and technology indicator relational mapping for TF. It details the processes 

and approaches involved in this integration. The results section of the chapter presents 

the TFSEMDF framework that emerged from this synthesis, offering a comprehensive 
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view of its structure and components. Subsequently, the discussions section critically 

evaluates this developmental phase's outcomes, scrutinising the methodology's effec-

tiveness and the framework's functional capabilities, providing a deep understanding of 

the TFSEMDF framework's potential applications, strengths and weaknesses. 

• Chapter 5 – Research Phase 2: TFSEMDF Framework Application: This chapter 

considers the practical application of the TFSEMDF framework, detailing the imple-

mentation processes for the autoregressive and cross-sectional model instantiations 

within the context of NRENs. It showcases extensive results from regression analyses, 

providing a deep dive into the data-driven insights obtained. Additionally, the chapter 

critically discusses the utility and effectiveness of the TFSEMDF framework, specifi-

cally in the NREN technology domain. This analysis not only assesses the framework's 

applicability and performance but also offers insights into its potential improvements 

and impact within the field of TF for NRENs. 

• Chapter 6 – Research Phase 3: TFSEMDF Framework Assessment: This chapter 

systematically evaluates the TFSEMDF framework, scrutinising its inherent strengths 

and weaknesses through a systematic analytical approach. The assessment is grounded 

in empirical results from various NREN model instantiations, such as the cross-sectional 

model instantiation considered in Chapter 5. The chapter encompasses a detailed dis-

cussion which forms a comprehensive evaluation of the framework, focusing on its ro-

bustness and applicability in the context of these model instantiations. This critical ex-

amination sheds light on the efficacy of the TFSEMDF framework and provides insights 

into its practical utility and relevance in NREN TF. 

• Chapter 7 – Research Conclusions and Future Work: The final chapter consolidates 

the study's findings, addressing the conclusions from the three research phases. Addi-

tionally, this chapter considers related research and suggests directions for future work, 

identifying opportunities to develop further and refine the TFSEMDF framework. These 

proposed research avenues build upon the existing work, addressing identified gaps and 

potentially expanding the framework's applicability and effectiveness in future studies. 

• Appendix A - PLS Regression Analysis for TFSEMDF: This appendix thoroughly 

examines PLS regression analysis within the context of SEM. It delves into the appro-

priateness of PLS regression for the TFSEMDF framework, providing a rationale for its 

selection and use. Furthermore, the appendix outlines the step-by-step process of 
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implementing PLS regression using the SmartPLS software (Ringle et al., 2022), based 

on and extending from Staphorst et al. (2015). 

• Appendix B - TFSEMDF Reliability and Validity Analysis: The second appendix 

centres on the reliability and validity analysis of the TFSEMDF framework. It elaborates 

on the methods employed for evaluating the measurement component (outer model) and 

the structural component (inner model) in the context of PLS-SEM, expanding on 

Staphorst et al. (2017). This section explores the assessment techniques and criteria used 

to ensure the integrity and accuracy of the model's measurement and structural aspects. 

By detailing these processes, the appendix serves as a comprehensive guide for under-

standing and replicating the reliability and validity checks integral to the robust appli-

cation of the TFSEMDF framework within PLS-SEM. 

• Appendix C - TERENA NREN Compendium Excerpts: The last appendix of this 

study provides selected excerpts for illustrative purposes from the data provided in the 

2011 and 2012 TERENA NREN Compendiums (TERENA, 2011, 2012), used as data 

sources for the study’s PLS regression analyses for the various NREN model instantia-

tions of the TFSEMDF framework constructed in this study. The excerpts from 

TERENA (2011) feature NREN funding sources and core traffic levels, while the ex-

cerpts from TERENA (2012) include the types and numbers of connected institutions. 

• Appendix D – Research Data Repository: This appendix highlights the study's com-

mitment to open science principles by discussing the hosting of the various research 

datasets used and generated by this study on Figshare. It outlines the Figshare private 

data collections containing the study's datasets, facilitating future scholarly exploration 

and collaboration. 

 

1.7 CONCLUDING REMARKS 
Chapter 1 of this thesis introduces the study's multi-faceted research problem, which encom-

passes three critical shortcomings: the absence of TF methodologies that effectively model 

complex hierarchical technology domains, the exclusion of context-related information in fore-

casting, and the deficiency of appropriate TF techniques tailored for the NRENs technology 

domain. This chapter establishes the study's background, articulates its aims, explores the re-

search's motivations, and enumerates the significant contributions derived from developing, 

applying, and assessing the TFSEMDF framework within the NREN technology domain. 
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The chapter commenced with an introduction to the research problem, setting the stage for the 

study's focus on TF in the context of rapidly evolving technological landscapes. An extensive 

background section includes four key domains: SEM, DF, TF and NRENs. Each domain pro-

vided a foundational understanding of the key concepts and methodologies in these areas that 

were relevant to the study. 

 

Next, the chapter articulates the research's aims and scope, outlining the specific objectives the 

study attempted to achieve within its investigative boundaries. A detailed exploration of the 

research motivation follows, examining both business and academic perspectives, thereby high-

lighting the study's significance in practical and scholarly contexts. 

 

The chapter then presented the study's novel contributions, detailing advancements made in the 

academic fields of TF and NRENs. It also considers contributions to engineering and technol-

ogy management alongside the value of TFSEMDF as a tool for forecasting practitioners. Next, 

the chapter considered the value of the TFSEMDF framework as a tool for forecasting practi-

tioners. The chapter then provides an overview of the core and supplementary publications gen-

erated by the study, illustrating the research's academic impact and contribution to the existing 

body of knowledge for TF. 

 

Chapter 1 concludes with a detailed overview of the thesis's organisation, detailing the subse-

quent chapters' and appendices' structure and contents. This overview serves as a comprehen-

sive guide, delineating how the thesis progresses and detailing the development, application, 

and assessment of the TFSEMDF framework explored in this study. 
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CHAPTER 2 - LITERATURE AND THEORY REVIEW 
 

2.1 INTRODUCTION 
This chapter is dedicated to a rigorous literature and theory review, focusing on creating a solid 

foundation in SEM, DF and TF. These critical areas are the fundamental building blocks used 

in this study to develop the TFSEMDF framework. In addition, this chapter also rigorously 

examines NRENs, selected as the test technology domain used for applying the TFSEMDF 

framework to perform both longitudinal and transversal TF and to assess the framework's 

strengths and weaknesses. 

 

The chapter commences with a comprehensive overview of SEM, encompassing its historical 

development, core principles, and the methodologies of the covariance-based and PLS regres-

sion approaches. The focus then shifts to the mathematical foundations of SEM, considering 

both critical theoretical concepts and notation standards for SEM path diagrams. A comparative 

analysis of transversal SEM, i.e. cross-sectional SEM, and longitudinal SEM techniques, like 

autoregression and CLPM SEM, follows. The exploration into SEM concludes by examining 

the relatively scarce yet crucial literature on applying SEM in TF and DF, providing critical 

insights into integrating these methodologies. 

 

The chapter then addresses the field of DF. This exploration starts by delving into the history 

of DF, providing insight into its origins and development. An overview of critical concepts in 

DF follows, concentrating on the core principles and techniques fundamental to this field. The 

focus then shifts to the JDL Data Fusion Group (DFG) framework, initially developed for mil-

itary applications. Additionally, the chapter examines a variety of DF methodologies, illustrat-

ing the diverse strategies employed in the field. The application of context-related information 

within DF receives special attention, underscoring the importance of context in enhancing the 

effectiveness of DF processes. 

 

The chapter's exploration of TF commences with a historical review, mapping the evolution of 

the field and its methodologies. The discussion then moves to a thorough analysis of technology 

indicators and TF output metrics, underscoring their significance in the functionality of the 

TFSEMDF framework. This examination highlights how these elements are integral to practical 
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technology trend analysis and forecasting. The chapter also extensively explores various TF 

methodologies, explicitly focusing on TFDEA. This detailed scrutiny of TFDEA and other 

methods illuminates their diverse applications and effectiveness across different forecasting 

scenarios, thus enriching the understanding of the TFSEMDF framework within the expansive 

landscape of TF. An investigation into the metrics for the measurement of the level of success 

achieved in TF ended this section. 

 

Next, the literature and theory review chapter delves into NRENs. This exploration begins with 

a study of their history, shedding light on the evolution and role of NRENs within the global 

research, education, and innovation communities. The literature review then examines RREN 

and NREN organisations in Africa. The section concludes by reviewing the annual TERENA 

and GÉANT NREN Compendiums, valuable resources that contain extensive technology and 

context-related information from NRENs in Europe. 

 

The chapter then transitions into its final section, which includes analysis and synthesis of the 

existing literature on SEM, DF, and TF within the NREN technology domain. This exploration 

involves synthesising key concepts and critically assessing existing frameworks, thematic in-

sights, and future research directions. It comprehensively explains the methodologies' roles in 

enhancing strategic decision-making and operational efficiency within NREN ecosystems. 

 

This chapter's literature and theory review, underpinning the development and application of 

the TFSEMDF framework, aligns with and builds upon the condensed versions of these topics 

previously published in Staphorst et al. (2013, 2014, 2015, 2016a, 2016b, 2017). These publi-

cations have laid the groundwork for the in-depth exploration presented in this chapter, ensuring 

a fundamental understanding of the critical components of the TFSEMDF framework and its 

application within the context of NRENs. 

 

2.2 STRUCTURAL EQUATION MODELLING 
SEM has emerged as a versatile and powerful statistical tool, offering second-generation mod-

elling regression approaches to understanding complex relationships within data. Its applica-

tions span various research fields, providing insights into the intricate interplay of variables. 

The following sections delve into an overview and history of SEM, its application in DF and 

TF, the mathematical foundation of SEM, and the distinctions between longitudinal and 
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transversal SEM. These sections aim to reveal the multifaceted nature of SEM, highlighting its 

evolution, methodological intricacies, and diverse applications in contemporary research. 

 

2.2.1 HISTORY AND OVERVIEW SEM 
Haenlein and Kaplan (2004) argue that regression analysis encompasses a spectrum of statisti-

cal methodologies to model and scrutinise the relationships between dependent and independent 

variables within empirical datasets. Fundamental to this paradigm is the concept of regression 

functions, which attempt to delineate the fluctuations in dependent variables as functions of 

alterations in independent variables. This analytical concept facilitates forecasting future values 

for a dependent variable predicated upon the established values of independent variables, thus 

serving as an indispensable mechanism for predictive analyses across various disciplines 

(Haenlein & Kaplan, 2004). 

 

Additionally, regression analysis can infer causal relationships between variables in specific 

contexts (Bollen & Curran, 2004). This capability is helpful in studies where understanding 

cause-and-effect dynamics is crucial. However, it is imperative to approach such inferences 

cautiously, considering the potential for unanticipated factors and the need for careful data in-

terpretation. This multifaceted utility of regression analysis, from prediction and forecasting to 

causal inference, highlights its significance as an indispensable empirical research methodology 

(Bollen & Curran, 2004). 

 

The traditional regression methodologies encompassing multiple regression, discriminant anal-

ysis, logistic regression, and variance analysis are aptly categorised first-generation techniques. 

This classification is primarily due to their inherent assumption of independence among multi-

ple dependent variables, a perspective thoroughly analysed by Haenlein and Kaplan (2004). 

The principal drawback of this assumption is its restrictive nature, particularly in modelling the 

intricate interdependencies that often exist in real-world data, such as the interplay between two 

or more output variables in a TF model. 

 

While first-generation regression techniques have played a pivotal role in the evolution of sta-

tistical analysis, their limitations in modelling complex interdependencies are evident. Jöreskog 

(1973) introduced CB-SEM as a second-generation technique to address these limitations. This 

innovative approach marked a significant advancement in statistical modelling, allowing for the 
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simultaneous modelling of relationships among multiple dependent and independent constructs. 

CB-SEM is adept at unravelling complex interdependencies among variables, offering a more 

holistic view of the data. This technique goes beyond analysing isolated bivariate relationships. 

It establishes a framework for understanding the entire system of relationships within the da-

taset, thus offering a more accurate and comprehensive model of the underlying phenomena. 

The advent of CB-SEM as a second-generation technique provided a more robust and sophisti-

cated tool for understanding the intricate relationships that characterise many datasets, thereby 

enhancing the accuracy and depth of statistical analysis (Dash & Paul, 2021). 

 

First-generation regression techniques, such as multiple and logistic regression, are fundamen-

tally limited by their assumption that all dependent and independent variables are directly ob-

servable (Haenlein & Kaplan, 2004). This assumption necessitates that the values of all varia-

bles be obtainable through empirical sampling, leading to the exclusion of unobservable varia-

bles, or latent constructs, from these models (Haenlein & Kaplan, 2004). This exclusion is a 

notable limitation, as latent constructs are often crucial in various research contexts. In contrast, 

SEM effectively incorporates latent constructs, overcoming the limitations of first-generation 

techniques (Haenlein & Kaplan, 2004). SEM's flexibility extends to handling non-linear and 

non-Gaussian factors and cyclical dependencies among variables, whether latent or observable, 

thus offering a more comprehensive approach to statistical modelling. 

 

SEM differentiates between exogenous and endogenous latent constructs. Exogenous con-

structs are those variables that remain external to the model's internal dynamics, consistently 

acting as independent variables not influenced by other variables within the model (Haenlein 

& Kaplan, 2004). In contrast, endogenous constructs derive their definition from their interre-

lationships within the model, influencing and being influenced by other dependent or independ-

ent variables (Haenlein & Kaplan, 2004). This differentiation moves beyond the binary classi-

fication of dependent and independent variables, highlighting SEM's ability to intricately map 

and interpret complex pathways and interdependencies among variables (Haenlein & Kaplan, 

2004). 

 

Indicators represent latent constructs in SEM and fall into two distinct categories (Haenlein & 

Kaplan, 2004). A set of measured proxies characterises latent constructs with reflective indica-

tors, often referred to as factors, that exhibit high correlations with the latent construct and other 

potential reflective indicators of the same construct. This high degree of correlation implies that 
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these indicators effectively capture the variance in the unobserved latent variable (Haenlein & 

Kaplan, 2004). Conversely, a weighted amalgamation of indicators represents latent constructs 

with formative indicators, which do not necessarily demonstrate high correlations with the la-

tent construct or among themselves. These formative indicators, each contributing a unique 

dimension, collectively define the breadth of the latent construct. Unlike reflective indicators, 

which each manifest the latent construct, formative indicators constitute distinct facets of the 

latent construct (Haenlein & Kaplan, 2004). This distinction between reflective and formative 

indicators is crucial in SEM for accurately conceptualising and measuring latent constructs, as 

it influences both the interpretation of the constructs and the statistical methods used for their 

analysis. 

 

Jöreskog's seminal work in 1973 laid the foundation for the estimation of SEM parameters using 

covariance-based techniques, with the Linear Structural Relations (LISREL) program, devel-

oped by Jöreskog in 1975, becoming a prominent tool in this domain (Jöreskog, 1975). How-

ever, variance-based techniques, also known as component-based techniques, have gained con-

siderable traction in the field (Haenlein & Kaplan, 2004). One notable variance-based technique 

is PLS regression, initially introduced by Wold as Non-Iterative Partial Least Squares (NI-

PALS) (Haenlein & Kaplan, 2004; Wold, 1975). PLS-SEM, evolving from this foundation, has 

been recognised as a critical second-generation technique, particularly for its efficacy in han-

dling complex models and its suitability in exploratory research (Dash & Paul, 2021; Vinzi et 

al., 2010). 

 

The methodological divergence between covariance-based techniques and PLS regression is 

noteworthy. Covariance-based approaches minimise the discrepancies between the sample co-

variance values and those forecasted by the model. This process involves estimating model 

parameters in a way that reproduces the covariance matrix of the observed measurements. In 

contrast, PLS regression, also called "Projections to Latent Structures," prioritises maximising 

the variance explained in the dependent variables by the independent variables (Haenlein & 

Kaplan, 2004). This distinction underscores each technique's unique strengths and applications, 

with PLS-SEM offering a more variance-focused approach, enhancing its utility in scenarios 

where prediction and exploratory analysis are paramount. 
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2.2.2 MATHEMATICAL FOUNDATION OF SEM 
Path diagrams are a critical tool for conceptualising system models in SEM analysis. A generic 

SEM path diagram, such as the one presented in Figure 1, illustrates the configurations of ex-

ogenous and endogenous constructs, the path coefficients delineating the interconnections be-

tween these constructs, and the reflective and formative indicators, including their loadings on 

the constructs. This comprehensive representation originates from the work of Chin and New-

sted (1999). 

 
Figure 1: Generic SEM Path Diagram 

 

When constructing such diagrams, it is imperative to adhere to established schematic conven-

tions, as detailed by Haenlein & Kaplan (2004): 
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• Within the SEM framework, circles or ellipses depict constructs, symbolising the ab-

stract nature of these elements. These constructs can be directly observable or latent. 

• Measurement indicators are distinctly represented by squares or rectangles, differenti-

ating them from the more abstract constructs. 

• Single-headed arrows indicate directional relationships within the model. Specifically, 

in relationships between indicators and their associated constructs, arrows are directed 

towards reflective indicators, signifying the construct's influence on the indicator. Con-

versely, arrows point from formative indicators towards the constructs, indicating the 

indicators' contributory role in defining the construct. 

• Non-directional relationships, which are less common, are denoted by double-headed 

arrows. This convention is occasionally employed to represent the variance of a varia-

ble, where a double-headed arrow loops from the variable back to itself. However, this 

study did make use of this specific convention. 

• Each arrow in the diagram symbolises a parameter that can be free or fixed. Fixed pa-

rameters appear with explicit numerical values, while appropriate mathematical sym-

bols represent free parameters, indicating their variable nature. 

• Exogenous constructs refer to those not influenced by other constructs in a model in-

stantiation. Conversely, constructs that other constructs influence in a model instantia-

tion are endogenous. 

• Directional arrows show the influence that endogenous or exogenous constructs exert 

on another endogenous construct by pointing from the influencing constructs to the in-

fluenced one. 

• Directly measurable constructs are known as observable constructs or manifest con-

structs. The actual data points or measurements that researchers collect truthfully repre-

sent these constructs. 

• Researchers refer to constructs that cannot be directly measured as latent constructs and 

estimate them from sets of either formative or reflective indicators. 

• Reflective indicators are manifestations of their associated latent construct. Any 

changes in the latent construct should lead to changes in all its reflective indicators. 

• Formative indicators are assumed to cause their associate latent construct. They are sep-

arate facets, or components, that jointly form the construct.  

 

These schematic conventions are integral to the clarity and interpretability of SEM path dia-

grams, ensuring they accurately convey the hypothesised relationships and structural intricacies 
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of the model under investigation. As shown in Figure 1, SEM-specific symbol conventions 

represent various elements within a model instantiation's path diagram. Below are the conven-

tions as outlined by Staphorst (2010): 

 

• ξn denotes the nth exogenous latent construct, representing a variable that influences 

others within the model but is not itself influenced by other variables in the model. 

• ηm symbolises the mth endogenous latent construct, which is influenced by other varia-

bles within the model and potentially influences other endogenous latent constructs. 

• Xi refers to the ith measurement indicator, representing an observable variable associated 

with the nth exogenous latent construct ξn. 

• δi is the measurement error term associated with Xi, encompassing random and system-

atic errors attributable to the measurement method rather than the construct itself. 

• Yj represents the jth measurement indicator, an observable variable associated with the 

mth endogenous latent construct ηm. 

• εj is the measurement error term associated with Yj, comprising both random and sys-

tematic components. 

• λxi denotes the loading of a directional relation between the nth exogenous latent con-

struct ξn and its ith reflective indicator Xi. 

• λyj represents the loading of a directional relation between the mth endogenous latent 

construct ηm and its jth reflective indicator Yj. 

• πxi denotes the loading of a directional relation between the nth exogenous latent con-

struct ξn and its ith formative indicator Xi. 

• πyj represents the loading of a directional relation between the mth endogenous latent 

construct ηm and its jth formative indicator Yj. 

• γc signifies the path coefficient of a directional relation between the mth endogenous 

latent construct ηm and the nth exogenous latent construct ξn, indicating the exogenous 

construct’s influence on the endogenous construct. 

• βd denotes the path coefficient of a directional relation from the qth to the pth endogenous 

latent constructs, ηq and ηp, representing the influence of one endogenous construct on 

another. 

• ζr represents the rth disturbance term (or error term) in the rth endogenous latent construct 

ηr. This term accounts for the variance in the endogenous latent construct not explained 

by the independent variables (not depicted in Figure 1). 
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These conventions facilitate a standardised representation of SEM models, allowing for clear 

communication and interpretation of the complex relationships and constructs within the model. 

Utilising these conventions for SEM, it is possible to construct five sets of structural equations 

that comprehensively represent the interrelationships inherent in an SEM model. Implementing 

matrix notation in this context is particularly advantageous, offering a structured and precise 

method to delineate these relationships. According to Staphorst (2010), the first set of structural 

equations describes the relationship between exogenous latent constructs and their reflective 

indicators, along with the associated measurement errors: 

 𝑿 = 𝜦!𝝃 + 𝜹 2.1 

 

where the elements of matrices X, Λx, ξ and δ correspond to Xi, λxi, ξn and δi, respectively, for 

all relevant values of i and n. The second set of equations articulates how endogenous latent 

constructs are functions of their reflective indicators and associated measurement errors 

(Staphorst, 2010): 

 𝒀 = 𝜦"𝜼 + 𝜺 2.2 

 

where the elements of matrices Y, Λy, η and ε are Yj, λyj, ηm and εj, respectively, for all pertinent 

values of j and m. The third set of equations addresses the relationships between exogenous 

latent constructs and formative indicators, along with measurement errors (Staphorst, 2010):  

 𝝃 = 𝜫!𝑿 + 𝜹 2.3 

 

where the elements of matrices ξ, Πx, X, and δ are ξn, πxi, Xi and δi, respectively, for all appli-

cable values of n and i. The fourth set of equations focuses on the relationships between endog-

enous latent constructs and formative indicators, as well as measurement errors (Staphorst, 

2010): 

 𝜼 = 𝜫"𝒀 + 𝜺 2.4 

 

where the elements of matrices η, Πy, Y and ε are ηm, πyj, Yj and εj, respectively, for all relevant 

values of m and j. The final set of equations deals with the relationships between endogenous 

and exogenous latent constructs, including the associated measurement errors (Staphorst, 

2010): 

 𝜼 = 𝑩𝜼 + 𝜞𝝃 + 𝜻 2.5 
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where the elements of matrices η (left-hand side of Equation (2.5)), B, η (right-hand side of 

Equation (2.5)), Γ, ξ and ζ are ηq, βd, ηp, γc, ξn and ζr, respectively, for all applicable values of 

q, d, p, c, n and r (Staphorst, 2010). η appears on both sides of Equation (2.5) as endogenous 

constructs may depend on one another. 

 

These equations provide a rigorous mathematical framework for understanding and analysing 

the complex web of relationships among latent constructs and their reflective and formative 

indicators within an SEM model. Researchers can achieve estimation of the coefficients in these 

SEM equations using various methods, including CB-SEM and PLS-SEM (Dash & Paul, 2021). 

 

2.2.3 LONGITUDINAL VS TRANSVERSAL SEM 
Transversal (cross-sectional) SEM and longitudinal SEM represent two distinct approaches to 

statistical analysis, each with unique applications and implications. Cross-sectional SEM ex-

amines relationships between variables simultaneously, providing a snapshot of the interrela-

tions among variables. This approach is beneficial in studies where the goal is to understand 

the correlational structure of variables at a specific moment, offering insights into the concur-

rent relationships among them. However, it does not account for changes or developments over 

time, which is critical in many research areas (Bollen & Curran, 2004). 

 

Longitudinal SEM, on the other hand, delves into the dynamic interrelationships and causal 

inferences over time. This approach includes methodologies like the Cross-lagged Panel Model 

SEM (CLPM SEM) and autoregression techniques. CLPM SEM is particularly effective in lon-

gitudinal studies for identifying directional influences between variables across different time 

points. It addresses temporal precedence, which is crucial for establishing causal inferences. 

This method has been highly valued in psychology and social sciences for examining the inter-

play of behaviour and attitude over time (Hamaker et al., 2015; Selig & Preacher, 2009). Auto-

regression in SEM, meanwhile, focuses on the self-influence of a variable over time, distin-

guishing short-term fluctuations from long-term trends. This technique is integral in time-series 

analysis and forecasting models, where understanding the persistence and evolution of a varia-

ble is key (Bollen & Curran, 2004; Burant, 2022). 

 

Another emerging longitudinal SEM technique is Dynamic Structural Equation Modelling 

(DSEM). DSEM, as described by Asparouhov et al. (2018), is a framework for analysing the 
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evolution of observed and latent variables over time within structural equation models. Partic-

ularly suited for intensive longitudinal data, which involves multiple observations from several 

individuals over numerous time points, DSEM is a comprehensive integration of time-series 

and structural equation modelling techniques. The estimation of DSEM is conducted using 

Bayesian methods, specifically the Markov chain Monte Carlo Gibbs sampler and the Metrop-

olis-Hastings sampler, making it versatile for longitudinal analyses of any duration and fre-

quency of observations (Asparouhov et al., 2018; McNeish & Hamaker, 2020). 

 

The versatility of SEM in incorporating both cross-lagged and autoregressive components un-

derlines its effectiveness in exploring temporal dynamics across various research fields. By 

integrating these elements, SEM allows researchers to dissect and understand the complex tem-

poral interplay among variables, offering a more comprehensive view of the phenomena under 

study. This integration is particularly beneficial in fields like economics, finance, and behav-

ioural sciences, where understanding variables' immediate and long-term effects is essential 

(Box et al., 2015). 

 

2.2.4 APPLICATION OF SEM IN DF AND TF 
Steinberg's research emphasises the suitability of SEM as a statistical tool for implementing DF 

in natural language processing, particularly noting its capability to incorporate context sensi-

tivity in solving DF inferencing problems (Steinberg, 2009; Steinberg & Rogova, 2008). Stein-

berg (2009) defines a 'situation' or 'context' as a network of relationships representing a specific 

instantiated relation. In DF inferencing, context is crucial for refining ambiguous estimates, 

clarifying available data, and constraining processing during data acquisition, cueing, or fusion 

(Steinberg, 2009). 

 

Moreover, Steinberg aligns the terminologies of DF and SEM. He suggests that variables in DF 

problems are equivalent to endogenous constructs in SEM, while context variables in DF re-

semble exogenous constructs in SEM. Additionally, traditional DF sensor measurements cor-

respond to the reflective and formative indicators in SEM. This conceptual alignment clarifies 

the relationship between DF and SEM. It highlights the adaptability of SEM in complex infer-

encing scenarios, where it accounts for internal system dynamics and external context-related 

influences. 
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Sohn and Moon (2003) critically analysed the prevalent limitations in most TF techniques, par-

ticularly their oversight of the structural relationships between technology indicators and TF 

output metrics. In contrast, SEM offered a significant methodological advantage by facilitating 

the modelling of intricate hierarchical relationships between these technology indicators and 

TF output metrics. This capability of SEM extended beyond the scope of traditional TF tech-

niques, which often needed to account for such complex interdependencies. 

 

Sohn and Moon (2003) demonstrated the efficacy of SEM as a regression technique in evalu-

ating multi-layered hierarchical models. This approach involved progressive aggregations and 

refinements of input technology indicator data, culminating in reliable TF output metrics sta-

tistical estimates. Specifically, their research utilised the TCSI metric, a market prospect indi-

cator within the framework proposed by Watts and Porter (1997), as the primary TF output 

metric in their SEM model (Sohn & Moon, 2003). This application of SEM in their study un-

derscored its versatility and effectiveness in handling complex, layered data structures, thereby 

providing a more accurate analysis of TF outputs. 

 

2.3 DATA FUSION 
DF is a dynamic and multifaceted field, continuously evolving and expanding its scope beyond 

its initial military applications to encompass a wide range of disciplines. DF has become an 

essential tool in the modern data-driven landscape, from its roots in military strategy to its cur-

rent applications in diverse fields such as environmental monitoring and healthcare. The fol-

lowing sections provide a comprehensive overview of DF, detailing its evolution, the seminal 

JDL/DFG framework, various DF methodologies, and the critical role of context sensitivity in 

enhancing the process of data integration and analysis. 

 

2.3.1 HISTORY AND OVERVIEW OF DF 
DF has evolved substantially as an interdisciplinary field, drawing insights and methodologies 

from computer science, engineering and intelligent systems. Its foundational principle, rooted 

in the innate biological propensity to merge sensory inputs for enhanced survival, was adeptly 

transformed for use in technological contexts (Lahat et al., 2015). Integrating heterogeneous 

data sources was instrumental in advancing DF methodologies, enabling a deeper understand-

ing and interpretation of complex phenomena. 

 

 
 
 



Chapter 2 Literature and Theory Review 
 

University of Pretoria  
 

38 

Buchroithner (1998) and Wald (1997) conceptualised DF as a structured framework designed 

for synthesising data from diverse sources, initially developed within the military domain to 

enhance the generation of tactical knowledge through multi-layered sensor data processing. 

They described DF as a process that amalgamated data from varied origins, aiming to yield 

superior quality information, with the specific definition of 'superior quality' contingent upon 

the application context (Buchroithner, 1998; Wald, 1997). 

 

The formalisation of DF, particularly in military and defence applications, represented a signif-

icant milestone in the field's evolution. During the late 1980s and early 1990s, the establishment 

of the JDL DF model introduced a structured approach to the fusion process. Hall and Llinas 

(1997) described that this model organised DF into various levels, including source prepro-

cessing, object refinement, and situation assessment. This hierarchical framework clarified the 

DF process and enabled a more sophisticated approach to integrating diverse data sets. The 

introduction of the JDL model was crucial in laying a solid foundation for future advancements 

in DF, providing a flexible framework widely adopted and adapted for numerous applications 

beyond its original military and defence context. 

 

In recent times, DF's application has extended to diverse fields, such as environmental moni-

toring, healthcare, robotics, and financial systems, as Wald (1997, 1999) and Hall and Llinas 

(1997) noted. This broadening of scope indicates DF's inherent versatility and capacity to as-

similate and process data from many sources. The progression of DF into these varied domains 

reflects its fundamental ability to integrate and synthesise disparate data streams, thereby pro-

ducing tailored information aligned to the requirements of various applications. This capability, 

as highlighted by Waltz & Llinas (1990) and Khaleghi et al. (2013), underscores the adaptabil-

ity of DF techniques in addressing complex data integration challenges across various sectors. 

The transition from a military-centric focus to a universal application demonstrates the robust-

ness of DF methodologies in handling diverse data types and formats, making it an indispensa-

ble tool in the modern data-driven landscape (Gagolewski, 2022).  

 

Integrating Machine Learning (ML) techniques with DF methodologies marked a transforma-

tive phase in the field (Diez-Olivan et al., 2019; Meng et al., 2020). The advent of ML algo-

rithms, especially those predicated on neural networks and deep learning paradigms, signifi-

cantly augmented the proficiency of DF systems in managing and interpreting high-dimensional 

and intricate datasets (Diez-Olivan et al., 2019; Meng et al., 2020). These algorithms 
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demonstrated a remarkable ability to discern patterns and relationships within data, thereby 

enabling more efficient and adaptable fusion processes. This synergy between ML and DF 

proved advantageous in environmental monitoring, healthcare, and intelligent transportation 

systems (Diez-Olivan et al., 2019; Meng et al., 2020). The sheer complexity and volume of data 

in these domains called for advanced analytical methods to derive meaningful insights from 

various data sources. (Lahat et al., 2015).  

 

A salient development in this regard is the application of deep learning in multimodal remote 

sensing DF. This approach has been instrumental in addressing the complexities associated with 

heterogeneous Earth observation data. The work of Li et al. (2022) stands as a testament to this 

advancement, offering a comprehensive review that underscores the significant strides made in 

refining traditional algorithms and the notable enhancements in performance brought about by 

deep learning. This advancement is particularly noteworthy in the fusion of disparate data mo-

dalities, such as spatio-spectral and spatiotemporal data, where deep learning algorithms have 

demonstrated exceptional efficacy. 

 

Another area where deep learning has significantly impacted is the biomedical sector. The re-

search by Stahlschmidt et al. (2022) delves into utilising multimodal deep learning for DF in 

biomedical applications. Their study illuminates the potential of deep learning in amalgamating 

various types of data to facilitate enhanced analysis, especially in the context of complex bio-

logical systems. This development highlights how DF's nature is evolving, with practitioners 

harnessing cutting-edge machine-learning techniques to push the boundaries of data analysis 

and interpretation in diverse scientific and practical applications. 

 

2.3.2 JDL/DFG FRAMEWORK 
The JDL DF model, a cornerstone in the field of DF, systematically delineated the DF process 

into a series of distinct levels. As Steinberg and Bowman (2017) explained, this framework 

provides a structured methodology for comprehending and implementing DF, particularly in 

complex environments. Central to this model was the recognition by the JDL/DFG that DF, 

within a military context, involves a systematic aggregation and refinement of sensor data to 

generate high-quality tactical knowledge. This understanding established a standard structure 

for the multi-layered DF process, applicable across various military scenarios and 

 
 
 



Chapter 2 Literature and Theory Review 
 

University of Pretoria  
 

40 

implementations. The JDL/DFG articulated this structure through the definition of six levels of 

processing, each representing a progressive stage in the DF continuum (Steinberg & Bowman, 

2017): 

 

• Level 0 - Signal/Feature/Subject Assessment: This foundational level focuses on the 

initial assessment of raw signals, features, or subjects, setting the stage for more ad-

vanced processing. 

• Level 1 - Object Assessment: At this level, the emphasis shifts to evaluating and char-

acterising objects based on the processed data. 

• Level 2 - Situation Assessment: This level involves synthesising information to under-

stand and assess the broader situational context. 

• Level 3 - Impact Assessment: Here, the focus is on evaluating the potential impacts or 

outcomes of the situation under analysis. 

• Level 4 - Process Refinement: This advanced stage aims to refine the DF process, 

enhancing its efficiency and effectiveness. 

• Level 5 - User Refinement: The final level centres on tailoring the DF process's output 

to the requirements of the end users. 

 

Each level represented a progressive stage in the DF process, from the initial assessment of raw 

signals and features at Level 0 to tailor the output to meet specific user needs at Level 5. This 

hierarchical structuring clarified the DF process and enabled a more sophisticated approach to 

integrating diverse data sets. 

 

The introduction of the JDL model was crucial in laying a solid foundation for future advance-

ments in DF. It provided a flexible framework widely adopted and adapted for numerous appli-

cations beyond its original military and defence context. Various academic and defence publi-

cations extensively discuss the widespread use and acceptance of the model for categorising 

DF-related functions (Defense Technical Information Center, n.d.; Steinberg & Bowman, 

2017). 

 

The JDL DF model has provided a clear and comprehensive framework for DF, particularly in 

military applications. It facilitates a more systematic and practical approach to data integration 

and analysis. Its evolution and adaptation over the years reflect the dynamic nature of the field 

of DF and its growing importance in a wide range of applications (Steinberg & Bowman, 2017). 
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2.3.3 DF METHODOLOGIES  
In the technical landscape of DF, methodologies typically stratify into three principal catego-

ries: low-level, intermediate-level, and high-level fusion (Castanedo, 2013). Low-level fusion, 

often termed data-level fusion, involves merging raw data from various sources, predominantly 

sensors. This foundational stage aims to create an enriched dataset, synthesised to be more in-

formative and comprehensive than its constituent inputs. The significance of low-level fusion 

lies in its ability to effectively harness and transform unprocessed data, setting a critical foun-

dation for subsequent, more sophisticated stages of analysis. 

 

Intermediate, or feature-level fusion, marks a progression to a more refined phase within the 

DF spectrum (Castanedo, 2013). This level involves integrating distinct features extracted from 

the initial data sources. These features, encapsulating specific characteristics or attributes of the 

observed phenomena, play a vital role in distilling the essence of the data. The process of fea-

ture-level fusion is instrumental in accentuating the most salient aspects of the data, thereby 

facilitating a more targeted and insightful analysis. 

 

At the apex of the DF hierarchy stands high-level fusion, commonly called decision-level fu-

sion. This advanced tier distinguishes itself by synthesising outcomes or decisions from an array 

of algorithms or classifiers, each operating on distinct datasets or extracted features. High-level 

fusion epitomises the ultimate stage of the DF process, where the aggregated and processed 

information from the preceding levels is employed to inform and shape decisions or outcomes. 

This stage underscores DF methodologies' comprehensive and integrative nature, showcasing 

the field's capacity to converge diverse data streams into coherent, actionable insights (Cas-

tanedo, 2013). 

 

DF utilises a spectrum of classic mathematical techniques, each foundational to amalgamating 

data from disparate sources. These techniques are pivotal in ensuring that the resultant fused 

information transcends the reliability and value of the individual data inputs. The array of tech-

niques employed in DF is diverse, encompassing statistical methods, linear algebra and matrix 

methods, optimisation techniques, and information theory. Each of these methodologies plays 

a crucial role, as summarised below, in different aspects of the DF process, from initial data 

processing to the final synthesis of information: 
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• Statistical Techniques: Statistical methodologies form the bedrock of numerous DF 

techniques, offering robust frameworks for integrating diverse data sets. Central to this 

domain is Bayesian inference, which adopts a probabilistic stance towards DF. This 

approach is instrumental in assimilating prior knowledge and managing inherent uncer-

tainties within the data. Bayesian methods have shown efficacy in sensor fusion, where 

they facilitate synthesising data from an array of sensors to deduce the state of a system 

or environment, a process eloquently described by Manyika and Durrant-Whyte (1994). 

Complementing Bayesian inference is the Kalman filter, a statistical tool renowned for 

its application in time series analysis and navigation systems. The Kalman filter excels 

in estimating the state of dynamic systems based on sequences of incomplete and noise-

laden measurements, thereby providing a critical tool in the DF arsenal. 

• Linear Algebra and Matrix Methods: In DF, linear algebra and matrix methodologies 

are indispensable, particularly in data manipulation and transformation tasks. Principal 

Component Analysis (PCA) and Singular Value Decomposition (SVD) are pivotal tech-

niques for feature extraction and dimensionality reduction. Jolliffe (2002) explained that 

these methods are essential in distilling and preparing data from multiple sources for 

fusion, enabling the identification of critical features within the data. This process sig-

nificantly reduces data complexity and augments the efficiency of the fusion process, 

ensuring it retains only the most pertinent aspects of the data for analysis. 

• Optimisation Techniques: DF optimisation combines data from disparate sources to 

achieve the most accurate and representative output. Techniques such as linear and non-

linear programming optimise the weighting of different data sources within the fusion 

process. Quadratic programming, a specialised form of non-linear programming, is par-

ticularly useful in scenarios necessitating a balance between multiple objectives or con-

straints, thereby ensuring an optimal fusion outcome. 

• Information Theory: Information theory offers tools for evaluating the informational 

value derived from various data sources. Techniques like entropy and mutual infor-

mation quantify the information content and the interdependence among data sources. 

As explained by Cover & Thomas (2006), these measures are integral in assessing the 

contribution of each data source and strategising their amalgamation to maximise the 

overall information yield in the fused data. This aspect of DF is critical in discerning 

the most informative and relevant data combinations, thereby enhancing the quality and 

utility of the fusion process. 
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DF relies on a rich array of classical mathematical techniques, each pivotal in synthesising data 

from varied sources. These methodologies provide the theoretical bedrock upon which contem-

porary DF algorithms and methods rely and enhance the robustness and efficacy of these appli-

cations. The synergy of these diverse techniques in DF underscores their collective importance 

in advancing the field, enabling the extraction of more meaningful and insightful information 

from complex datasets. Integrating mathematical principles with DF processes is fundamental 

to the ongoing evolution and sophistication of data analysis in various domains. 

 

2.3.4 CONTEXT SENSITIVE DF 
In the discipline of DF, the integration of context, defined as a network of relational connections 

and synonymous with situational analysis, is increasingly recognised as a critical factor. Con-

text plays a pivotal role in refining data alignment and association, particularly in environments 

characterised by large volumes or diverse data arrays. This approach aids in reducing ambiguity 

and misinterpretation, enabling DF systems to identify significant patterns and relationships 

more effectively. The recent advancements in context-sensitive DF techniques, which focus on 

the characteristics of exogenous context-related variables, underscore this importance. These 

techniques enhance the accuracy and actionability of insights derived from complex datasets 

(De Paola et al., 2016; Steinberg, 2009). 

 

The strategic use of context-related information in DF represents a significant evolution in data 

analysis. It involves guiding the interpretation of data, mainly when sourced from diverse and 

multifaceted origins, to construct a coherent and meaningful understanding of the underlying 

phenomena. This evolution in DF methodologies enriches the depth and accuracy of the analy-

sis, ensuring that conclusions derive from a comprehensive understanding of the data and its 

environmental context (De Paol et al., 2016). 

 

This shift towards incorporating context sensitivity in DF methodologies marks a paradigmatic 

shift in data analysis. It reflects a broader trend towards a holistic approach, where interpreting 

data occurs through the lens of its contextual background. This perspective is not merely an 

operational enhancement. However, it represents a fundamental change in how data is ap-

proached and utilised across various research and application fields, paving the way for more 

insightful data analysis in the future (De Paol et al., 2016). 
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2.4 TECHNOLOGY FORECASTING 
The following section thoroughly examines TF, beginning with its historical development and 

significant contributions that shaped its trajectory. It then delves into the vital components of 

technology indicators and output metrics, which are essential in understanding and predicting 

technological trends. The subsequent sections dissect various TF methodologies, highlighting 

both exploratory and normative approaches and their applicability in today's technology-driven 

world. Special attention is given to TFDEA, discussing its methodological advancements and 

practical significance. The section concludes by addressing how success in TF is measured, 

focusing on the strategic utility of forecasting outcomes. 

 

2.4.1 HISTORY AND OVERVIEW OF TF 
TF is pivotal in technology management, serving as a cornerstone for strategic decision-making 

processes. This intricate process encompasses systematically collecting and analysing technol-

ogy-related data, transforming it into informative insights and refining it into actionable 

knowledge. Such a comprehensive approach is essential for organisations to navigate the rap-

idly evolving technological landscape effectively, empowering them to make well-informed 

decisions regarding technology adoption, development, and investment strategies. The work of 

Lichtenthaler (2004) and Chang et al. (2008) emphasises the criticality of this process, high-

lighting the importance of converting raw data into a form that can inform and guide strategic 

decision-making in technology management. 

 

Central to the TF process is the gathering of TI, including identifying and analysing technology 

indicators, such as technology maturity and innovation levels. These indicators are instrumental 

in thoroughly characterising and evaluating technologies throughout their lifecycle. They offer 

valuable insights into various technologies' potential impact, scalability, and market viability. 

Chang et al. (2008) emphasised the significance of these indicators in facilitating a comprehen-

sive understanding of technologies, which is crucial for accurate forecasting. Additionally, the 

analytical process in TF often employs forward-looking methodologies like FTA, which equips 

decision-makers with valuable insights, enabling a more informed and strategic approach to 

technology management. Porter (2005) and Coates et al. (2001) have elaborated on the instru-

mental role of FTA in TF, highlighting its utility in providing a long-term perspective on tech-

nological trends and developments. 
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TF's strategic importance in technology management stands out due to its ability to anticipate 

technological disruptions and identify emerging opportunities. By systematically analysing cur-

rent trends and projecting future developments, TF enables organisations to align their technol-

ogy strategies with anticipated market and technological changes. This alignment is critical for 

maintaining competitive advantage and fostering innovation in an increasingly technology-

driven world. Rohrbeck and Gemünden (2011) and Saritas and Aylen (2010) have explored this 

aspect, discussing how TF predicts the future of technology and equips organisations with the 

insights needed to navigate the complexities of technological change proactively. Thus, TF ex-

tends beyond mere prediction, encompassing the strategic integration of technology insights 

into organisational planning and decision-making processes. 

 

The origins of TF are rooted in the seminal research conducted by the United States Department 

of Defense and The RAND Corporation during the 1950s (Cho & Daim, 2013). This era her-

alded the emergence of TF as a distinct academic and practical field, characterised by its focus 

on systematic studies aimed at predicting and influencing the trajectory of technological ad-

vancements. It was a foundational period in TF's history and established the groundwork for a 

comprehensive field dedicated to exploring and understanding future technological landscapes. 

Over the following decades, TF has evolved into a multifaceted field of inquiry, marked by the 

development of diverse methods and approaches. These methodologies have significantly con-

tributed to the field's growth, transforming TF into a critical discipline for investigating and 

anticipating the future of technology and its implications for society (Cho & Daim, 2013; Feng 

et al., 2022). 

 

In the aftermath of World War II, the strategic interests of the United States government in 

discerning technologies of substantial military significance catalysed the transformation of TF 

into a more formalised and structured discipline (National Research Council, 2010). The post-

war period saw the development and refinement of various TF methodologies, each designed 

to predict and shape the course of technological advancement. These methodologies, pioneering 

in their approaches, established the foundational principles of contemporary TF practices. They 

underscored the necessity of a comprehensive analysis that extends beyond mere technological 

considerations to include the broader economic and social contexts in which these technologies 

are embedded and operate. As documented by the National Research Council (2010), this ho-

listic approach to TF has been instrumental in shaping the modern landscape of TF, influencing 

its theoretical underpinnings and practical applications. 
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The utilisation of TF in the private sector experienced a notable increase during the 1960s and 

1970s (National Research Council, 2010). This expansion beyond military and government ap-

plications into the private sector diversified the scope of TF and catalysed the development of 

varied methodologies. The advent of advanced computer capabilities during this period was 

pivotal, enabling the processing of larger data sets and supporting more data-intensive forecast-

ing methodologies (National Research Council, 2010). Furthermore, the Internet's emergence 

and networking advancements significantly expanded the data available to forecasters, enhanc-

ing accessibility and facilitating the continuous evolution of TF. Today, the field is character-

ised by developing new techniques and refining traditional methods, reflecting its dynamic na-

ture and ongoing adaptation to changing technological landscapes. 

 

In contemporary times, TF has evolved into a versatile tool with applications across diverse 

sectors such as environmental monitoring, healthcare, and finance. This broadening of scope 

signifies an increasing acknowledgement of TF's critical role in informing strategic decision-

making and shaping policy development across various domains. The integration of cutting-

edge computational methodologies, notably ML and deep learning, has markedly augmented 

the efficacy of TF. These advanced techniques have endowed TF with the capacity to generate 

more precise predictions about future technological trends, thereby enhancing the strategic fore-

sight of organisations and policymakers (Lahat et al., 2015). This evolution of TF underscores 

its adaptability and growing relevance in a rapidly advancing technological world. 

 

2.4.2 TECHNOLOGY INDICATORS AND TF OUTPUT METRICS 
Technology indicators harness empirical data to assess characteristics that influence technolog-

ical advancement and its subsequent commercialisation (Porter & Cunningham, 2004). These 

indicators are critical for gauging the progress and direction of technological innovation. Watts 

and Porter (1997) conceptualised technology indicators as empirical measures derived from 

generalised technological innovation and progression models, exemplified by the S-curve 

model. This model reflects the life cycle of a technology, from its nascent stage to maturity and 

eventual decline. 

 

Nyberg and Plamgren (2011) refined this concept by positing that technological indicators are 

indices or statistical data characterising a technology's life cycle attributes. This characterisation 

empowers decision-makers to enact strategic initiatives with greater precision. According to 
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Grupp (1998), researchers typically categorise these indicators into three primary categories 

based on their functional intent: input, byput, and output indicators. Input indicators measure 

variables connected to the catalysts of technological progress, such as R&D investment and 

talent acquisition. Byput indicators, on the other hand, correspond to variables that relate to the 

intermediate phenomena within the technological progression, such as the development of pro-

totypes and interim benchmarks. Output indicators gauge the ultimate advancements in pro-

cesses or products, which can be qualitative, quantitative, or value-rated (Grupp, 1998; Nyberg 

& Plamgren, 2011). 

 

The spectrum of sources for extracting technology indicators is broad, extending from patent 

databases and scholarly publications, indicative of formal innovation processes (Porter & Cun-

ningham, 2004), to more informal indicators like industry rumours and financial market fluctu-

ations, which can reflect market expectations and speculative valuations (Nyberg & Plamgren, 

2011). Among the methodologies utilised for gathering and analysing technology indicators, 

bibliometrics has become exceedingly prominent. This method leverages the frequency of ci-

tations, publications, or patents as quantifiable proxies for technological activity and progress 

within a specific domain (Nyberg & Plamgren, 2011). 

 

Many frameworks have emerged to systematically categorise technology indicators, highlight-

ing the complexity and significance of this subject. Nyberg and Palmgren's seminal work in 

2011 assumes a central role, providing a synthesis of the frameworks proposed by Watts and 

Porter (1997), Grupp (1998) and Chang (2007). In their exploration, Nyberg and Palmgren distil 

the fundamental principles of these frameworks, emphasising their essential contributions to 

the systematic understanding of technology indicators. Specifically, the Watts and Porter (1997) 

framework comprises three main categories: 

 

• Technology Life Cycle Status Indicators: These metrics are rooted primarily in the S-

curve model and serve as a barometer for assessing the advancement stage of techno-

logical development along its life cycle, as well as detailing the tempo of technological 

growth (Nyberg & Plamgren, 2011; Watts & Porter, 1997). 

• Innovation Context Receptivity Indicators: These metrics delve into the evaluation 

of the surrounding technological ecosystem, encompassing factors such as the adequacy 

of supporting technologies and the evolution of standards and regulatory frameworks 
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pertinent to the technology under scrutiny (Nyberg & Plamgren, 2011; Watts & Porter, 

1997). 

• Market Prospect Indicators: This category of indicators scrutinises the potential com-

mercial viability of the technology in question. In this domain, TF practitioners and 

researchers pay particular attention to facets such as potential application areas for the 

technology, considerations related to intellectual property, and the technology's com-

petitive positioning in the market (Nyberg & Plamgren, 2011; Watts & Porter, 1997). 

 

Grupp, recognised as the initiator of the comprehensive function-based categorisation of tech-

nology indicators into input, byput, and output indicators (Grupp, H., 1998), initially classified 

these three indicator types based on the specific stage within the technology's life cycle where 

the measurement took place. The following outlines the categorisation method: 

 

• Resource Indicators: This category of input indicators quantifies the various potential 

expenditures allocated to research, development, and innovation activities (Grupp, 

1998; Nyberg & Plamgren, 2011). 

• R&D Results Indicators: This indicator type, representing an output-oriented perspec-

tive, is geared toward assessing qualitative, quantitative, or value-rated advancements 

achieved in production processes or products (Grupp, 1998; Nyberg & Plamgren, 2011). 

• Progress Indicators: Falling within the byput metric framework and exemplified by 

the technometric indicator (Grupp, H., 1998), this indicator type evaluates sub-phenom-

ena within the spectrum of technological progress. For instance, the technometric indi-

cator quantifies features or product specifications, contributing to a more comprehen-

sive understanding of technological advancement (Grupp, 1998; Nyberg & Plamgren, 

2011). 

 

Chang's (2007) Technology Indicator Ontology (TIO) offers a comprehensive framework for 

categorising technology indicators. Within the TIO, technology indicators are classified into 

two overarching categories, each encompassing several sub-groups, providing a structured and 

detailed taxonomy for the systematic analysis and assessment of technological phenomena: 

 

• Technology Development Indicators: Within this expansive category, TF practition-

ers and researchers employ an array of measures to monitor and analyse the multifaceted 

aspects of technology, including its evolution, transformation, progress, and 
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overarching trends, all from a technological standpoint (Chang, 2007; Nyberg & 

Plamgren, 2011). 

• Market Development Indicators: This category encompasses a spectrum of indicators 

directly linked to the market's development dynamics and the potential application areas 

for the technology under scrutiny. These indicators span a wide range of domains, in-

cluding sales performance, investment patterns, and the technology's industrial applica-

tions, all integral to assessing its market viability and commercial potential (Chang, 

2007; Nyberg & Plamgren, 2011). 

 

2.4.3 TF METHODOLOGIES 
Cho (2013) categorises TF methodologies into two primary classes: Exploratory and Norma-

tive. Exploratory techniques, encompassing methods such as TFDEA, S-curve analysis, and 

trend extrapolation, are grounded in the assumption that technological progress follows a trace-

able and evolutionary path. These techniques employ robust data analysis to project future tech-

nology trends and discern patterns that inform strategic planning and policy development. Nor-

mative techniques, on the other hand, are characterised by a goal-oriented approach. Methods 

such as Delphi analysis and relevance trees are illustrative of this class, beginning with a clearly 

defined technological outcome in mind. They strategically map out the necessary actions, re-

sources, and processes to materialise the targeted technology state, often engaging stakeholders 

to converge upon a consensus for the desired future (Cho, 2013). 

 

Departing from the framework Cho (2013) presented, the National Research Council (2010) 

defines four distinct methodology types as central to TF: Judgmental or intuitive methods, Ex-

trapolation and trend analysis, Models, and Scenarios and simulations. This classification pre-

sents a comprehensive spectrum of approaches, offering unique perspectives and tools for fore-

casting future technological developments. 

 

According to the National Research Council (2010), judgmental or intuitive methods in TF 

encompass a variety of qualitative techniques that draw on the specialised knowledge and fore-

sight of experts within specific technological domains. These methodologies, rooted in expert 

opinion and systematic consensus-building processes, are particularly valuable when empirical 

data is scarce or when the complexity of the technology requires nuanced understanding. Below 
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are detailed descriptions of several prominent judgmental or intuitive methods (National Re-

search Council, 2010): 

 

• Expert Opinion: In this approach, commonly termed a "genius forecast," an expert 

predicts based on their knowledge and experience. While it can yield rapid insights, this 

method is inherently subjective and susceptible to personal bias, making it less reliable 

when used in isolation (National Research Council, 2010; von Karman, 1945). 

• Panel Consensus: This method involves a group of experts and balances individual 

biases by aggregating diverse opinions. However, it risks being influenced by dominant 

personalities or groupthink, where the desire for harmony leads to consensus at the ex-

pense of alternative viewpoints (National Research Council, 2010). 

• The Delphi Method: The Delphi Method, designed to forge consensus among experts 

through iterative rounds of anonymous questionnaires, mitigates some of the biases in-

herent in panel-based forecasts. This structured approach facilitates the refinement of 

individual forecasts into a collective prediction, aiming to narrow the spectrum of opin-

ions and achieve a consensus on the most probable future outcomes (Dalkey et al., 1969; 

Rowe & Wright, 1999). The method's strengths lie in its flexibility, cost-effectiveness, 

and adaptability to various topics, making it particularly suitable for continuous fore-

casting efforts (Dalkey et al., 1969; National Research Council, 2010; Stewart, 1987). 

 

Extrapolation and trend analysis methods in TF, as outlined by the National Research Council 

(2010), utilise historical data to project future technological developments. These methodolo-

gies become particularly effective in the presence of extensive datasets, facilitating the identi-

fication of existing patterns and trends in future predictions. Key among these extrapolation and 

trend analysis methods are the following (National Research Council, 2010): 

 

• Trend Extrapolation: This method involves analysing historical data to identify criti-

cal trends projected into the future. For example, Moore's Law, which predicts that com-

putational power tends to increase twofold approximately every two years, exemplifies 

trend extrapolation in TF. It demonstrates how historical patterns of technological ad-

vancement allow for the extrapolation of future developments (Moore, 1965; National 

Research Council, 2010). 

• Gompertz and Fisher-Pry Substitution Analysis: These analyses stem from the ob-

servation that new technologies often follow a predictable S-shaped growth curve from 
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introduction to maturity and market saturation. By fitting historical data to these growth 

curves, forecasters can estimate when a technology might reach maturity and be poised 

for substitution by newer innovations (Fisher & Pry, 1970; National Research Council, 

2010). 

• Analogies: Analogic forecasting involves drawing parallels between past and current 

technologies to predict future developments. This method requires identifying and ana-

lysing similar historical situations or technologies and using them to project future 

trends. Green and Armstrong (2007) suggest a structured approach to analogy forecast-

ing that involves defining the target, selecting relevant experts, and matching outcomes 

to derive forecasts (National Research Council, 2010). 

• Morphological Analysis: Teoriya Resheniya Izobretatelskikh Zadach (TRIZ), a theory 

based on the laws of technological evolution, uses an analytical approach to project 

future technological developments. It involves studying the history and evolution of 

technology to predict future changes. The method emphasises several principles, includ-

ing increasing ideality, non-uniform evolution of subsystems, and transition from 

macro- to microscale, to anticipate how technologies might evolve (Fey & Rivin, 2005; 

Kucharavy & De Guio, 2005; National Research Council, 2010). 

 

In TF, diverse mathematical and computational approaches simulate and prognosticate techno-

logical progress. As the National Research Council (2010) articulates, these methods presup-

pose the presence of adequate data to construct and analyse sophisticated models that shed light 

on forthcoming trends. Integral to the architecture of TF, these methods synthesise data into a 

coherent forecast, underpinning strategic planning in technological innovation.  

Notable TF modelling approaches encompass the following: 

 

• Theory of Increasing Returns: This modelling theory, contrasting with the traditional 

law of diminishing returns, posits that in technology and knowledge-based industries, 

the value of a product or service increases as it gains more users. Arthur (1996) noted 

that this phenomenon is particularly evident in networked markets, where early adopters 

and widespread usage can lead to a market “lock-in," making it challenging for newer 

technologies to displace established ones. This model is instrumental in understanding 

the dynamics of technological markets, especially those driven by network effects (Na-

tional Research Council, 2010). 
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• Chaos Theory and Artificial Neural Networks: As applied to TF, Chaos Theory sug-

gests that technological evolution can be non-linear and exhibit unpredictable behav-

iours, such as bifurcations and transient chaos. Wang et al. (1999) proposed using arti-

ficial neural networks to model these complex dynamics. Through pattern recognition 

of historical data, neural networks can identify underlying trends and potential phase 

transitions in technology development, offering a robust tool for predicting non-linear 

and disruptive technological changes (National Research Council, 2010). 

• Influence Diagrams: Influence diagrams provide a graphical and mathematical repre-

sentation of decision-making situations, particularly useful in modelling the evolution 

of cause-effect relationships and uncertainties in technology. Howard and Matheson 

(2005) described how these diagrams, as an extension of Bayesian networks, can be 

used to analyse the interdependencies and probabilistic outcomes in technological fore-

casting. They offer a structured approach to visualising decision processes and forecast-

ing the impacts of various technology pathways (National Research Council, 2010). 

 

The National Research Council (2010) asserts that scenarios and simulations offer a robust 

framework for deciphering complex interactions and conceptualising possible futures within 

TF. These approaches probe the intricate and frequently unforeseeable patterns of technological 

evolution, providing essential methodologies for mapping out the trajectory of emerging tech-

nologies. Notable techniques in this category include, but are not limited to, the following (Na-

tional Research Council, 2010): 

 

• Scenario Planning: Scenario planning, originating in the military and corporate strat-

egy field, involves creating detailed narratives about alternative futures. Apologies for 

the oversight. Each scenario depicts a plausible future state and builds upon a foundation 

of current trends, historical data, and expert insights. Kahn's pioneering work at the 

RAND Corporation and later at the Hudson Institute exemplified this approach, encour-

aging strategic thinkers to consider a wide range of possibilities, including those that 

may seem initially implausible (Kahn, 1960; Kahn & Aron, 1962). In TF, scenario plan-

ning allows forecasters to explore various development paths of technologies and their 

potential impact on society and markets (National Research Council, 2010). 

• Back-casting: Unlike traditional forecasting methods, back-casting begins with defin-

ing a desirable future state and then works backwards to the present, identifying the 

steps necessary to achieve that future state. This approach is beneficial in sustainable 
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development and innovation policy, as it focuses on long-term objectives and works 

backwards to understand the critical steps needed to reach those goals. Back-casting 

involves engaging stakeholders to articulate their future aspirations and then developing 

pathways to realise those visions, making it a participatory and goal-driven forecasting 

method (National Research Council, 2010; Robinson, 1990). 

• Dynamic Simulations and War Games: Dynamic simulations and war games attempt 

to model complex systems and interactions within specified parameters. In military con-

texts, war games simulate battles to test strategies and tactics. These simulations allow 

stakeholders to test how new technologies might influence or disrupt existing systems 

in TF. These methods provide a dynamic environment where different actors (real peo-

ple or simulated agents) interact based on predefined rules, allowing forecasters to ob-

serve the outcomes of technological interventions in various scenarios (Davis & Bige-

low, 1998; National Research Council, 2010). 

 

In addition to the four categories of TF methodologies the National Research Council (2010) 

has defined, it also recognises that the evolving landscape of TF has led to innovative techniques 

that address the dynamic nature of technological change. Some of the modern methodologies 

highlighted by the National Research Council (2010) that offer diverse perspectives and tools 

to anticipate future technological shifts include: 

 

• Prediction Markets: Prediction markets treat forecasts about future events or trends as 

tradable assets in a virtual market. Participants buy and sell predictions based on their 

perceived likelihood of occurrence, leading to a market-generated forecast. This method 

capitalises on the wisdom of crowds, aggregating diverse opinions to update estimates 

in real time. Wolfers and Zitzewitz (2004) highlight the efficiency of prediction markets 

in aggregating information, though they acknowledge challenges in formulating some 

forecasting problems in market terms (National Research Council, 2010). 

• Alternate Reality Games (ARGs): ARGs create simulated environments where partic-

ipants engage in scenarios that mimic potential real-world developments. These games 

blend elements of scenarios, war games, and computer simulations, allowing players to 

explore first-order and second-order effects of technological changes. ARGs like 

“World Without Oil” demonstrate how interactive simulations can reveal the impacts of 

various technological futures through immersive gameplay (Dator, 2009; National Re-

search Council, 2010). 
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• Online Forecasting Communities: The Internet facilitates the formation of communi-

ties dedicated to continuous forecasting, such as Techcast. These platforms function as 

virtual think tanks, pooling expertise from diverse individuals to generate collective 

forecasts. The success of such communities hinges on the quality of participant contri-

butions and the efficacy of integrating their collective judgment (National Research 

Council, 2010). 

• Obsolescence Forecasting: This method involves envisioning scenarios where current 

technologies become obsolete due to new advancements. It requires forecasters to think 

about potential discontinuities and paradigm shifts in technology. This form of forecast-

ing is akin to back-casting, as it starts with the end (i.e. the obsolescence of a specific 

technology) and works backwards to understand the factors that lead to it (Georghiou et 

al., 2008; National Research Council, 2010). 

 

2.4.4 TFDEA: AT THE FOREFRONT OF TF RESEARCH 
TFDEA has garnered significant attention and recognition within the TF academic community 

over the last two decades. Its prominence is rooted in the effective amalgamation of traditional 

Data Envelopment Analysis (DEA) principles with TF’s unique requirements. This review 

delves into TFDEA’s history, tracing its development from foundational concepts to its appli-

cation in various technological domains. 

 

The genesis of TFDEA traces back to the efforts of Charnes et al. (1978), who developed DEA 

to assess the proficiency of decision-making units in operational research. This breakthrough 

laid the foundation for later adaptations of DEA, particularly in TF. The speed of technological 

advancement and the complexity of managing and predicting its growth necessitated more dy-

namic and robust forecasting methods. This need led to the exploration and application of DEA 

in TF, marking a significant departure from traditional methods and setting the stage for the 

development of TFDEA. 

 

TFDEA formally entered the academic community's domain in the early 2000s. Anderson et al. 

(2001) pioneered this area by presenting TFDEA in 2001, focusing on the enterprise database 

system market and applying DEA to assess and forecast its rate of change (Anderson et al., 

2001). Subsequent enhancements to TFDEA were made by Anderson et al. (2002), who modi-

fied the methodology by altering assumptions about State-of-the-Art (SOA) technology at 
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product release, allowing for a more iterative approach to measuring technological progress 

(Anderson et al., 2002). Inman's 2004 dissertation further detailed the steps and theoretical 

framework of TFDEA, providing a comprehensive guide for its application across various tech-

nological fields (Inman, 2004). 

 

TFDEA is a complex process encompassing six key steps outlined by Durmuşoğlu & Dereli 

(2011). It begins with selecting relevant Decision-Making Units (DMUs), such as individual 

technologies or innovation projects, vital for defining the analysis scope. The second step in-

volves determining specific inputs and outputs to measure technology performance, like R&D 

expenditure and market share. Constructing the DEA model with identified DMUs and their 

inputs and outputs is the next step, allowing for efficiency evaluation through mathematical 

programming. The fourth step extends the analysis longitudinally, providing a dynamic view 

of technological progression. Calculating the rate of change in efficiency scores over time is 

the fifth step, which is crucial for forecasting technological trajectories. Finally, interpreting 

and applying these results in a broader technical and market context concludes the TFDEA 

process, offering insights for strategic decision-making and policy formulation in technology 

management. 

 

The practical application of TFDEA in empirical studies underscores its versatility and effec-

tiveness in TF. For instance, Inman et al. (2005) applied TFDEA to forecast the introduction of 

United States fighter jets, demonstrating its superiority over traditional forecasting methods like 

linear regression (Inman et al., 2005). Another notable application by Anderson et al. (2008) 

involved TFDEA in wireless TF. Although their study faced challenges directly comparing 

forecasts with actual outcomes, it highlighted TFDEA's potential in managing complex techno-

logical predictions (Anderson et al., 2008). These and other studies demonstrate the practical 

utility of TFDEA in a range of technology areas, marking its evolution from a theoretical model 

to a valuable tool in both academic research and industry practices within TF. 

 

Current enhancements in TFDEA primarily focus on addressing its intrinsic limitations and 

adapting the methodology to the rapidly evolving technological innovation landscape. A sig-

nificant enhancement area is the integration of more dynamic models to account for the non-

linear and often discontinuous nature of technological progress. Bogetoft and Otto (2011) ex-

plored incorporating stochastic elements into the DEA framework to handle the uncertainties 

and variabilities inherent in technology development. Another notable direction includes 
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network DEA models, as Kao and Hwang (2008) suggested, which consider the interdepend-

encies and interactions among different technologies or components of a technological system 

(Kao & Hwang, 2008). This approach is particularly relevant for complex technologies where 

progress in one area can significantly impact others. Additionally, there is a growing interest in 

applying Artificial Intelligence (AI) and ML in the TFDEA framework, as these technologies 

can enhance forecasts' predictive accuracy and adaptability (Durmuşoğlu & Dereli, 2011). 

 

2.4.5 MEASURING SUCCESS IN TF 
Evaluating success in TF transcends mere accuracy, pivoting instead on the actionability and 

strategic utility of the forecast's outcomes (National Research Council, 2010). The primary ob-

jective of TF is to facilitate informed decision-making, rendering a forecast valuable if it leads 

to enhanced decision quality, such as optimising investment strategies, guiding research direc-

tions, or informing policy adjustments (Vanston, 2003). The inherent challenge in assessing a 

forecast's success lies in the retrospective nature of evaluating decision efficacy, underscoring 

the importance of careful forecast preparation to bolster decision-maker confidence in both the 

methodology and its implementation. The process of developing a TF involves three distinct 

phases (National Research Council, 2010): 

 

1. Problem Framing and Outcome Definition: This initial phase involves articulating a 

clear and concise problem statement, often posed as a question. An example is the long-

range Delphi forecast by RAND in 1964, which solicited predictions on urgent and fea-

sible scientific breakthroughs over the next half-century (Gordon & Helmer, 1964). 

2. Data Collection and Analysis: The credibility of data forms the cornerstone of any 

forecast. Vanston and Vanston (2004) suggest criteria for evaluating these data types, 

emphasising aspects such as currency, completeness, potential bias, gathering tech-

nique, statistical data relevancy, qualifications, bias, and balance for expert opinion data. 

3. Interpretation and Synthesis: The final stage involves concluding the data using ap-

propriate methodologies. Each methodology aligns with specific data types and yields 

distinct results. Vanston (2003) advocates for a multifaceted approach, proposing five 

perspectives, namely extrapolation, intuitive, pattern analysis, goal analysis, and coun-

terpuncher, to enrich the forecasting process. This multi-pronged approach also echoes 

Martino's (1983) recommendation to consider a broad spectrum of dimensions 
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(technological, economic, managerial, political, social, cultural, intellectual, religious, 

and ecological), enhancing the robustness and reliability of the forecast. 

 

The success of a TF is not solely contingent on its accuracy but on its capacity to inform and 

improve decision-making processes. Integrating diverse methodologies and comprehensive 

data analysis is pivotal in constructing forecasts that decision-makers can confidently rely upon. 

 

2.5 NATIONAL RESEARCH AND EDUCATION NETWORKS 
This section presents a thorough literature review of NRENs, highlighting their pivotal role as 

connectivity and service providers for the global education, innovation, and research commu-

nities. The section commences with an extensive overview of the multifaceted roles of NRENs, 

followed by a detailed exploration of their historical development. The focus then shifts to the 

current state of NRENs and RRENs in Africa, underscoring their significance and impact in 

advancing research into cross-disciplinary challenges in this region. Lastly, the section offers 

an in-depth look at the TERENA and GÉANT NREN Compendiums, delving into their exten-

sive contents and the associated data collection and processing methodologies. 

 

2.5.1 HISTORY AND OVERVIEW OF NRENS 
NRENs are vital to the global academic, research, and innovation sectors. They support a range 

of institutions, including Higher Education Institutions (HEIs), Technical and Vocational Edu-

cation and Training (TVET) colleges, research organisations, innovation incubators, and 

schools in some cases. NRENs provide advanced, cost-effective, high-speed broadband ser-

vices, primarily fibre optic connectivity. They enhance global research collaboration, granting 

access to digital libraries, learning management systems, and essential services like capacity 

building and roaming services like eduroam. NRENs negotiate favourable connectivity terms 

for their members (GÉANT, 2022; Melhem et al., 2021; SANReN, n.d.). 

 

In addition to these services, NRENs are innovators and facilitators of cutting-edge services 

tailored to the unique requirements of the academic and research communities. These include 

virtual networking services, cloud storage and computing solutions, video conferencing facili-

ties, and comprehensive identity and access management services. The infrastructure of NRENs 

incorporates advanced networking technologies like IPv6, which addresses the growing needs 

of IoT in academia and research domains (Aldowah et al., 2017; Al-Emran et al., 2020; Deering 
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& Hinden, 1998). Technologies such as MPLS (Kompella et al., 2017; Rosen et al., 2001) and 

SDN (Bera et al., 2017; Priyadarsini & Bera, 2021) enhance NREN efficiency and adaptability, 

optimising data traffic flow for bandwidth-intensive and low-latency applications crucial in re-

search settings (GÉANT, 2022). 

 

NRENs stand out as enablers of cross-disciplinary communities of practice, which is particu-

larly vital in regions facing multifaceted challenges like Africa. They forge connections across 

diverse fields, including agriculture, bioinformatics, disaster mitigation, and telemedicine, fos-

tering collaborative research to address pressing societal issues. The blend of adaptability and 

inclusiveness with their advanced technological capabilities underscores the pivotal role of 

NRENs in advancing education, scientific exploration, and sustainable development. Their con-

tribution transcends the academic domain, supporting broader societal advancement and tech-

nological innovation (Foley, 2016; Melhem et al., 2021). 

 

In nations where NREN capabilities have emerged, occasionally dispersed among multiple or-

ganisations in the public and private sectors, NRENs typically assume the strategic role of serv-

ing as the foundational networking infrastructure providers and ISPs for research and education 

communities. Notable examples of these entities include SANReN and TENET in South Africa 

(SANREN, n.d.), JANET in the United Kingdom (Cooper et al., 1991), SURFnet in the Neth-

erlands, and RedIRIS in Spain (GÉANT, 2022).  

 

Additionally, several RRENs have emerged to bolster NRENs within distinct geographic re-

gions, facilitating cross-border collaboration and connectivity. An example of such collabora-

tive efforts is GÉANT, which harmoniously unites European NRENs into a single network. UA 

takes centre stage in Africa, interconnecting NRENs in Eastern and Southern Africa to bolster 

education and research collaborations. In the United States, the landscape features the coexist-

ence of multiple NRENs, including ESnet and Internet2, each dedicated to specific national 

sectors, while state-level RENs, such as KanREN, cater for specific geographical regions. It is 

worth noting that Internet2 also assumes the role of an RREN, championing collaboration and 

resource-sharing among research institutions throughout the United States (GÉANT, 2022). 

 

The genesis of NRENs is deeply rooted in the collaborative spirit of the academic research 

community of the early 1970s. Initially conceived to share scarce and expensive computing 

resources, the United States led the charge in establishing the first national-level networks to 
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serve the academic, research, and military communities. Prominent early NRENs in the United 

States include establishing the Computer Science Network (CSNET) in 1981, followed by 

NSFNet in 1985. In Europe, Norway's University Network (UNINET) emerged in 1976. These 

early networking initiatives revolutionised academic and research collaborations and laid the 

groundwork for the Internet as we know it. For example, the Canadian Academic and Research 

Networks (CAnet) and the Australian Academic and Research Network (AARNet) were instru-

mental in establishing their countries' first national internet backbone infrastructures, setting a 

precedent for the rest of the world (Twinomugisha, 2006). 

 

The 1980s marked a significant expansion of NRENs, driven by the need for tailored, high-

speed network infrastructures in academia. The launch of NSFNET in the United States in 1985 

created a robust backbone linking various networks and university systems, facilitating rapid 

data exchange and research collaboration. NSFNET's success as a dedicated NREN model in-

spired its replication worldwide. The United Kingdom's JANET was established a year earlier, 

in 1984, and became a cornerstone of the nation's digital research infrastructure (Cooper et al., 

1991). The influence of these networks on the global internet landscape was profound, demon-

strating the capacity of NRENs to transform communication and research methodologies across 

continents (Leiner et al., 2009; Twinomugisha, 2006) 

 

In parallel, other nations followed suit, establishing their NRENs to cater to the burgeoning 

demands of the academic and research sectors. The Swiss Academic and Research Network 

(SWITCH) initiated operations in 1987, while the Nordic University and Research Network 

(NORDUnet) began serving the Nordic countries in 1988. Canada inaugurated CAnet in 1990. 

These networks fostered national and regional connectivity and became integral to the broader 

tapestry of global research and education communications. As a result, the NRENs' role trans-

cended their initial purpose, becoming a foundational element for the Internet's expansion and 

the facilitation of international academic collaboration (Leiner et al., 2009; Twinomugisha, 

2006).  

 

The history of NRENs in Africa closely intertwines with the Internet's early development. Pio-

neered by universities, the first notable instances include South Africa's UNINET establishing 

its first Transmission Control Protocol/Internet Protocol (TCP/IP) connection in 1991, the Uni-

versity of Zambia creating the Zambia Network (ZAMNET) in 1994, and Mozambique's Edu-

ardo Mondlane University going online in 1995. UNINET was Africa's earliest physical 
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academic and research network, later evolving into TENET. The first inter-nation academic 

network, East and Southern Africa Network (ESANET) was established in 1991, connecting 

universities across Uganda, Kenya, Zambia, and Zimbabwe, illustrating the significant role of 

NRENs in Africa's digital evolution. 

 

NRENs exhibit wide-ranging capabilities and maturity levels, varying significantly from coun-

try to country. This diversity reflects the unique developmental paths and operational contexts 

of each NREN. The Greaves (2009) Capability Maturity Model (CMM), consisting of six dis-

tinct levels, offers a structured way to understand this diversity, categorising the developmental 

stages of NRENs from their inception to full maturity. Level 0 signifies no NREN or awareness 

of its need. Level 1 represents awareness of the lack of an NREN. At Level 2, structured con-

versations about establishing an NREN occur. Level 3 involves a formal commitment to create 

an NREN. Level 4 marks the presence of a coherent service offering, indicating the existence 

of an NREN. The NREN achieves level 5 when it establishes regional or global connectivity. 

Finally, Level 6 represents a mature NREN with advanced services and rich connections.  

 

The Greaves (2009) CMM provides a comprehensive framework for charting the developmen-

tal journey of NRENs. It underscores the pivotal role of leadership at every stage of this pro-

gression, from inception to full maturity, emphasising the critical transitions that NRENs un-

dergo as they evolve in capability and sophistication. (Greaves, 2009). In the context of imple-

menting the TFSEMDF framework of this study in the NREN technology domain, using the 

capability maturity level as the TF output metric could be particularly interesting to the users 

of the framework, as this will allow for the assessment of the developmental trajectory and 

readiness of technologies in an NREN, providing valuable insights for strategic planning and 

decision-making. 

 

2.5.2 RESEARCH AND EDUCATION NETWORKING IN AFRICA 
In the landscape of African digital infrastructure, RRENs and NRENs play a foundational role 

in enabling broadband connectivity for research, education, and innovation. These networks 

have been fundamental in coordinating broadband services for various institutions, extending 

beyond HEIs to encompass research organisations, innovation centres, TVET colleges, and 

sometimes even schools. Three RRENs support NRENs across the African continent, namely 

the Arab States Research and Education Networks (ASREN), WACREN and UA (Foley, 2016; 
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Melhem et al., 2021). These networks have facilitated connections between more than 20 Afri-

can countries, linking them within the continent and to the European RREN, GÉANT. These 

connections have allowed African HEIs, research organisations, innovation hubs, and some-

times TVETs and schools to collaborate and access a wealth of resources and information from 

around the globe (Melhem et al., 2021). 

 

While approximately 40 of the 54 African countries are associated with these RRENs, there is 

considerable variation in their capacity to leverage these networks, with only a few being con-

sidered mature. Notable examples of mature NRENs are SANReN and TENET in South Africa, 

the Kenya Education Network (KENET), and the Research and Education Network of Uganda 

(RENU) (Melhem et al., 2021). These networks have successfully established robust connec-

tivity infrastructures, offering high-speed internet access and advanced digital services. The 

maturity of an NREN typically hinges on solid government backing and the formation of an 

organisation recognised and supported by both public and private HEIs. These organisations 

should have sufficient staffing and capability to manage administrative and technical matters, 

including negotiating connectivity contracts (Foley, 2016; Melhem et al., 2021). 

 

The AfricaConnect3 project represents a significant leap forward in this domain, building upon 

the successes of AfricaConnect and AfricaConnect2 (AfricaConnect 3, n.d.; UbuntuNet Alli-

ance, 2019). The project endeavours to expand high-speed internet connectivity and services 

across Africa with a €37.5 million contract agreement funded by the European Union and the 

African regional RENs. Specific goals include enhancing human capital development, improv-

ing access to e-infrastructure, developing dedicated services and applications, building human 

resource capacity, and raising awareness about the role of digital transformation in education 

and research. The project's scope underscores the strategic partnership between Africa and Eu-

rope, with GÉANT playing a critical role in network procurement and coordination for the Af-

rican RENs (AfricaConnect 3, n.d.; UbuntuNet Alliance, 2019). 

 

2.5.3 TERENA AND GÉANT NREN COMPENDIUMS 
The GÉANT Association is a collaborative organisation that drives advanced network devel-

opment and supports European research and education networking (GÉANT, 2022). The GÉ-

ANT network officially launched in November 2000. It originated as a collaboration project 

involving several European countries and organisations. GÉANT was initially developed and 
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managed by Delivery of Advanced Network Technology to Europe (DANTE) in partnership 

with NRENs across Europe, and it represented a significant step in advancing research and 

education networking infrastructure on the continent. Similarly, TERENA was an organisation 

dedicated to promoting and developing high-quality international networking infrastructure 

across Europe's research and education community. TERENA played a significant role in fos-

tering collaboration and technical innovation among its member NRENs. TERENA and 

DANTE merged their activities to form the GÉANT Association in 2015 (GÉANT, 2022).  

 

The creation of the GÉANT Association marked a significant step in unifying these efforts, 

streamlining resources, and enhancing capabilities to support the European research and edu-

cation community more effectively. This consolidation represented a strategic effort to foster 

advanced networking, collaboration, and innovation on a continental scale. The GÉANT Asso-

ciation continue to oversee the GÉANT network project while carrying forward the objectives 

and activities of both TERENA and DANTE (GÉANT, 2022).  

 

The GÉANT Compendium of NRENs in Europe, known before 2015 as the TERENA Com-

pendium on European NRENs, is an annual report that offers an extensive overview of the role 

and status of NRENs in supporting the scientific and academic community. While currently 

focusing on presenting critical data collected from the 43 European NRENs interconnected by 

the pan-European GÉANT network, past editions of this report did include data collected from 

RRENs and NRENs from other parts of the globe, including Africa. The latest report, the 2022 

Compendium, was compiled from data provided by 40 out of the 43 European NRENs (GÉ-

ANT, 2022). 

 

The GÉANT Compendium of NRENs measures a wide range of technical and context-related 

metrics to provide a comprehensive overview of the status and performance of NRENs in Eu-

rope. Some of these critical metrics include (GÉANT, 2022).: 

 

1. Organisational Aspects: This includes data on the NRENs' budget allocations, staff 

numbers, and overall organisational structure. It explores the funding sources for 

NRENs, including government support, member contributions, or both. 

2. Network and Traffic: Metrics related to the volume of data traffic handled by the 

NRENs, the capacity of their backbone and access networks, and the typical connectiv-

ity speeds provided to different user types, such as universities and research institutions. 
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3. Service Portfolio: Analysis of the range of services NRENs offer beyond their core role 

as connectivity providers. These services include cloud services, trust and identity ser-

vices, and educational content and service support. 

4. User Base: Information about the end users of NREN services, including the types of 

institutions served (such as universities, research institutes, schools, etc.) and the extent 

of their engagement with NREN services. 

5. Involvement in European Commission-Funded Projects: Data on NRENs' partici-

pation in European Commission-funded projects indicate their role in broader European 

research and education initiatives. 

6. Growth Trends and Forecasts: Projections and expectations for traffic growth and 

network capacity expansion over the coming years, especially considering the impact 

of events like the COVID-19 pandemic. 

7. Digital Education Services: Metrics related to the support provided for digital educa-

tion, including developing new services that facilitate online teaching or ease the ad-

ministrative burden on educational institutions. 

8. Intercontinental Connectivity: Information about the NRENs' global reach, including 

data on international bandwidth and collaborations with R&E networks outside Europe. 

 

These technical and context-related metrics collectively provide rich insights into the NRENs' 

operational efficiency, service diversity, and strategic direction, enabling them to align their 

services with the emerging needs of the research and education community. This comprehen-

sive overview aids in identifying trends, forecasting future developments, and facilitating in-

formed decision-making that caters to the evolving landscape of academic and research net-

working (GÉANT, 2022). 

 

Data for the GÉANT Compendium of NRENs is collected through a comprehensive and col-

laborative process, primarily based on responses to an annual survey sent to all NRENs in Eu-

rope. The critical steps in this data collection process include (GÉANT, 2022): 

 

1. Annual Survey Distribution: The GÉANT Compendium team annually distributes a 

detailed survey questionnaire to all European NRENs. This survey gathers extensive 

information about each NREN's network, services, users, and organisational aspects. 

2. Guidance by Subject Specialists: Subject matter experts from within the GÉANT pro-

ject, such as members of the GN4-3 project, supervise the crafting of survey questions. 
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These specialists ensure that the survey accurately captures the diverse aspects of NREN 

operations and services. 

3. Collection of Responses: NRENs respond to the survey with detailed information about 

their network infrastructure, service portfolio, organisational structure, user base, and 

other relevant data for the specified period (usually the previous year). 

4. Inclusion of Supplementary Data: Besides the survey responses, the Compendium 

may include publicly available data, internal GÉANT data, and information from other 

relevant surveys. This supplementary data helps fill gaps and provides additional in-

sights, particularly in trust and identity (T&I) and educational services. 

5. Analysis of Data: The subject specialists and the Compendium team analyse the col-

lected data. This analysis involves reviewing responses, verifying data accuracy, and 

synthesising information to present a coherent overview of the NREN landscape. 

6. Summarisation and Reporting: The main findings and data points are then summa-

rised and compiled into the Compendium report. This report extensively portrays the 

NRENs, highlighting trends, changes, and critical metrics. 

7. Online Compendium Version: The data from the Compendium surveys, both current 

and past, are also made available through an online version of the Compendium, provid-

ing an accessible resource for further analysis and reference. 

 

This structured data collection and analysis process ensures that the Compendium offers a de-

tailed and accurate representation of the European NRENs, their capabilities, and their techno-

logical evolution over time. The approach adopted in gathering and interpreting this data un-

derscores the reliability of the Compendium's findings, enhancing its value as a strategic re-

source for decision-making in the NREN community (GÉANT, 2022). 

 

These Compendiums, particularly its 2011 and 2012 editions (TERENA, 2011, 2012), were the 

secondary data source for the TFSEMDF model instantiation development and PLS regression 

analysis during this study's second and third phases. The extensive and detailed dataset, 

amassed from a significant sample of NRENs through the rigorous and systematic data collec-

tion process described above, provides a wealth of technical and context-related measurements. 

These measurements readily serve as indicator data for applying and assessing the TFSEMDF 

framework in the NREN technology domain. Appendix C of this study provide illustrative ex-

amples of the data provided in the 20111 and 2012 TERENA NREN Compendiums, showing 
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excerpts of the NREN funding sources and core traffic levels for TERENA (2011) and the types 

and numbers of institutions connected for TERENA (2012). 

 

2.6 INTEGRATION OF LITERATURE ON SEM, DF, TF AND NRENS 
The following sections explore the interdisciplinary integration of literature on SEM, DF, and 

TF within the NREN technology domain. This integration process entails synthesising and crit-

ically assessing concepts from the literature resources studied in Sections 2.2 to 2.5, exploring 

thematic insights and suggesting future research directions. Together, they evaluate how the 

SEM, DF, and TF concepts and methodologies considered in these literature resources can en-

hance strategic decision-making and operations at NRENs while offering a nuanced under-

standing of the diverse technology-related and context-related indicators within the complex 

NREN ecosystem. 

 

2.6.1 SYNTHESIS FROM SEM, DF, TF AND NREN LITERATURE 
This section synthesises critical concepts for existing literature on SEM, DF, TF and NRENs. 

The synthesis explores how these methodologies, as described in the literature in Section 2.2 to 

Section 2.5, enhance strategic decision-making and operational efficiency within NRENs, high-

lighting critical insights from prior studies. This synthesis lays the foundation for more detailed 

critical and thematic evaluations in the following sections, informing the broader understanding 

of how SEM, DF, and TF can contribute to the NREN technology domain.  

 

SEM provides a sophisticated statistical methodology for deciphering complex relationships 

and managing latent variables, which is integral in studying complex environments such as 

NRENs, laden with technology-related and context-related influencing factors. SEM effectively 

addresses the intricate relationships within NRENs, where the complexity of technological in-

teractions often obscures direct measurements of factors influencing network efficiency and 

user satisfaction. The PLS regression technique applied to SEM offers a straightforward ap-

proach capable of testing hypotheses and complex latent and observable construct structures 

using small datasets, thereby allowing for a profound understanding of the dynamics within the 

complex NREN technology domain. 

 

DF potentially plays a crucial role in harmonising diverse technology and context-related data 

sources within the NREN technology domain, encompassing network infrastructure measures, 
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government influence, and core network traffic levels, all of which are vital for comprehensive 

strategic decision-making and operational management (Staphorst et al., 2016a). Implementing 

DF through SEM, as Steinberg (2009) proposed in the natural language processing domain, 

facilitates using datasets that include varied data types, such as quantitative traffic data and 

qualitative user feedback, essential for holistic network design and operations. DF's capabilities 

enable the structured combination of disparate data, yielding significant insights about the in-

frastructure, connectivity capabilities, service portfolios, utilisation, and reach of NRENs 

(Staphorst et al., 2016a). This comprehensive data integration facilitated by DF is crucial for 

decision-makers to understand the network's relevance and sustainability, aiding informed de-

cisions regarding upgrades, service portfolio changes, cybersecurity measures, and resource 

allocations. 

 

TF, which Sohn and Moon (2003) demonstrated can be achieved using SEM, adds a forward-

looking component to the interdisciplinary toolkit, offering methods to predict future techno-

logical trends and their impacts on NRENs. Through traditional forecasting methods and ad-

vanced approaches like scenario planning and the Delphi technique, TF provides a systematic 

means to anticipate technological advancements and potential disruptions. This predictive in-

sight proves invaluable for strategic planning within NRENs, ensuring they respond to current 

trends while preparing proactively for future technological integration. Applying TF through 

SEM-based DF could firmly ground these forecasting efforts, employing empirical technology 

and contextual data processed by robust analytical frameworks, thereby enhancing the accuracy 

and relevance of predictions for NREN strategic management. 

 

The pioneering work of Staphorst et al. (2013, 2014, 2016a, 2016b) exemplifies the collabora-

tive synergy between SEM, DF, and TF through the development of the TFSEMDF framework, 

tailored for application within the NREN technology domain. This framework leverages the 

strengths of each methodology to address the unique challenges faced by NRENs, offering a 

comprehensive framework to construct TF model instantiations that enhance current opera-

tional efficiency and strategically position NRENs for future challenges and technological 

shifts. Staphorst et al. (2013, 2014, 2016a, 2016b) have demonstrated through their research 

how the integrated application of SEM, DF, and TF can provide a robust mechanism for ana-

lysing, predicting and enhancing technological change at NRENs, thereby ensuring their rele-

vance in supporting high-level research and education outcomes in a rapidly evolving techno-

logical landscape. 
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This synthesis highlighted the potential for integrating SEM, DF, and TF within the NREN 

technology domain while revealing complexity and opportunity areas. The following section 

builds upon these insights by critically analysing the existing literature considered in this study, 

identifying gaps, and deepening the understanding of how these methodologies can more effec-

tively align with the multifaceted demands of the NREN technology domain. 

 

2.6.2 CRITICAL ANALYSIS OF SEM, DF, TF AND NREN LITERATURE 
This section builds upon the previous synthesis by critically analysing the existing literature on 

SEM-based DF for TF within NRENs considered in Sections 2.2 to 2.5. The critical analysis 

reveals key insights alongside notable gaps. It addresses how researchers have applied these 

methodologies, where they fall short and suggests improvements to better serve NRENs' com-

plex and evolving needs. 

 

Integrating SEM, DF, and TF methodologies within NREN-related studies is a prominent short-

fall in the existing literature. While SEM provides a robust statistical foundation capable of 

illuminating complex relationships between various NREN-related constructs, both technolog-

ical and contextual, it often operates in isolation from DF and TF. This separation markedly 

limits the analytical depth achievable, particularly in scenarios characterised by the complex, 

multi-dimensional environments inherent to NRENs. The potential benefits of a holistic inte-

gration of these methodologies still need to be explored in academic research and practical 

applications, indicating a significant gap in the current corpus of knowledge. This lack of inte-

grated application hinders the ability to leverage complete insights from multifaceted NREN 

indicator data, reducing the effectiveness of TF in strategic decision-making and operational 

optimisation within these networks (Staphorst et al., 2016a). 

 

The failure to integrate these methodologies primarily arises from a traditional focus within 

each discipline that prioritises methodological rigour and purity over practical, interdisciplinary 

applications. Current frameworks predominantly applying SEM, DF, and TF in isolation often 

fail to capture modern NRENs' interconnected and intricate nature adequately. Although many 

of these frameworks handle data complexity with a degree of competence, they falter when 

tasked with forecasting future technological impacts while incorporating technological and con-

textual information. For example, while SEM adeptly models complex relationships within da-

tasets, it does not natively support the real-time, continuous data integration that DF facilitates 
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and that longitudinal TF requires. Similarly, while TF provides valuable foresight into potential 

technological change, it often lacks the structural and empirical grounding that SEM analyses 

offer. Consequently, the isolated application of these methodologies can result in a fragmented 

understanding of NRENs, failing to effectively provide a comprehensive framework that ad-

dresses their complex technological and contextual ecosystems. 

 

Moreover, a critical evaluation of how existing frameworks handle the complexities of NRENs 

reveals that many frameworks inadequately adapt to the pace of technological advancement and 

contextual factors inherent in this domain. NRENs require frameworks that comprehend and 

analyse current technologies and anticipate and prepare for future developments, considering 

context-related information. Traditional TF methods, such as scenario planning and the Delphi 

technique, offer insights into forthcoming trends but typically remain disconnected from the 

operational and structural insights provided by DF and SEM, respectively. This disconnection 

can lead to strategic misalignments and inefficiencies in strategic and operational planning, 

emphasising the necessity for a more adaptive and integrated approach to managing technology 

change at NRENs. Existing frameworks must evolve to provide a more holistic, anticipatory, 

and context-informed foundation that can better support the complex, evolving needs of educa-

tional and research institutions relying on these networks (Staphorst et al., 2016a) 

 

Steinberg's (2009) research on applying SEM in DF within natural language processing settings 

and Sohn and Moon's (2003) use of SEM in evaluating TF models illustrate preliminary efforts 

to integrate these methodologies. Steinberg's approach notably included context sensitivity in 

DF inferencing, leveraging SEM to model complex relationships within DF scenarios (Stein-

berg, 2009). Similarly, Sohn and Moon utilised SEM to articulate the hierarchical relationships 

crucial for TF in multi-layered data (Sohn & Moon, 2003). However, while these applications 

demonstrate the versatility of SEM in DF and TF, they do not extend to a comprehensive tri-

partite integration involving SEM, DF and TF. Furthermore, none of these studies conducted 

an empirical evaluation within the NREN technology domain, highlighting a significant gap in 

the literature where a complete integration of these methodologies could potentially enhance 

strategic and operational decision-making at these entities.  

 

The future direction requires a paradigm shift toward more integrative and comprehensive 

frameworks that unify SEM and DF for TF within a singular, cohesive framework tailored to 

the unique demands of NRENs. Such frameworks must adeptly synthesise data from various 
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sources and apply this integrated data to predict and navigate future technological shifts effec-

tively. By doing so, NRENs can maintain robust, adaptable, and forward-looking operations, 

ensuring they adequately support the intricate and dynamic needs of the research and education 

sectors they serve. The innovative work by Staphorst et al. (2013, 2014, 2016a, 2016b) in de-

veloping the TFSEMDF framework represents a significant advancement in this direction, of-

fering a compelling example and a potential template for future research and practical applica-

tion in this critical area. This framework bridges the gaps identified and sets a precedent for 

future research to build upon, thereby providing a foundation from which model instantiations 

can be developed for the specific purpose of TF in the NREN domain, assisting these entities 

in evolving and adapting to an ever-changing technological landscape. 

 

From the critical analysis presented in this section, thematic insights emerge on how integrating 

SEM, DF, and TF could produce methodologies that positively impact NRENs' strategic deci-

sion-making and operations. The thematic exploration in the next section highlights critical 

challenges and opportunities, setting the stage for proposing new frameworks for managing and 

forecasting technological trends in NRENs. 

 

2.6.3 THEMATIC INSIGHTS FROM SEM, DF, TF AND NREN LITERATURE 
This section explores thematic insights from integrating SEM, context-sensitive DF, and TF 

methodologies within the context of NRENs. These insights emerge from the existing literature 

considered in Section 2.2 to Section 2.5 and illuminate the challenges and opportunities intrinsic 

to the complex technology domain of NRENs. The subsequent themes highlight critical aspects 

of data complexity, modelling accuracy, predictive foresight, and methodological integration, 

contributing to a nuanced understanding of strategic decision-making and operational effi-

ciency within NRENs. 

 

The first prominent theme that emerges across the disciplines of SEM, DF, and TF in the context 

of NRENs is the challenge of data complexity. NRENs accumulate diverse data types, from 

quantitative network metrics to qualitative user feedback. Integrating these data sources, in-

cluding technological and contextual data, exposes data quality and alignment issues, posing 

substantial challenges for precise modelling and insightful analysis. Staphorst et al. (2016a) 

have shown how the TFSEMDF framework can effectively tackle these issues by leveraging 

the strengths of each methodology to enhance data coherence and utility. This integration offers 
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a robust approach to managing and analysing complex indicator data environments, which is 

essential for accurate forecasting in the NREN technology domain. This approach not only im-

proves the reliability of the data but also ensures that comprehensive and precise data analysis 

informs decision-making processes at these entities (Staphorst et al., 2016a). 

 

Another critical theme centres on the accuracy of modelling techniques used in the NREN tech-

nology domain. Accurate network capacity and capability predictions, service portfolio scope, 

and user interactions are pivotal for strategic decision-making at NRENs. SEM provides a sub-

stantial foundation for these analyses because it can uncover latent variables and model intricate 

relationships within complex systems. However, integrating SEM with DF to perform TF, as 

pioneered by Staphorst et al. (2013, 2014, 2016a, 2016b) in creating the TFSEMDF framework, 

enhances these techniques' predictive power and accuracy. This integration ensures a deeper 

understanding of the interactions between network elements, contextual drivers, and user be-

haviour, leading to more effective management and planning strategies. By employing SEM-

based context-sensitive DF, which systematically combines data from multiple sources, includ-

ing technology-related and context-related sources, to achieve more accurate and valuable in-

formation, the TFSEMDF framework provides predictive capabilities exceeding traditional TF 

methodologies (Staphorst et al., 2016a). 

 

The theme of predictiveness in the literature is also significant, especially in how it impacts 

NREN strategic planning. Effective predictive models are crucial for NRENs, providing fore-

sight into technology adoption trends and potential network expansions or constraints. The in-

terdisciplinary approach of combining SEM, DF, and TF methodologies to create the 

TFSEMDF framework offers a unique advantage. This approach, both transversally and longi-

tudinally, predicts technology needs and anticipates the challenges of new technology integra-

tion within existing educational and research infrastructures while incorporating the effects of 

contextual drivers in the complex NREN ecosystem. Doing so enables proactive management 

of resources and strategic planning, which is critical in maintaining and enhancing NRENs' 

service quality, thereby ensuring their continued relevance to the research and education com-

munities. Staphorst et al. (2013, 2014, 2016a, 2016b) highlight the potential of TFSEMDF 

model instantiations to improve TF in the NREN technology domain, providing a tool to be 

more dynamic and responsive in approaching future technological challenges. 
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While Steinberg (2009) and Sohn and Moon (2003) provided early attempts at integrating SEM 

with DF and SEM with TF, respectively, the lack of broad integration of SEM, DF, and TF also 

emerges as a theme. It highlights a significant gap in existing frameworks, often treating these 

methodologies as isolated or loosely connected approaches. Staphorst et al. (2013, 2014, 2016a, 

2016b) pioneered this area, offering a new perspective on synergistically applying these meth-

odologies to enhance the understanding and management of NRENs. The development of the 

TFSEMDF framework demonstrates how integrated approaches can lead to better decision-

making and more effective management of technology within NRENs. This integrated ap-

proach aids in the practical management of network resources. It fosters a deeper understanding 

of the theoretical facets of network operations, user behaviour, and technological change, pro-

moting a more holistic view of NRENs' strategic and operational management (Staphorst et al., 

2016a). 

 

A focused exploration of future research opportunities is essential to leverage the thematic in-

sights drawn from the existing literature considered in this study. The subsequent section delves 

into these potential areas of investigation emanating from the existing literature, particularly 

emphasising the integration of SEM, DF, and TF methodologies within complex technology 

domains such as NRENs. 

 

2.6.4 RESEARCH PROSPECTS FROM SEM, DF, TF AND NREN LITERATURE 
The synthesis, critical analysis and theme extraction for existing literature reviewed in this study 

on SEM, DF, and TF in the context of NRENs unveils numerous avenues for future research, 

particularly in developing specific SEM constructs that integrate DF insights. Such integration 

would enhance the analytical capabilities of SEM by incorporating a more diverse array of data 

types, such as real-time network analytics and user feedback, which are crucial for comprehen-

sively understanding NREN dynamics. The work of Staphorst et al. (2016a) provides a foun-

dational framework for this integration, demonstrating how enriched data inputs can signifi-

cantly refine model accuracy and predictive power. Future research could focus on operation-

alising these concepts by creating tailored SEM constructs that leverage DF processes to capture 

and model the complex interactions within NRENs more effectively, thus providing deeper 

insights into technology adoption patterns and network usage behaviours (Staphorst et al., 

2016a). 
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Another promising area for future research involves developing DSEM models, specifically 

those capable of comprehensively providing longitudinal TF capabilities, that can adapt to new 

data from NREN operations. These models would be particularly beneficial in environments 

where network conditions and technology use continually change. By incorporating adaptive 

algorithms that update model parameters based on new data in real-time, these DSEM models 

could provide NREN managers with the tools to make more responsive and effective decisions. 

This adaptability is crucial for sustaining the relevance and accuracy of the models, ensuring 

they reflect the current state of the network and its users. Exploring these methodological inno-

vations will push the boundaries of current research and significantly enhance the practical ap-

plications of SEM-based DF for TF within the complex ecosystem of NRENs (Staphorst et al., 

2016a) and other domains with similar complexities. 

 

Exploring interdisciplinary approaches that combine insights from SEM, DF and TF with other 

methodologies or domains, such as network theory or complex systems analysis, could also 

yield novel frameworks and applications that improve NREN strategic management. This 

cross-pollination of methodologies could foster innovative solutions tailored to the evolving 

challenges and opportunities within the NREN technology domain. 

 

This section detailed potential avenues for future research emanating from the preceding inte-

grative synthesis and critical analysis of the existing literature considered in Section 2.2 to Sec-

tion 2.5. Possible areas for future research originating from this study’s development, applica-

tion and assessment of the TFSEMDF framework in the NREN technology domain (Staphorst 

et al., 2013, 2014, 2016a, 2016b) are presented in Section 7.5 

 

2.7 CONCLUDING REMARKS 
This literature and theory review presented in this chapter covered an array of critical theoretical 

domains central to this research. The examination of SEM began with a historical perspective, 

delving into the evolution of the methodology and its pivotal concepts. The discussion then 

progressed to a granular level with the mathematical foundations of SEM, providing the ground-

work for understanding its analytical capabilities and its subsequent application in the diverse 

fields of DF and TF. 
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The chapter methodically explored the field of DF, charting its historical development and elab-

orating on the foundational concepts that define this intricate field. It analysed the JDL/DFG, 

detailing its structural composition and operational application within DF. Furthermore, the 

chapter assessed various DF methodologies, highlighting the critical role that context-related 

information plays in enhancing the accuracy and efficacy of DF practices. 

 

The section on TF offered a chronological overview, charting the field's inception and matura-

tion over time. It sheds light on the essential technology indicators and TF output metrics in-

strumental in forecasting practices. An extensive review of TF methodologies, including 

TFDEA, was presented, revealing the field's expansive nature and the nuances of its research 

frontiers. The examination of TF methodologies underscored their strategic value in predicting 

future technological trends. It informed the discussion on measuring success in the field, which 

is pivotal for evaluating the efficacy of forecasting models and approaches. 

 

The comprehensive study of NRENs underscored their historical significance and pivotal role 

in the research, education, and innovation landscapes. This section then explored the RREN 

and NREN ecosystems in Africa. The review concluded with an overview of the TERENA and 

GÉANT NREN Compendiums, which serve as extensive knowledge repositories, providing 

insight into European NRENs' technological, operational, and strategic attributes. 

 

The analysis and synthesis of the existing literature on SEM, DF, and TF within the NREN 

technology domain provided an understanding of how these methodologies can enhance strate-

gic decision-making and operational efficiency. This section began with a preliminary synthesis 

of key concepts and a critical assessment of existing frameworks, thematic insights, and future 

research directions. Together, these components offered valuable insights into the challenges 

and opportunities within the complex NREN ecosystem, laying the groundwork for developing 

robust frameworks tailored to the evolving demands of these networks. 

 

This chapter established a platform for developing, applying, and assessing the TFSEMDF 

framework within the context of NRENs. It serves not only as a testament to the breadth of 

research conducted but also as a crucial reference point for the subsequent analysis and discus-

sions that formed the core of this study. 

 

 
 
 



 

University of Pretoria  
 

74 

CHAPTER 3 – RESEARCH PHASES AND OBJECTIVES 
 

3.1 INTRODUCTION 
The study unfolded in three methodically structured phases within the technology domain of 

NRENs, each addressing a distinct aspect of the TFSEMDF framework, i.e., framework devel-

opment, application, and assessment. In its first phase, expanded from Staphorst et al. (2013), 

the study attempted the integration of SEM and DF for TF, culminating in the TFSEMDF 

framework’s development. This phase focused on the innovative integration of various data 

sources, both technology-related and context-related, employing context-sensitive DF tech-

niques to enhance TF's reliability and depth. 

 

The second phase, partly previously presented in Staphorst et al. (2014) and Staphorst et al. 

(2016a), involved the practical application and refinement of the TFSEMDF framework. It 

commenced with implementing an autoregressive model instantiation for the NREN technology 

domain, utilising insights from action research within SANReN (Gustavsson, 2008; SANReN, 

n.d.) and data from TERENA's NREN Compendiums. The subsequent effort further developed 

cross-sectional NREN model instantiation, integrating additional findings and theoretical in-

puts, enhancing the framework's scope and efficacy. 

 

Initially conceptualised by Staphorst et al. (2016b), the third phase marked the study's culmi-

nation with a comprehensive evaluation of the TFSEMDF framework's strengths and weak-

nesses. This critical examination provided insight into the framework's capacity to integrate 

context-related information effectively and identified areas of potential inaccuracy in structural 

model specification. 

 

The following chapter concisely presents this research progression, outlining each phase's ob-

jectives, approaches, and scholarly publications while highlighting the subsequent research ef-

forts that followed these earlier publications. This structured overview offers a cohesive narra-

tive of the study's evolution and academic contributions to the field of TF within the NREN 

technology domain. 
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3.2 RESEARCH ROADMAP 
This study methodically progressed through the research roadmap depicted in Figure 2, begin-

ning with integrating generic frameworks for SEM, context-sensitive DF and technology indi-

cator relational mapping for TF, thereby creating the TFSEMDF framework.  

 

 
Figure 2: Research Roadmap Depicting Phases with Objectives and Outputs 
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The research then transitioned to applying this framework for longitudinal and transversal fore-

casting in NRENs' technologically advanced and contextually nuanced domain. Finally, the 

study focused on a critical evaluation of the framework's strengths and weaknesses. These three 

distinct research phases each included specific objectives and associated outcomes, as depicted 

in Figure 2. By organising the research into these phases, the study addressed each aspect com-

prehensively, from conceptual development to empirical application and critical evaluation. 

 

3.3 RESEARCH PHASES, OBJECTIVES AND OUTPUTS 
The following sections provide a comprehensive overview of the focus and research objectives 

characterising each distinct phase of the study. These sections also pinpoint the specific publi-

cations by Staphorst et al. (2013, 2014, 2016a, 2016b) that emerged as outputs corresponding 

to each research objective during the study. Additionally, these sections highlight the alignment 

of the research phases with the chapters in the remainder of this thesis. This alignment aims to 

offer a coherent and systematic narrative of the research trajectory undertaken and the scholarly 

contributions that ensued from it. 

 

3.3.1 RESEARCH PHASE ONE: TFSEMDF FRAMEWORK DEVELOPMENT 
The first phase of the study, focusing on developing the TFSEMDF framework, was anchored 

by two key research objectives as outlined in Figure 5: Research Objective 1(a) and Research 

Objective 1(b). Research Objective 1(a) entailed a comprehensive review of the theoretical un-

derpinnings of SEM, DF and TF. The aim was to abstract essential elements and relationships 

from these methodologies, thereby creating refined generic framework extractions that capture 

the core principles of each. 

 

Research Objective 1(b) progressed to examining the intersections among these abstracted ge-

neric frameworks. The goal was to synergise generic frameworks for SEM, context-sensitive 

DF and technology indicator relational mapping for TF into a cohesive single framework for 

SEM-based context-sensitive DF for TF. It involved synthesising critical elements from each 

methodology, culminating in forming the integrated TFSEMDF framework, which embodies 

the combined strengths and functionalities of SEM, context-sensitive DF and technology indi-

cator relational mapping for TF. 
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The methodology employed in this phase, along with the results obtained and the subsequent 

discussion of these findings, was initially published in Staphorst et al. (2013), then improved in 

Staphorst et al. (2014, 2016a) and finally refined in this study. Chapter 4 of the thesis centres 

on the TFSEMDF framework development phase of the study. Furthermore, Section 7.2.1 com-

prehensively covers conclusions from the framework development effort. 

 

3.3.2 RESEARCH PHASE TWO: TFSEMDF FRAMEWORK APPLICATION 
The study's second phase aimed to apply the TFSEMDF framework practically within the 

NREN technology domain. This phase focused on two key research objectives.  

 

The first objective for this phase, Research Objective 2(a) in Figure 5, was to apply the 

TFSEMDF framework using an autoregressive NREN model instantiation for longitudinal fore-

casting. The study involved creating the autoregressive NREN model instantiation based on 

insights gleaned from action research in SANReN (Gustavsen, 2008; SANReN, n.d.). This step 

was followed by extracting technology indicators and context-related data from the 2011 and 

2012 TERENA NREN Compendiums (TERENA, 2011, 2012) to conduct regression analysis 

of the model instantiation using PLS-SEM, as per Appendix A’s expansion of the process ini-

tially defined in Staphorst et al. (2015). The process also included verifying the reliability and 

validity of the PLS-SEM results, as outlined in Appendix B’s expansion of the approach ini-

tially presented in Staphorst et al. (2017. 

 

The subsequent objective, Research Objective 2(b) in Figure 5, focused on applying the 

TFSEMDF framework to develop and evaluate a cross-sectional NREN model instantiation for 

transversal forecasting. Achieving this objective involved constructing the cross-sectional 

NREN model instantiation drawing on literature, followed by extracting relevant data from 

TERENA Compendiums to perform regression analysis using PLS-SEM according to Appen-

dix A’s expansion of the process initially defined in Staphorst et al. (2015) and then confirming 

the reliability and validity of these results using Appendix B’s expansion of the approach de-

scribed in Staphorst et al. (2017). 

 

Chapter 5 of the thesis considers these two research objectives' methodology, results, and dis-

cussion. This phase's findings were initially published in Staphorst et al. (2014), refined in 

Staphorst et al. (2016), and subsequently employed in the study examining the strengths and 
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weaknesses of the TFSEMDF framework presented in Staphorst et al. (2016b). Section 7.2.2 

provides concluding remarks on these results, offering insights into the practical applications 

and efficacy of the TFSEMDF framework within the NREN technology domain. 

 

3.3.3 RESEARCH PHASE THREE: TFSEMDF FRAMEWORK ASSESSMENT 
The third phase of this study entailed a comprehensive evaluation of the inherent strengths and 

weaknesses of the TFSEMDF framework, empirically tested within the NREN technology do-

main. This evaluative phase addressed two specific research objectives. 

 

The first objective, Research Objective 3(a) in Figure 5, was devoted to an in-depth exploration 

of the intrinsic strengths of the TFSEMDF framework. Initially, the study engaged in a detailed 

theoretical analysis to identify the core strengths inherent in the TFSEMDF framework's con-

stituent methodologies, i.e. SEM, DF and TF. Following this theoretical groundwork, the study 

applied phase two’s cross-sectional NREN model instantiation and a structurally disarranged 

NREN model instantiation as empirical instruments. This analysis aimed to validate the theo-

retical strengths through practical application and observation within the context of the NREN 

technology domain. 

 

Research Objective 3(b), as depicted in Figure 5, focused on uncovering the inherent weak-

nesses of the TFSEMDF framework. This effort involved a theoretical investigation into char-

acteristics of the constituent methodologies, i.e. SEM, DF and TF, of the TFSEMDF framework 

that might present limitations or challenges. An empirical assessment used phase two’s cross-

sectional NREN model instantiation and structurally disarranged NREN model instantiation to 

evaluate the identified TFSEMDF weaknesses within the context of the NREN technology do-

main. 

 

Chapter 6 of the thesis presents the methodology, results, and discussion surrounding these two 

pivotal research objectives. The findings from this phase, initially documented in Staphorst et 

al. (2016b), offer a thorough critique and assessment of the TFSEMDF framework's strengths 

and weaknesses in the NREN technology domain. Section 7.2.3 presents conclusions from ex-

amining the TFSEMDF framework's strengths and weaknesses. 
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3.4 CONCLUDING REMARKS 
Chapter 3 of this thesis provided a brief overview of the study's design, organised into three 

distinct phases, each addressing a specific component of the TFSEMDF framework within the 

NREN technology domain. The chapter detailed the approach for each phase, clearly outlining 

the steps and methods used to achieve the research objectives. 

 

The chapter provides a structured roadmap for the study, detailing the approach and execution 

captured in this thesis. This structure enhances the ease of navigating through the thesis and 

aids in comprehending the logical progression of the research. Chapter 3 also highlights the 

academic contributions of each phase, serving as a reference to the tangible outcomes of the 

study. 
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CHAPTER 4 –RESEARCH PHASE 1: TFSEMDF 

FRAMEWORK DEVELOPMENT 
 

4.1 INTRODUCTION 
This chapter delves into the foundational phase of the study, detailing the formulation of the 

TFSEMDF framework by addressing the foundational Research Objectives 1(a) and 1(b). Ob-

jective 1(a) focussed on extracting generic frameworks for SEM, context-sensitive DF, and 

technology indicator relational mapping for TF. Concurrently, Objective 1(b) undertook the 

intricate process of integrating these generic frameworks into the proposed TFSEMDF frame-

work. 

 

The chapter details the research methods employed to achieve Research Objectives 1(a) and 

1(b) defined for the first phase. It then presents the findings for each objective. Finally, the 

chapter critically evaluates these findings, assessing their impact and relevance in supporting 

the research objectives. This analysis aims to determine the research methods' efficacy and the 

conclusions' reliability. 

 

The contents of this chapter are the culmination of an iterative process of refinement, encapsu-

lating the enhancements and improvements of the concepts and methodologies presented by 

Staphorst et al. (2013, 2014, 2016a). The methods, results, and critical discussions presented 

herein include significant expansions on the work presented in these foundational publications, 

reflecting the progressive development of the TFSEMDF framework through evolving insight 

and augmented through scholarly underpinnings. 

 

4.2 RESEARCH METHODOLOGY 
The forthcoming sections provide an in-depth overview of the research methodologies used in 

this study phase. Section 4.2.1 presents a detailed exploration of the research methodology ap-

plied in developing generic frameworks for SEM, DF, and technology indicator relational map-

ping for TF, which aligns with Research Objective 1(a). Section 4.2.2 discusses the research 

methodology used to integrate these frameworks into the comprehensive TFSEMDF frame-

work, thereby addressing Research Objective 1(b). 
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4.2.1 GENERIC FRAMEWORK ABSTRACTIONS FOR SEM, DF AND TF 
The methodology employed to achieve Research Objective 1(a), which focused on developing 

generic frameworks for SEM, DF and technology indicator relational mapping for TF, encom-

passed a structured two-step process. First, the study conducted an expansive literature review 

to explore the fields of SEM, DF, and TF, as presented in Chapter 2. This step included thematic 

analysis (Braun & Clarke, 2006), which was instrumental in delving into seminal theories, 

methodologies, and applications within these fields. The thematic analysis allowed for a sys-

tematic identification and interpretation of patterns and themes in the literature (Ryan & Ber-

nard, 2003). This process then entailed abstracting generic frameworks based on the body of 

literature presented in Chapter 2, utilising inductive reasoning to synthesise and distil the core 

principles of SEM, DF and TF into comprehensive generic frameworks. 

 

The first step of the research methodology for Research Objective 1(a) involved a comprehen-

sive literature review that probed the theoretical foundations and practical applications of SEM, 

DF, and TF, as documented in Sections 2.2, 2.3, and 2.4, respectively. It entailed an analytical 

appraisal of the seminal and more recent scholarly contributions that form the conceptual bed-

rock of these fields. The review included a critical exploration of the mathematical foundations 

of SEM (Staphorst, 2010), as described in Section 2.2.2. Section 2.2.2's examination of the 

construction and notation of SEM path diagrams, as introduced by Chin and Newsted (1999) 

and expanded upon by Staphorst (2010), was also pivotal. Further, the literature illuminated the 

application of SEM in the domain of TF, as demonstrated by Sohn and Moon (2003) in Section 

2.2.4, and its capacity to facilitate context-sensitive DF (Steinberg, 2009; Steinberg & Rogova, 

2008), as discussed in sections 2.2.4 and 2.3.4. An in-depth review was also undertaken into 

the multi-levelled JDL/DFG framework as detailed by Steinberg and Bowman (2017) in Sec-

tion 2.3.2, as well as Grupp's (1998) segmentation of TF technology indicators into input, byput, 

and output indicators, as outlined in Section 2.4.2. 

 

In the second step of the research methodology for Research Objective 1(a), the study applied 

inductive reasoning to distil and synthesise generic frameworks for SEM, DF, and technology 

indicator relational mapping for TF, informed by the insights from the literature reviewed in 

the first step. It also employed conceptual framework development (Miles & Huberman, 1994) 

and grounded theory (Charmaz, 2006) methodologies to construct generic frameworks for 

SEM, DF and technology indicator relational mapping for TF that encapsulated the critical 
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theoretical and practical elements of the respective fields, while also capturing the inherent 

structures typical of models created within these domains. During this framework generalisa-

tion process, the guiding principle was to identify structural similarities and opportunities for 

harmonisation across SEM, DF and TF, thereby setting a strategic path toward integrating these 

frameworks into a cohesive TFSEMDF model. 

 

4.2.2 MERGING FRAMEWORKS FOR SEM, DF AND TF TO CREATE TFSEMDF  
The methodology for achieving Research Objective 1(b) focused on integrating the previously 

developed generic frameworks for SEM, DF, and TF into a cohesive framework, TFSEMDF. 

This objective was approached through a two-step process, reflecting analytical rigour and 

methodological precision. The first step involved a detailed comparative analysis (Glasser, 

1965; Smith, 2015) of the existing frameworks to identify overlapping concepts and comple-

mentary elements. This analysis played a critical role in understanding how to combine these 

frameworks effectively. The second step revolved around the actual synthesis of the TFSEMDF 

framework, which entailed carefully merging the identified commonalities and harmonising 

various aspects of SEM, DF, and TF into a unified model. This process included the standardi-

sation of terminologies and notations to ensure consistency and clarity in the newly developed 

framework, ultimately creating a tool that effectively combines the strengths of each method-

ology for comprehensive SEM-based DF in the context of TF. 

 

The first step in Research Objective 1(b)'s methodology was the detailed comparative analysis 

(Glasser, 1965; Smith, 2015) of the generic frameworks for SEM, DF and TF. Central to this 

step was the focus on cross-disciplinary integration, which closely examined each framework's 

methodologies and theoretical constructs. The comparative analysis, a method well-established 

in the literature (Glasser, 1965; Smith, 2015), was conducted to identify where these frame-

works intersect and overlap, setting the stage for their integration. By drawing on the principles 

and methodologies inherent in SEM, DF, and TF, this step aimed to highlight synergistic po-

tentials and conceptual commonalities. The approach of cross-disciplinary integration, as ad-

vocated by Johnson and Onwuegbuzie (2004), further enriched this analysis. These findings 

then guided the development of the TFSEMDF framework, ensuring that subsequent integra-

tion builds on a comprehensive understanding of how to combine these frameworks effectively. 
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In the second step of the methodology for Research Objective 1(b), the focus shifted to synthe-

sising the TFSEMDF framework, leveraging the insights gleaned from the comparative and 

cross-disciplinary analysis conducted in the first step. This phase involved a sophisticated pro-

cess of framework unification, integrating the identified commonalities and complementary el-

ements from SEM, DF, and technology indicator relational mapping for TF. For guidance on 

this integration process, the methodology drew upon the principles of framework unification as 

discussed in the works on integrative research methods, such as those by Mingers and Brock-

lesby (1997), who explore the amalgamation of disparate methodologies in complex systems. 

The process involved aligning theoretical concepts and harmonising terminologies and nota-

tions, ensuring a seamless and coherent structure for the TFSEMDF framework. The resultant 

TFSEMDF framework emerged as a comprehensive, multifaceted tool adept at addressing the 

complex requirements of SEM-based DF in the context of TF and reflecting the synergistic 

potential of integrating diverse methodological perspectives. 

 

4.3 RESULTS 
The subsequent sections focus on the results obtained during this study phase. Section 4.3.1 

presents the results from developing generic frameworks for SEM, DF, and technology indica-

tor relational mapping for TF, in line with Research Objective 1(a). Section 4.3.2 then details 

the results of merging these frameworks into the generic TFSEMDF framework, achieving the 

goals for Research Objective 1(b). 

 

4.3.1 GENERIC FRAMEWORK ABSTRACTIONS FOR SEM, DF AND TF 

4.3.1.1 Generic Framework for SEM 

Section 2.2 outlines the extensive literature review and analytical appraisal of SEM as part of 

this research phase. A key emergent theme from this analytical appraisal was the critical dis-

tinction of variables emphasised into exogenous and endogenous latent constructs that underpin 

SEM theory. SEM's theoretical architecture extends beyond the traditional dichotomy of de-

pendent and independent variables typical in regression analysis (Haenlein & Kaplan, 2004). It 

explicitly focuses on exogenous constructs as independent variables, which do not depend on 

any relational dynamics within the model. It also considers endogenous constructs, which serve 

as dependent or independent variables based on their interactions with other variables in the 

model (Staphorst, 2010). 
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As outlined in the literature review of Section 2.2, SEM also caters for indicators that act as 

proxies to represent latent constructs (Haenlein & Kaplan, 2004). These indicators fall into ei-

ther reflective or formative categories. Reflective indicators typically show high correlations 

with the latent construct and other reflective indicators, effectively representing the variance in 

the unobserved variable and implying a causal direction from the latent construct to its indica-

tors. In contrast, latent constructs with formative indicators consist of a weighted combination 

of indicators that do not necessarily exhibit high correlations with the latent construct or each 

other. Such formative indicators capture different dimensions of the latent construct, indicating 

a causal influence from the indicators to the construct (Haenlein & Kaplan, 2004). 

 

Figure 1 in Section 2.2.2 presents the archetypal configuration of an SEM path diagram, a prev-

alent tool for illustrating SEM models. Such diagrams characteristically feature a constellation 

of exogenous and endogenous constructs, interconnected by path coefficients, and are further 

defined by associated reflective and formative indicators, each with respective loadings 

(Staphorst et al., 2013). Upon analysis, one can discern that researchers can arbitrarily group 

the indicators and constructs within SEM path diagrams to align with their specific investigative 

objectives. Constructs, for instance, might be grouped according to shared functional charac-

teristics or by their locational pertinence in the analysed system (Staphorst et al., 2013). 

 

As outlined in the research methodology defined to achieve Research Objective 1(a), concep-

tual framework development (Miles & Huberman, 1994) to create a generic SEM framework 

employed a condensed version of grounded theory (Charmaz, 2006). This iterative process in-

volved determining sensible groupings for the constituent indicators, constructs, and intercon-

nections within SEM path diagrams. Starting without any predefined generic framework for 

SEM in mind, the study reviewed several arbitrarily selected example SEM path diagrams from 

literature (Vinzi et al., 2010) to encode collections of indicators and constructs into groupings 

that could potentially match critical structures in the generic frameworks for context-sensitive 

DF and technology indicator relational mapping for TF. 

 

As the generic frameworks for context-sensitive DF and technology indicator relational map-

ping for TF evolved (see Sections 4.3.1.2 and 4.3.1.3, respectively), the generic SEM frame-

work's chosen grouping approach was adapted and compared against the evolving structures of 

the generic frameworks for DF and TF. The culmination of this iterative process was a simplis-

tic grouping approach that entails grouping exogenous and endogenous constructs into context 
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and technology-related constructs with their associated indicators, respectively. Furthermore, 

the analysis determined that these groupings need to be stratified such that context and technol-

ogy-related constructs of akin nature or complexity fall in the same tier (or level, using DF 

terminology), in line with the layering approach of the JDL/DFG framework for DF, detailed 

in Section 2.3.2. Applying this methodical grouping and stratification process yielded the gen-

eralised SEM framework illustrated in Figure 3.  

 

 
Figure 3: Generic Framework for SEM 

 

As shown in Figure 3, the generic SEM framework comprises N stratified layers, each encom-

passing an aggregate of constructs and indicators. Within this schema, N is not a fixed quantity 

but a variable integer, indicative of the requisite number of stratification layers (or levels as per 

DF terminology), which is contingent upon the specifications set forth by the framework user. 

Importantly, there is a correspondence between the N levels of this SEM framework and the N 
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strata within the generic context-sensitive DF framework, as depicted in Figure 4. This parallel 

extends to the generic framework employed for the technology indicator relational mapping for 

TF, showcased in Figure 5, and is further integrated within the synthesised TFSEMDF frame-

work (Figure 6). This alignment underscores a systematic and interdisciplinary approach to 

structuring these frameworks. 

 

4.3.1.2 Generic Framework for Context-Sensitive DF 

Following the research methodology defined for Research Objective 1(a), an extensive litera-

ture review was undertaken on DF, as presented in Section 2.3. From this review, the central 

theme that emerged is that DF is conceptually a stratified framework designed for the multi-

layered refinement and integration of estimates of problem variables derived from various 

measurements, either directly or indirectly observable (Steinberg, 2009; Steinberg & Rogova, 

2008). Within a military context, as recognised by the JDL/DFG, the process of DF involves 

systematically aggregating and enhancing sensor data to generate high-quality tactical 

knowledge (Steinberg, 2009; Steinberg & Rogova, 2008). 

 

In congruence with the aim of this research objective to perform conceptual framework devel-

opment (Miles & Huberman, 1994) to create a generic framework for context-sensitive DF, 

Section 2.3.2 critically evaluated the JDL/DFG's efforts to standardise the structure of the DF 

process across diverse military applications. This effort culminated in the JDL/DFG defining 

six distinct DF processing levels, as outlined in Section 2.3.2. To reiterate, the structured levels 

of DF analysis comprise the following: Level 0, which is concerned with signal, feature, and 

subject assessment; Level 1, with object assessment; Level 2, with situation assessment; Level 

3, with impact assessment; Level 4, with process refinement; and Level 5, with user refinement. 

 

Considering its established status, straightforwardness, and broad adoption, this study modified 

the foundational JDL/DFG framework to formulate a generic framework for context-sensitive 

DF. Although the specific DF level definitions articulated by the JDL/DFG are predominantly 

tailored to military applications and do not seamlessly transition to the use of DF in TF, the 

essential concept of progressive aggregation and refinement of measurement indicator data is 

integral to the TFSEMDF framework developed in this study. Consequently, the level defini-

tions within the JDL/DFG framework have been abstracted, culminating in this study's generic 

framework for context-sensitive DF, depicted in Figure 4.  
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Figure 4: Generic Framework for Context-Sensitive DF 

 

As evident from Figure 4, the generic context-sensitive DF framework’s hierarchical structure 

comprises N levels of aggregation. Here, N represents a variable integer, signifying the number 

of tiers necessary for effective aggregation and refinement, tailored according to the require-

ments of the framework's user. This flexible design allows for incorporating relevant context-

related information at any specified level within the DF, ensuring flexibility to a wide range of 

technology scenarios and operational needs. Notably, the N levels in this DF framework are 

analogous to those in the SEM framework, the generic framework for technology indicator 

relational mapping for TF and the integrated TFSEMDF framework, as depicted in Figure 3, 

Figure 5 and Figure 6, respectively. 
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4.3.1.3 Generic Framework for Technology Indicator Relational Mapping for TF 

Section 2.4.2's literature review, part of the research methodology employed to achieve Re-

search Objective 1(a), presents a literature study of frameworks for the relational mapping of 

technology indicators in TF. Notably, the Watts and Porter (1997) framework described three 

principal categories of technology indicator metrics: Technology Life Cycle Status Indicators, 

which gauge the maturity and growth rate of a technology; Innovation Context Receptivity In-

dicators, which assess the technological ecosystem's readiness; and Market Prospect Indicators, 

which evaluate the commercial potential and market positioning of the technology (Nyberg & 

Palmgren, 2011; Watts & Porter, 1997). Conversely, Grupp (1998) categorises these indicators 

into three main types based on their functional role: Input indicators, which relate to the drivers 

of technological progress; Byput indicators, which are associated with the intermediary phe-

nomena of technological evolution; and Output indicators, which pertain to the qualitative, 

quantitative, or value-assessed progress in process or product development.  

 

After critically assessing the technology indicator frameworks presented in Section 2.4.2, this 

study selected the framework from Grupp (1998) as the basis of the study's conceptual frame-

work development (Miles & Huberman, 1994) effort, which culminated in the general TF tech-

nology indicator relational mapping framework depicted in Figure 5. This generic framework 

categorises input, byput, and output technology indicators based on shared characteristics or 

complexity levels. Additionally, it highlights the existence of intricate interconnections among 

these three types of indicators.  

 

For the scope of this study, input technology indicators are pivotal in driving technology pro-

cesses at Level 0. Byput technology indicators, on the other hand, are crucial in signalling sub-

phenomena that occur between Level x-1 and Level x, where x ranges from 1 to N-1. In this 

framework, N serves as a flexible integer selected by the framework's user to align with the 

specific characteristics of the investigated TF scenario. Crucially, the N levels in this generic 

framework parallel those in the generic SEM framework illustrated in Figure 3, the generic 

context-sensitive DF outlined in Figure 4, and the synthesised TFSEMDF framework depicted 

in Figure 6. This alignment underscores a coherent and systematic approach across these frame-

works, facilitating a unified methodology in their application to various analytical contexts 

within TF. 
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Figure 5: Generic Framework for Technology Indicator Relational Mapping for TF 

 

 Lastly, output technology indicators are instrumental in reflecting the progress related to prod-

ucts or processes at each respective Level x, for x values spanning from 1 to N-1. This concep-

tual framework underpins the analysis and interpretation of technology indicators within the 

context of this study, providing a structured approach to understanding their roles and interac-

tions across different levels of technological development. 

 

4.3.2 MERGING FRAMEWORKS FOR SEM, DF AND TF TO CREATE TFSEMDF 
Employing both comparative analysis (Glasser, 1965; Smith, 2015) and cross-disciplinary in-

tegration (Johnson & Onwuegbuzie, 2004), tools forming part of the research methodology for 

Research Objective 1(b), Steinberg and Rogova (2008) and Steinberg (2009) demonstrated that 

SEM is particularly well-suited for implementing DF, as it can simultaneously model multiple 

dependent and independent constructs. As outlined in Section 2.2.4, SEM facilitates the incor-

poration of context-sensitivity into DF inferencing problems, where "context" is defined as a 

set of relationships, each representing a specific instantiated relation. This process is crucial in 

refining estimates, interpreting data, and constraining processing during DF data acquisition, 

cueing, or fusion. Furthermore, Steinberg and Rogova (2008) and Steinberg (2009) align DF 

terminology with SEM, identifying DF problem variables as SEM endogenous constructs, con-

text variables as SEM exogenous constructs, and traditional DF sensor measurements as 
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reflective and formative indicators within SEM. This conceptual alignment underscores the 

compatibility and potential of SEM in enhancing the analytical depth and accuracy of DF anal-

ysis by integrating complex variable relationships and context-related factors. 

 

Sohn and Moon (2003) effectively showcased SEM as a robust regression technique capable of 

assessing multi-layered hierarchical models, with this methodology comprehensively detailed 

in Section 2.2.4. By applying comparative analysis methodologies (Glasser, 1965; Smith, 2015) 

and harnessing cross-disciplinary perspectives (Johnson & Onwuegbuzie, 2004), their research 

not only highlighted the utility of SEM in the systematic aggregation and refinement of input 

technology indicator data but also confirmed its capacity to yield a statistically reliable estimate 

of the Technology Commercialization Success Index (TCSI) metric, crucial for TF applications. 

 

Sohn and Moon (2003) demonstrated the efficacy of SEM as a regression technique for evalu-

ating multi-layered hierarchical models, as discussed in Section 2.2.4. Their research high-

lighted the utility of SEM in the systematic aggregation and refinement of input technology 

indicator data. It confirmed its capacity to yield a statistically reliable estimate of the TCSI 

metric, which is crucial for TF applications. Furthermore, their approach underlines the adapt-

ability of SEM in bridging diverse data sets and theoretical constructs, thereby enhancing the 

analytical depth and scope of research in TF contexts. 

 

Building upon the application of SEM for TF by Sohn and Moon (2003) and extending it 

through the context-sensitive DF approach of Steinberg and Rogova (2008) and Steinberg 

(2009), this study introduces the novel TFSEMDF framework depicted in Figure 6 for SEM-

based context-sensitive DF in TF (Staphorst et al., 2013, 2014, 2016a, 2016b). This framework 

was developed through cross-disciplinary integration (Johnson & Onwuegbuzie, 2004) and 

framework unification (Mingers & Brocklesby, 1997). It manifests by integrating the generic 

technology indicator relational mapping framework for TF from Figure 5, based on Grupp’s 

(1998) definitions, with the general context-sensitive DF framework presented in Figure 4 while 

applying the SEM construct grouping and layering approach from the generic SEM framework 

in Figure 3. TFSEMDF provides a comprehensive and structured approach to SEM-based con-

text-sensitive DF for TF. 
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Figure 6: TFSEMDF Framework 

 

The proposed TFSEMDF framework performs multi-layered aggregation and refinement of 

technology and context-related information, executed through SEM-based DF processing at DF 

Levels 0 to N-1, where the framework user selects N. The determination of the number of levels, 

N, which is analogous to the number of levels in the generic SEM framework, the generic con-

text-sensitive DF framework and the generic technology indicator relational mapping frame-

work for TF, depends on the intricacy of the examined technology domain and constraints re-

lated to time and budget. Additionally, considering potential diminishing returns arising from 

further aggregation and refinement plays a pivotal role in defining the optimal number of levels 

N, as outlined by Staphorst et al. (2013, 2014, 2016a, 2016b). This approach ensures a balanced 

evaluation of the depth of analysis against practical limitations and diminishing marginal ben-

efits, thereby guiding the establishment of an appropriate and adequate level of data processing 

within the TFSEMDF framework. 
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In the TFSEMDF framework, input technology indicators (Grupp, 1998; Nyberg & Palmgren, 

2011) and context-related indicators (Steinberg, 2009; Steinberg & Rogova, 2008) serve as in-

puts to technology-related endogenous constructs and context-related exogenous constructs, re-

spectively. The framework utilises bi-directional interconnections between indicators and con-

structs, as well as among multiple constructs, adhering to the SEM path diagram conventions 

described in Staphorst (2010) and presented in Section 2.2.2. This structure represents positive 

and negative correlations between constructs and acknowledges that indicators can be reflective 

or formative. 

 

The TFSEMDF framework accommodates all existing technology indicator types defined in 

Section 2.4.2 as latent or formative indicators for endogenous and exogenous constructs within 

the framework. It employs bypass and output indicators for endogenous constructs. In contrast, 

the framework’s output metrics, designed to inform decision-making processes, are derived 

from output metrics related to endogenous constructs in the SEM model. Additionally, external 

environment-related indicators, including context-related indicators, contribute to exogenous 

constructs, enhancing context sensitivity in the DF process. Sohn and Moon (2003) provide an 

illustrative example using the TCSI metric, a market prospect indicator conceptualised by Watts 

and Porter (1997), as their SEM model's primary TF output metric. 

 

To comprehend the functionality of the TFSEMDF framework, consider the aggregation and 

refinement processes from DF Level 0 to DF Level 1. In this transition, regression analysis 

outputs for technology-related exogenous constructs at DF Level 0 formatively or reflectively 

influence the technology-related endogenous constructs at DF Level 1. Additionally, results 

from regression analysis concerning the context-related exogenous constructs at DF Level 0 are 

instrumental in shaping both context-related exogenous and technology-related endogenous 

constructs at DF Level 1. Moreover, the outcomes of regression analyses for context-related 

exogenous constructs at DF Level 1 also influence technology-related endogenous constructs 

at the same level. At DF Level 1, technology indicators relevant to the constructs are potentially 

chosen as TF output metrics. Alternatively, they may function as byput technology indicators 

(Grupp, 1998; Nyberg & Palmgren, 2011) if further aggregation and refinement are necessary 

at subsequent DF levels. The pattern of aggregation and refinement that occurs as the frame-

work progresses from DF Level x-1 to DF Level x (for x = 1, 2, 3, ..., N-1) follows a similar 

interconnected structure as observed from DF Level 0 to DF Level 1, with the distinction that 

constructs at DF Level x-1 contribute to the formation of constructs at DF Level x. This 
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approach ensures a consistent and systematic analysis progression across the TFSEMDF frame-

work's various DF levels. 

 

Constructing a model instantiation of the TFSEMDF framework, as illustrated in Figure 6, ini-

tially requires the definition of a set of technology-focused endogenous constructs and context-

specific exogenous constructs, each accompanied by their respective technology and context-

related measurement indicators. These indicators should accurately reflect the key characteris-

tics of the technology domain under study. Following this, a series of hypothesised relationships 

are established between these constructs, drawing from diverse sources, including theoretical 

frameworks, action research (Gustavsen, 2008), everyday wisdom, and speculative insights. 

The final phase of the SEM model development involves the application of empirical data to 

each of these measurement indicators, using PLS regression analysis as outlined in Staphorst 

(2010) and further detailed in Appendix A. This process aims to determine the significance and 

impact of the measurement indicators (including indicator loadings) and to assess the strength 

and validity of the hypothesised relationships (including path coefficients), thus providing a 

comprehensive and empirically supported representation of the framework. 

 

In exploratory studies using SEM, evaluating the significance of hypothesised relationships 

within the model instantiation is the predominant focus, with the final phase of model construc-

tion typically marking the culmination of these investigations, as observed by Staphorst (2010). 

For the proposed TFSEMDF framework, this hypothesis testing stage becomes instrumental in 

assessing the effects of evolving contextual elements, like technology policy shifts, on the tech-

nology-centric endogenous constructs within the specified technology domain. Consequently, 

the TFSEMDF framework offers a robust mechanism for predicting the dynamic interplay be-

tween technology-driven endogenous constructs and the various external factors, encapsulating 

an analytical tool capable of forecasting the influence of context-specific exogenous constructs 

on technological parameters. This approach enhances understanding of the underlying relation-

ships and aids in strategic decision-making within technology management and policy formu-

lation. 

 

The construction of a model instantiation within the proposed framework, utilising the outlined 

SEM model building methodology, facilitates the forecasting of TF output metrics through a 

technique aptly termed SEM post-processing, as illustrated by Vinzi et al. (2010). This meth-

odology entails the integration of existing context and technology indicator data (input/byput) 
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from a singular metric measurement instance into the structural equations formulated in the 

SEM model instantiation (referenced in Section 2.2.2). The process progresses by resolving 

these equations to deduce the unknown TF output metrics, achieved by computing the corre-

sponding output technology indicator values. This approach enhances the model's predictive 

accuracy and enriches the framework's interpretative power, enabling a sophisticated analysis 

of technology forecasts within the studied domain. 

 

4.4 DISCUSSION 
The following two sections discuss the results obtained from the research conducted in this 

study phase. Section 4.4.1 discusses the results of developing generic frameworks for SEM, 

DF, and technology indicator relational mapping for TF in alignment with Research Objective 

1(a). Subsequently, Section 4.4.2 discusses the results related to integrating these frameworks 

into the generic TFSEMDF framework, fulfilling Research Objective 1(b). 

 

4.4.1 GENERIC FRAMEWORK ABSTRACTIONS FOR SEM, DF AND TF 
The achievement of Research Objective 1(a) marked the creation of generic frameworks for 

SEM, DF, and technology indicator relational mapping for TF. This work contributes to the 

domain of analytical modelling by providing structured methodologies tailored to each of these 

distinct fields. The SEM framework introduced a simplistic approach to grouping and layering 

constructs, the DF framework adapts the DF process to incorporate context and allow for 

broader applications, and the framework for the relational mapping of technology indicators 

offers a structured and interrelated organisation of these metrics for use in TF. 

 

The development of the generic SEM framework within this study primarily emphasised the 

grouping and layering of constructs, marking a distinct adaptation from traditional SEM meth-

odologies. The framework's approach to systematically categorise constructs into context or 

technology-related groups enhances the structuring of SEM path diagrams. Additionally, the 

layering of constructs within the framework is a critical feature. Constructs are strategically 

arranged in layers reflecting their complexity or functional roles within the modelled system. 

This layering process visualises hierarchical relationships among the constructs, contributing 

to a more organised and interpretable analysis. By grouping similar or functionally related con-

structs on the same layer, the framework provides a streamlined approach to understanding the 

dynamics within SEM models, which is particularly beneficial in complex analytical scenarios. 
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Incorporating SEM's robust handling of exogenous and endogenous constructs and formative 

and reflective indicators, the generic SEM framework showcases its capability to represent 

complex variable relationships within a model. The framework effectively distinguishes be-

tween exogenous constructs, which act as independent variables not influenced by the model's 

internal dynamics, and endogenous constructs, shaped by their interactions within the model. 

Additionally, integrating both formative and reflective indicators enriches the framework's abil-

ity to depict various dimensions and influences of latent constructs, thereby enhancing the mod-

el's comprehensiveness and applicability in diverse research settings.  

 

The generic context-sensitive DF framework developed in this study marks an evolution in the 

DF field by generalising the DF levels and incorporating context into the fusion process. This 

approach facilitates the application of DF across a broader spectrum of areas beyond its tradi-

tional military use. The framework offers a more flexible and universally applicable structure 

by moving away from the specific JDL/DFG level naming convention. This change is crucial 

in making DF accessible and relevant to a broader range of applications where the requirements 

and nature of data differ markedly from military contexts. 

 

Incorporating context into the fusion process is another pivotal aspect of this framework. Con-

text-related information is critical in refining and interpreting data, particularly in complex en-

vironments where many external factors may influence data. By integrating context sensitivity 

into the DF process, the framework enhances the relevance and accuracy of the fusion out-

comes. This integration is essential in scenarios where understanding the environment or back-

ground conditions is as crucial as the data. 

 

The framework for technology indicator relational mapping for TF, informed by the research 

of Watts and Porter (1997) and Grupp (1998), establishes a method for segmenting and inter-

connecting technology indicators. This framework organises indicators into three distinct types 

based on their functional roles within the technological process: input, byput and output. By 

classifying indicators in this manner, the framework aids in identifying and understanding the 

different stages and dimensions of technological development, providing a clearer picture of 

how various elements contribute to and affect the progression of technology. 

 

The research methodology for achieving Research Objective 1(a) has successfully created the 

generic frameworks for SEM, DF and TF. These frameworks form the foundational basis for 
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the subsequent development of the TFSEMDF framework. The study has effectively abstracted 

and synthesised key aspects of SEM, DF and TF into comprehensive, stand-alone generic 

frameworks through a detailed and systematic approach. Each of these frameworks embodies 

the essential elements of its respective field and offers the flexibility and depth required for the 

intricate modelling and analysis process in TF using DF. 

 

4.4.2 MERGING FRAMEWORKS FOR SEM, DF AND TF 
Creating the TFSEMDF framework, achieved under Research Objective 1(b), signifies the suc-

cessful unification of the generic frameworks for SEM, DF and technology indicator relational 

mapping for TF. This unified framework responds explicitly to the requirement for a methodo-

logical approach that facilitates TF through the lens of context-sensitive DF, implemented via 

SEM. The TFSEMDF framework is a direct solution to this need, effectively bridging the meth-

odologies of SEM, DF, and TF to create a comprehensive tool for advanced analytical processes 

in TF. 

 

The development of the TFSEMDF framework aimed to effectively model complex multi-layer 

systems and, hence, cater for the increasingly sophisticated demands of TF. A standout feature 

of this framework is its adeptness at processing technology-related and context-related indicator 

data. This dual capability is crucial for collating and analysing data from diverse sources, which 

is fundamental for gaining a holistic understanding of the complex systems prevalent in TF 

undertaking. Significantly, the inclusion of context-related data in the TFSEMDF framework 

elevates the quality of TF outputs, as it allows for a more comprehensive and detailed interpre-

tation of technological trends and patterns. 

 

Furthermore, the TFSEMDF framework's structure facilitates the systematic processing of data 

at multiple levels, determined by the user based on the complexity of the technology domain 

and other constraints such as time and budget. This flexibility in defining the number of levels 

in the DF process allows for a tailored approach to data analysis, accommodating the specific 

needs of different applications and system complexities. Furthermore, the TFSEMDF frame-

work addresses the potential diminishing returns that might arise from further aggregation and 

refinement, ensuring an optimal balance between the depth of analysis and practical limitations. 
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TFSEMDF employs bi-directional interconnections between indicators and constructs follow-

ing the conventions of SEM path diagrams. This feature facilitates a detailed and nuanced por-

trayal of the interactions between various constructs, effectively capturing positive and negative 

correlations. Such a design enhances the analytical capabilities of the framework, enabling a 

deeper exploration and understanding of the intricate dynamics present in both technology and 

context-related data. This feature is handy in revealing the multifaceted relationships and influ-

ences within the data, thereby enriching the quality of analysis and insights obtained from the 

TFSEMDF framework. 

 

Diverging from conventional TF methodologies, the proposed TFSEMDF framework uniquely 

addresses complex and hierarchical structural relationships between technology indicators and 

TF output metrics. It extends its analytical capacity to include non-linear and non-Gaussian 

factors and cyclical dependencies among model variables, ranging from latent to directly ob-

servable. Staphorst et al. (2013) elaborate that this comprehensive approach allows for more 

accurate modelling of real-world systems within the TF context. Moreover, this framework 

integrates all technology indicators identified in Section 2.4.2. It effectively utilises bypass and 

output indicators for endogenous constructs, which facilitates the derivation of meaningful out-

put metrics from these constructs. This capability makes the TFSEMDF framework an all-en-

compassing tool for handling various indicator data and enhances its utility in decision-making 

processes.  

 

The development of the TFSEMDF framework marks the successful accomplishment of Re-

search Objective 1(b), representing a significant milestone in this study. The resultant outcome 

is a multidisciplinary framework that adeptly models complex hierarchical relationships inher-

ent in modern-day systems during TF. This reflects the TFSEMDF framework's ability to 

adeptly navigate and integrate the complexities associated with TF, providing a comprehensive 

tool for analysing and forecasting in environments where technology and context-related factors 

are deeply intertwined. 

 

4.5 CONCLUDING REMARKS 
This chapter explored the study's first phase, which focused on developing the TFSEMDF 

framework. It commenced with an introduction that outlined the research phase's scope. Next, 

the research methodology section thoroughly explained the processes for first developing 
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generic frameworks for SEM, context-sensitive DF and the relational mapping of technology 

indicators for TF and then combining these generic frameworks to derive the TFSEMDF frame-

work. 

 

The results section presented in this chapter provided an exposition of the development of the 

generic frameworks for SEM, context-sensitive DF, and technology indicator relational map-

ping for TF, followed by showcasing the proposed integration that constitutes the derived 

TFSEMDF framework. This integration exemplifies the transition from distinct theoretical 

frameworks to a coherent functional amalgamation that encapsulates each constituent theoreti-

cal methodology's complexities while highlighting their synergistic potential in practical appli-

cations. 

 

The discussion section considered the outcomes of the efforts to create generic frameworks for 

SEM, context-sensitive DF, and technology indicator relational mapping for TF. Subsequently, 

the discussion delves deeply into the results of integrating these generic frameworks to derive 

the TFSEMDF framework. TFSEMDF’s capability to incorporate context-related information 

into the TF process takes centre stage in this discussion. This exploration provides insights into 

how the framework leverages this context-related information integration to refine TF output 

metrics. 

 

Section 7.2.1 provides the conclusions for the work presented in Chapter 4. This section sum-

marises the key findings from the integration of SEM, context-sensitive DF and TF to synthe-

sise the TFSEMDF framework, offering a retrospective view of the efforts and outcomes de-

tailed in this phase. 

 

The TFSEMDF framework developed in this chapter is applied in the second research phase, 

as presented in Chapter 5, to implement and analyse autoregressive and cross-sectional NREN 

model instantiations. In Chapter 6, which details the third research phase, the strengths and 

weaknesses of the TFSEMDF framework are considered using baseline and structurally disar-

ranged NREN model instantiations. 
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CHAPTER 5 – RESEARCH PHASE 2: TFSEMDF 

FRAMEWORK APPLICATION 
 

5.1 INTRODUCTION 
This chapter is dedicated to the study's second phase, which focuses on the practical application 

of the TFSEMDF framework. This phase first addressed Research Objective 2(a), which in-

volved the construction and PLS regression analysis of the autoregressive model instantiation 

for NRENs within the TFSEMDF framework to accomplish longitudinal forecasting. Next, the 

focus shifted to Research Objective 2(b), which concentrated on the construction and PLS re-

gression analysis of the cross-sectional NREN model instantiation to accomplish transversal 

forecasting. 

 

The chapter commences by outlining the methodologies applied to achieve Research Objectives 

2(a) and 2(b). It then details the results obtained from using these methodologies. The analysis 

within this chapter culminates in a critical discussion of the results, evaluating the efficacy and 

precision of the TFSEMDF framework as evidenced by the outcomes of the autoregressive and 

cross-sectional NREN model instantiations. 

 

This chapter builds upon and refines the research methodologies and findings initially intro-

duced by Staphorst et al. (2014) concerning developing and examining the autoregressive 

NREN model instantiation. It also extends the methodological advancements and detailed anal-

yses from Staphorst et al. (2016a), which focused on the cross-sectional NREN model instanti-

ation. These foundational studies provide the empirical and theoretical basis for the compre-

hensive discussions in this chapter, effectively integrating insights from both longitudinal and 

transversal forecasting perspectives within the TFSEMDF framework in the context of NRENs. 

 

5.2 RESEARCH METHODOLOGY 
The following sections offer a comprehensive overview of the research methodologies applied 

during this study phase. Section 5.2.1 explores the methods used for constructing and analysing 

the autoregressive NREN model instantiation of the TFSEMDF framework, aligning with Re-

search Objective 2(a). Furthermore, Section 5.2.2 discusses the approaches taken in 
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constructing and analysing the cross-sectional NREN model instantiation of the TFSEMDF 

framework, which corresponds to Research Objective 2(b). 

 

5.2.1 AUTOREGRESSIVE NREN MODEL INSTANTIATION 

5.2.1.1 Autoregressive NREN Model Instantiation Construction 

Research Objective 2(a) centred on constructing and analysing an autoregressive NREN model 

instantiation for longitudinal forecasting, employing PLS regression as detailed in Appendix A. 

This endeavour began with developing an autoregressive NREN model instantiation of the 

TFSEMDF framework shown in Figure 6. While adhering to the procedures outlined in Section 

4.3.2, the model emerged by applying insights gleaned from TERENA (2011, 2012) and GÉ-

ANT (2022). The model was further informed by the knowledge acquired from the author's 

action research (Gustavsen, 2008) during his directorship at SANReN (SANReN, n.d.) between 

2013 and 2021. As the director of SANReN, the author conducted this action research through 

a rigorous approach involving active engagement with specific real-world NREN-related prob-

lems, collaborative data collection within SANReN, and analysis to inform practical interven-

tions, all aimed at achieving meaningful and sustainable improvements within SANReN. This 

approach fostered a dynamic feedback loop between research and practice, facilitating informed 

decision-making and positive change at SANReN. Note that the model construction approach 

did not rely on additional hypotheses from peer-reviewed literature. 

 

Figure 7 depicts the autoregressive NREN model instantiation of the TFSEMDF framework, 

adopting N=3 context-sensitive DF structure. Each level distinctively addresses specific aspects 

of the NREN: Level 0 dedicates itself to examining the NREN infrastructure, providing a foun-

dational analysis of the physical and technological underpinnings. Level 1 focuses on NREN 

services, delving into the network's offerings to the education, research, and innovation com-

munities. Finally, Level 2 concentrates on NREN reach, exploring the extent of the network's 

penetration into the communities it services (GÉANT, 2022). 

 

Within Level 0 of the autoregressive NREN model instantiation, the sole technology-related 

endogenous construct identified is NREN Infrastructure Capability (η1). This construct is stra-

tegically defined to assess the extent of the NREN's preference for owning versus leasing fibre 

optic cable infrastructure, as detailed in GÉANT (2022). NREN experts generally theorise that 

an NREN’s infrastructure capability is intricately associated with two formative input 
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technology indicators constituting the construct. The first indicator is tasked with measuring 

the length of dark fibre-owned optical cabling infrastructure (labelled as Y1, along with its in-

dicator loading πy1), and the second focuses on the quantity of rented managed circuits (indi-

cated as Y2, with its respective indicator loading πy2). This dual-indicator approach intends to 

comprehensively model the strategic approach of NRENs to infrastructure management, cap-

turing both ownership and leasing dimensions. 

 
Figure 7: Autoregressive NREN Model Instantiation of the TFSEMDF Framework 

 

Also situated at Level 0 is the context-specific exogenous construct titled Government Influence 

over the NREN (ξ1), equipped with two reflective indicators. These indicators independently 

represent the construct: the first measures the governance mode of the NREN (notated as X1 

with indicator loading λx1), which spans a spectrum from total government control to no gov-

ernment involvement, as discussed in GÉANT (2022) and Staphorst (2010). The second 
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indicator evaluates the level of government funding provided to the NREN (denoted as X2 with 

indicator loading λx2). Path coefficient γ1 expresses the postulated positive association between 

Government Influence over the NREN (ξ1) and NREN Infrastructure Capability (η1). This rela-

tionship quantifies the influence of government actions and policies on the strategic decisions 

regarding NREN infrastructure, providing insights into how governance and funding levels im-

pact the NREN's operational and strategic choices. 

 

Level 1 of the autoregressive NREN model instantiation introduces the endogenous construct 

NREN Advanced Services Capability (η2), which encapsulates the NREN's proficiency in 

providing an array of sophisticated services beyond primary Internet offerings, such as 

Lightpaths and Science Gateways (GÉANT, 2022). Although this level does not designate an 

exogenous context-related construct, the hypothesis suggests that the constructs at Level 0, 

which gauge government influence on the NREN and the NREN's strategic choice between 

owning and leasing fibre optic cable infrastructure, exert a positive influence on the NREN's 

advanced service provision capabilities. Figure 7 quantifies these conjectured connections with 

path coefficients γ2 and β1. The hypothesis suggests that reducing government oversight and 

greater control over infrastructure resources bolsters the NREN's capacity to innovate and sup-

ply advanced services (GÉANT, 2022). This supposition rests on the premise that enhanced 

autonomy in infrastructure management will likely propel the development and dissemination 

of cutting-edge NREN services. 

 

At Level 1, two reflective byput technology indicators operationalise NREN Advanced Services 

Capability (η2). The first indicator quantifies the volume of network traffic within the core in-

frastructure of the NREN (labelled as Y3 with indicator loading λy3). In contrast, the second 

gauges the proportion of users accessing IPv6 addresses (Deering & Hinden, 1998), denoted as 

Y4 with indicator loading λy4. Recognition that the scarcity of traditional Internet Protocol ver-

sion 4 (IPv4) addresses poses a considerable obstacle to the innovation of new services at 

NRENs (GÉANT, 2022; TERENA, 2012) informed the selection of the latter indicator. The 

utilisation of IPv6 adoption as an indicator measures the NREN’s forward-looking capacity to 

surmount such limitations and facilitate the growth of new and advanced services (Deering & 

Hinden, 1998). 

 

Level 2 of the autoregressive NREN model instantiation dedicates itself to evaluating the net-

work's reach, which indirectly measures the NREN's impact on its user communities, as 
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described in GÉANT (2022) and SANReN (n.d.). A unique context-related exogenous con-

struct, named Scope of the NREN Mandate (ξ2), is introduced at this juncture. It is quantified 

using a single reflective measurement indicator that tallies various institutions authorised to 

receive NREN connectivity (notated as X3 with indicator loading λx3). This indicator tracks the 

mandate's scope, which may vary from a limited spectrum, exclusively encompassing higher 

education and research institutions, to a broad spectrum that includes a vast range of public 

institutions and potentially certain entities from the private sector. The measure indicates the 

NREN's operational expanse and potential influence across different research and educational 

landscapes. 

 

In the architecture of Level 2 of the autoregressive NREN model instantiation, two essential 

technology-related endogenous constructs are introduced: Current NREN Reach (η3) and Fore-

casted NREN Reach (η4) (SANReN, n.d.). The first, Current NREN Reach (η3), is operational-

ised by a byput technology indicator that enumerates the existing number of institutions with 

NREN connectivity (specified as Y5 with indicator loading λy5). The second, Forecasted NREN 

Reach (η4), is characterised by an output technology indicator that anticipates the number of 

institutions expected to be connected to the NREN in the future (specified as Y6 with indicator 

loading λy6). This latter indicator is pivotal, as it serves as the model’s TF output metric. The 

conceptualisation of these constructs, with Current NREN Reach (η3) informing the Forecasted 

NREN Reach (η4), confers upon the model instantiation its autoregressive capacity (Burant, 

2022), which is essential for conducting longitudinal forecasting and modelling the evolution 

of the NREN’s reach over time. 

 

The model hypothesises a positive relationship between the Level 1 construct, NREN Advanced 

Services Capability (η2), and the current and forecasted NREN reach constructs, represented by 

path coefficients β2 and β3, respectively. This correlation is supported by observations from 

SANReN, indicating that expanding the advanced services portfolio of an NREN leads to in-

creased demand for NREN connectivity from entities not yet connected (SANReN, n.d.). The 

perception that a broad array of advanced services signifies the NREN's maturity and reliability, 

as Greaves (2009) postulated, influences such demand. Additionally, the construct Scope of the 

NREN Mandate (ξ2) is presumed to positively impact current and forecasted NREN reach, as 

indicated by path coefficients γ3 and γ4. Lastly, in the context of SANReN, it has been observed 

that current NREN reach positively influences forecasted NREN reach (denoted by path 
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coefficient β4), suggesting an inherent expectation that existing connectivity trends provide in-

sights into future network growth, as per SANReN (n.d.). 

 

5.2.1.2 Autoregressive NREN Model Instantiation Research Propositions 

The hypothesised relationships within the autoregressive NREN model instantiation, as dis-

cussed in Section 5.2.1.1 and depicted in Figure 7, lead to a series of research propositions. The 

study meticulously evaluated these propositions through PLS regression analysis in Section 

5.3.1. Figure 7 and Table 4 detail the alignment between these research propositions and the 

various paths in the NREN model instantiation. 

 

1. Research Proposition H1: A positive correlation exists between NREN infrastructure 

capability and the level of government influence over the NREN. This proposition pos-

tulates that higher government involvement correlates with a more pronounced focus on 

developing and enhancing NREN infrastructure. 

2. Research Proposition H2: A positive correlation exists between an NREN’s advanced 

services capability and its preference for owning rather than leasing fibre optic cable 

infrastructure. The assumption is that ownership of infrastructure often correlates with 

the ability to provide a more extensive and robust range of NREN advanced services. 

3. Research Proposition H3: There is a positive correlation between the NREN’s ad-

vanced services capability and the level of government influence. This proposition sug-

gests that increased government influence often aligns with more substantial NREN ad-

vanced service offerings. 

4. Research Proposition H4: The current NREN reach positively correlates with the 

NREN’s advanced services capability. This proposition assumes that an extensive range 

of NREN advanced services is often associated with a broader current network reach. 

5. Research Proposition H5: A positive correlation is evident between the forecasted 

NREN reach and the NREN’s advanced services capability. Here, the conjecture is that 

the spectrum of advanced services an NREN offers correlates to expectations of an ex-

panded future network reach. 

6. Research Proposition H6: There is a positive correlation between the scope of an 

NREN’s mandate and its current reach. The proposition conjectures that a broader 

NREN mandate for connecting a diverse range of institutions coincides with a wider 

current network reach. 
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7. Research Proposition H7: The scope of the NREN’s mandate positively correlates 

with the forecasted NREN reach. This proposition suggests that an inclusive mandate is 

frequently associated with the potential for future growth in the network’s reach. 

8. Research Proposition H8: A positive correlation exists between the current NREN 

reach and the forecasted NREN reach. This proposition assumes that a more extensive 

current network reach suggests a more extensive projected future reach. 

 

5.2.1.3 Autoregressive NREN Model Instantiation Indicator Data 

Through PLS regression analysis, the study determined the indicator loadings and path coeffi-

cients for the model depicted in Figure 7 by utilising secondary data sourced from TERENA's 

NREN Compendiums for the years 2011 (TERENA, 2011) and 2012 (TERENA, 2012). The 

autoregressive NREN model instantiation’s indicator data composition, derived from these 

comprehensive TERENA NREN Compendiums, is briefly summarised in Table 1. These Com-

pendiums reflect substantial participation from the NREN community, with 61 NRENs con-

tributing data for the 2011 edition (TERENA, 2011) and 54 NRENs participating in the 2012 

survey (TERENA, 2012). Section C.2 of Appendix C provides selected excerpts of the data 

employed in Table 1 from TERENA (2011, 2012) for illustrative purposes. Appendix D pro-

vides directions to access the Figshare collection containing these Compendiums as part of the 

study’s research data repository. 

 

This study utilised SmartPLS software (Ringle et al., 2022) to analyse the autoregressive NREN 

model instantiation shown in Figure 7. Specifically, SmartPLS facilitated the calculation of 

indicator loadings and path coefficients using PLS regression (see Section 5.3.1.1), executing 

the process detailed in Appendix A. Given the variability in scaling methods and data ranges in 

TERENA's data collection (TENRENA, 2011, 2012), SmartPLS's data normalisation capability 

was particularly crucial. Additionally, the software was used to assess the reliability and validity 

of the model instantiation, following the process and criteria set out in Appendix B, with these 

results discussed in Section 5.3.1.2. It is important to note that the dataset for this analysis was 

limited to inputs from 27 NRENs that provided complete survey responses, as specified in Table 

1. To mitigate the impact of missing data, SmartPLS employed a mean replacement algorithm, 

a method advocated by Ringle et al. (2022), to enhance the robustness of the analysis in the face 

of incomplete data. 
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Table 1: Autoregressive NREN Model Instantiation Indicator Data Composition 

Autoregressive NREN Model In-

stantiation Technology or Con-

text-Related Indicator 

Indicator Data Composition 

NREN Governance Mode (X1) Extracted from the online profiles of the respondent 

NRENs of the 2011 Compendium (TERENA, 2011) 

using the following scaling:  

The NREN is a government agency or part of a minis-

try = 3 

Government appoints at least half of the NREN's gov-

erning body = 2 

Indirect relationship between the NREN and govern-

ment = 1 

No formal relationship between the NREN and gov-

ernment = 0 

Level of Government Funding (X2) Level of government funding (as a percentage of total 

funding) received by respondent NRENS, as summa-

rised in Graphs 6.4.2 and 6.4.3 in the 2011 NREN 

Compendium (TERENA, 2011) 

Range of Institutions the NREN is 

Mandated to Connect (X3) 

The sum of the institution types in Table 2.2.1 of the 

2011 NREN Compendium (TERENA, 2011) sup-

ported by respondent NRENs 

Length of Dark Fibre Infrastruc-

ture Owned by the NREN (Y1) 

The total length of dark fibre [in kilometres] owned by 

respondent NRENs as summarised in Table 3.6.3 of 

the 2011 NREN Compendium (TERENA, 2011) 

Number of Managed Circuits 

Rented by the NREN (Y2) 

The total number of managed circuits rented by re-

spondent NRENs as summarised in Table 3.3.2 of the 

2011 NREN Compendium (TERENA, 2011) 
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Level of Core Network Traffic (Y3) Annual level (measured in Terabytes (TB) per year) of 

traffic sent on to the backbone networks of respondent 

NRENs, as measured by T1+T4 in Graphs 4.2.1 and 

4.2.2 in the 2011 NREN Compendium (TERENA, 

2011) 

Access to IPv6 Addresses (Y4) The sum of the percentage of users from respondent 

NRENs that have both IPv4 and IPv6 addresses with 

the percentage of users that only have IPv6 addresses, 

as listed in Tables 4.6.1 and 4.6.2 in the 2011 NREN 

Compendium (TERENA, 2011) 

Current Number of Institutions 

Connected by the NREN (Y5) 

The sum of the institutions in Table 2.2.1 of the 2011 

NREN Compendium (TERENA, 2011) connected by 

respondent NRENs 

Forecasted Number of Institutions 

Connected by the NREN (Y6) 

The sum of the institutions in Table 2.2.1 of the 2012 

NREN Compendium (TERENA, 2012) connected by 

respondent NRENs 

 

5.2.2 CROSS-SECTIONAL NREN MODEL INSTANTIATION  

5.2.2.1 Cross-Sectional NREN Model Instantiation Construction 

Research Objective 2(b) focused on constructing and analysing a cross-sectional NREN model 

instantiation for transversal forecasting through PLS regression. The initial step towards this 

objective involved the development of an appropriate cross-sectional model instantiation of the 

TFSEMDF, as depicted in Figure 6. Following the process detailed in Section 4.3.2, the study 

integrated insights from TERENA (2011, 2012) and GÉANT (2022) with the knowledge ac-

quired from the author's action research (Gustavsen, 2008) during their tenure as Director of 

SANReN (SANReN, n.d.) from 2013 to 2021. The approach also encompassed hypotheses for-

mulated and validated in peer-reviewed literature, improving the process employed during the 

construction of the autoregressive NREN model instantiation considered in Research Objective 

2(a). Notably, the deployment of this cross-sectional NREN model instantiation in the study, as 

expounded in the analysis results in Section 5.3.2, was solely for forecasting the relational dy-

namics between technology-centric endogenous constructs and context-related exogenous con-

structs at specific time instances. The model's design inherently restricts its forecasting 
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capability to cross-sectional, single-time-point analyses, precluding its application for longitu-

dinal forecasting. 

 

 
Figure 8: Cross-Sectional NREN Model Instantiation of the TFSEMDF Framework 

 

Figure 8 displays the cross-sectional NREN model instantiation of the TFSEMDF framework, 

structured using N=3 distinct DF levels: Level 0 concentrates on NREN Connectivity, empha-

sising the infrastructure the NREN provides for delivering advanced services. Level 1 shifts the 
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focus to NREN Services, exploring the suite of advanced services offered to users to maximise 

the use of the NREN-provided infrastructure. Finally, Level 2 addresses NREN Utilization, 

assessing how users employ the available advanced services. This multi-level approach enables 

a comprehensive evaluation of the NREN, from its foundational infrastructure and service of-

ferings to end users' ultimate utilisation of these services. 

 

The NREN Connectivity level within the cross-sectional NREN model instantiation, as illus-

trated in Figure 8, effectively consolidates the first six layers of the 7-layered Open Systems 

Interconnection (OSI) model (Zimmerman, 1980), covering Layer 1 (Physical) through to 

Layer 6 (Presentation layer). This aggregation captures comprehensive network functionalities, 

from physical infrastructure to data representation and management protocols. Conversely, the 

NREN Services level is aligned with the OSI model’s 7th layer (the Application layer), focusing 

on the network-related application services directly accessible to users. Additionally, Bauer and 

Patrick (2004) expanded the OSI model to include Layers 8 to 10, encompassing Human-Com-

puter Interaction (HCI) aspects. Within this extended framework, the NREN Utilisation level 

is a conceptual embodiment of these additional HCI-focused layers, representing the network's 

user engagement and interaction dimensions. 

 

Level 0 in the cross-sectional NREN model instantiation, focused on infrastructure-related tech-

nology metrics, identified a single endogenous construct: NREN Infrastructure Capability (η1). 

This construct intends to quantify the NREN's investment in dark fibre infrastructure and man-

aged circuits (GÉANT, 2022; TENERA, 2011; TERENA, 2012). Dark fibre is described as 

fibre infrastructure wholly owned by the NREN or secured under a long-term Indefeasible Right 

of Use (IRU) (GÉANT, 2022). Conversely, managed circuits refer to fibre infrastructure owned 

by third parties but with bandwidth services on this fibre leased by the NREN. 

 

Based on insights from TENREA (2011, 2012), two formative input technology indicators com-

prehensively represent the NREN Infrastructure Capability (η1). The first indicator, Length of 

Dark Fibre Infrastructure Owned by the NREN (Y1) with an associated indicator loading πy1, 

measures the total length of dark fibre infrastructure owned by the NREN. The second, labelled 

as Number of Managed Circuits Rented by the NREN (Y2) with indicator loading πy2, quantifies 

the number of managed circuits rented by the NREN. This dual-indicator approach aims to 

provide a holistic view of the NREN's infrastructure investment strategy, encompassing own-

ership and leasing dimensions. 
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Additionally, at Level 0 of the model, a context-specific exogenous construct, Government In-

fluence over the NREN (ξ1), is delineated. Three reflective indicators, each capable of inde-

pendently representing the construct, operationalised this construct. The first indicator, NREN 

Governance Mode (X1) with indicator loading λx1, assesses the governance style of the NREN, 

which may span from fully government-driven to completely independent governance, as re-

ported in GÉANT (2022). The second, Level of Government Funding (X2) with indicator load-

ing λx2, measures the extent of financial support the government provides to the NREN. The 

third indicator, Range of Institutions the NREN is Mandated to Connect (X3) with indicator 

loading λx3, evaluates the diversity of institutions that the NREN is obligated to connect, ranging 

from a singular type, like universities, to a broader spectrum encompassing research organisa-

tions, schools, and other institutions, as noted in GÉANT (2022). 

 

A positive correlation is hypothesised between Government Influence over the NREN (ξ1) and 

NREN Infrastructure Capacity (η1), symbolised by the path coefficient γ1. This relationship 

assumes that government involvement is often pivotal in various aspects of an NREN's opera-

tional chain, including infrastructure funding, policy formulation, and regulation. Such govern-

mental participation is essential for the NREN's successful evolution in connectivity and ad-

vanced service provision (Greaves, 2009; Janz & Kutanov, 2012). This hypothesis underscores 

the integral role of governmental actions in shaping the infrastructure and service landscape of 

an NREN. 

 

Incorporating additional context-related measurement indicators and constructs from various 

domains like political, economic, sociological, legal, and environmental spheres can signifi-

cantly augment the predictive capacity of a model instantiation, such as the presented cross-

sectional NREN model instantiation. These diverse indicators have the potential to refine and 

enhance the model's accuracy in forecasting TF output metrics by introducing a more multifac-

eted understanding of external influences. However, in the specific case of this NREN model 

instantiation, which underwent empirical testing with the data from the 2011 TERENA NREN 

Compendium (TERENA, 2011), the selection of context-related measurement indicators was 

confined to those relevant to the Government Influence over the NREN (ξ1) construct. This lim-

itation was dictated by the available data from the Compendium, highlighting the critical role 

that data accessibility and scope play in shaping the comprehensiveness of a model instantia-

tion. 
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At Level 1 of the cross-sectional NREN model instantiation, which concentrates on service-

related technology metrics, a singular exogenous technology-related construct, NREN Ad-

vanced Services Capability (η2), is defined. This construct encapsulates the NREN's ability to 

offer a comprehensive range of advanced services, as identified in TERENA (2011, 2012). 

These services include but are not limited to Authentication and Authorization Infrastructure 

(AAI) services, the provision and hosting of Identity Federation Services, and inter-federating 

with other NRENs. The construct is quantified using a reflective byput technology metric as its 

indicator (labelled NREN Advanced Services Capability (Y3) with an indicator loading λy3). It 

assesses the breadth of the advanced services portfolio provided and hosted by the NREN. 

 

A hypothesised positive link exists between NREN Infrastructure Capability (η1) and NREN 

Advanced Services Capability (η2), indicated by the path coefficient β1. This relationship is 

grounded in the premise, as Greaves (2009) suggested, that a robust and advanced infrastructure 

capability is a prerequisite for an NREN to deliver and manage a diverse array of advanced 

services effectively. This posited connection underscores the critical interdependence between 

an NREN's infrastructural foundations and its capacity to extend sophisticated service offerings. 

 

At Level 1 within the cross-sectional NREN model instantiation, although no specific exoge-

nous context-related construct is explicitly defined, a positive correlation is hypothesised be-

tween Level 0's Government Influence over the NREN (ξ1) and the NREN's capacity to deliver 

advanced services. In Figure 8, the path coefficient γ2 represents this relationship. The basis for 

this hypothesised relationship draws on insights from Greaves (2009) and Janz and Kutanov 

(2012), suggesting that government intervention plays a crucial role at various junctures within 

the NREN value chain. Such intervention is deemed essential for an NREN's successful devel-

opment and maturation, particularly concerning its portfolio of advanced services. The under-

lying premise is that governmental support and regulatory frameworks can significantly influ-

ence and facilitate the expansion and enhancement of NREN's advanced service offerings. 

 

Level 2 of the cross-sectional NREN model instantiation focuses on utilising the NREN. This 

aspect is crucial as it often serves as a proxy for assessing the impact of the NREN in its bene-

ficiary communities, as noted in SANReN (n.d.), and for evaluating the Return of Investment 

(ROI) for the NREN's funders, as discussed by Bech (2011). A single context-related exogenous 

construct, NREN Core Traffic Level (η3), is introduced at this level. This construct reflects the 

bandwidth usage within the core network of the NREN, an aspect highlighted in TERENA 
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(2011, 2012), and is pivotal in representing the NREN's overall utilisation. The reflective meas-

urement indicator NREN Core Traffic Level (Y4) quantifies the NREN Core Traffic Level (η3) 

construct and corresponds to the indicator loading λy4. This measurement indicator is essential 

for assessing the current usage of the NREN's core network and serves as the model's TF output 

metric. By focusing on core traffic levels, this construct provides an empirical basis for under-

standing the operational intensity of the NREN and its alignment with the requirements of its 

user base, thereby offering valuable insights into the network's efficiency and effectiveness. 

 

In the cross-sectional NREN model instantiation, both NREN Infrastructure Capability (η1) and 

NREN Advanced Services Capability (η2) have positive relationships with NREN Core Traffic 

Level (Y4), as indicated by path coefficients β2 and β3, respectively. Findings in Savory (2012) 

support this correlation, emphasising the influence of robust infrastructure on network utilisa-

tion, particularly core network traffic. Similarly, Greaves (2009) and Janz & Kutanov (2012) 

suggest that a mature portfolio of advanced services is instrumental in driving the utilisation of 

broadband networks. Therefore, these relationships posit that the strength of the NREN's infra-

structure and the richness of its service offerings are critical drivers in enhancing network usage, 

demonstrating the interconnected nature of these factors in influencing overall network perfor-

mance and utilisation. 

 

5.2.2.2 Cross-Sectional NREN Model Instantiation Research Propositions 

In Figure 8's cross-sectional NREN model instantiation, a series of research propositions 

emerge from the hypothesised relationships between various constructs. Section 5.3.2 rigor-

ously examines these propositions using PLS regression analysis. Figure 8 and Table 9 outline 

the alignment of these research propositions with specific paths in the NREN model instantia-

tion. 

 

• Research Proposition H1: There is a positive correlation between the NREN's infra-

structure capability and the level of government influence over the NREN. As high-

lighted in Greaves (2009), this postulated correlation indicates that more significant 

government influence coincides with higher infrastructure capability within NRENs. 

• Research Proposition H2: A positive correlation exists between NREN's advanced 

services capability and its infrastructure capability. According to Greaves (2009), these 
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two aspects frequently correlate, suggesting that NRENs with advanced infrastructure 

tend to have enhanced service capabilities. 

• Research Proposition H3: The NREN's advanced services capability positively corre-

lates with government influence over the NREN. Greaves (2009) and Janz and Kutanov 

(2012) suggest that these factors often align, indicating that government influence is 

typically associated with more developed NREN advanced service offerings. 

• Research Proposition H4: Savory (2012) noted a positive correlation between the level 

of core network traffic in the NREN and its Infrastructure Capability. The assumed cor-

relation implies that increased NREN network traffic levels accompany higher infra-

structure capability. 

• Research Proposition H5: A positive correlation exists between the level of core net-

work traffic in the NREN and its advanced services capability. The proposition hypoth-

esises that an extensive range of advanced services relates to higher network usage, as 

Greaves (2009) and Janz and Kutanov (2012) suggested. 

 

5.2.2.3 Cross-Sectional NREN Model Instantiation Indicator Data 

Like the indicator data used for the analysis of the autoregressive NREN model instantiation, 

the calculation of the indicator loadings and path coefficients for the cross-sectional NREN 

model instantiation, as illustrated in Figure 8, used secondary data from the 2011 TERENA 

NREN Compendium (TERENA, 2011). The study conducted this analysis using PLS regres-

sion, as described in Appendix A. The composition of the cross-sectional NREN model instan-

tiation indicator data, as collated from the 2011 TERENA NREN Compendium, is summarised 

in Table 2. This data compilation used responses from 61 NRENs who participated in TER-

ENA's 2011 Compendium survey, contributing a comprehensive dataset for the analysis. Sec-

tion C.3 of Appendix C provides an excerpt of the data from TERENA (2012) used in Table 2 

for illustrative purposes. Appendix D provides directions to access the Figshare collection con-

taining this Compendium, part of the study's research data repository. 

 

In this study, paralleling the approach taken with the autoregressive NREN model instantiation 

within the TFSEMDF framework, the SmartPLS software (Ringle et al., 2022) was utilised for 

the realisation of the cross-sectional NREN model instantiation, as illustrated in Figure 8. 

SmartPLS was employed to compute all indicator loadings and path coefficients via PLS re-

gression, with the findings detailed in Section 5.3.2.1. An essential aspect of the SmartPLS 
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setup was the normalisation of all indicator data to accommodate the diverse scaling methods 

and ranges used by TERENA in the initial data collection phase. 

 

Table 2: Cross-Sectional NREN Model Instantiation Indicator Data Composition 

Cross-Sectional NREN Model 

Instantiation Technology or 

Context-Related Indicator 

Indicator Data Composition 

NREN Governance Mode (X1) Extracted from the online profiles of the respondent 

NRENs of the 2011 Compendium (TERENA, 2011) 

using the following scaling:  

• The NREN is a government agency or part of a 

ministry = 3 

• Government appoints at least half of the NREN's 

governing body = 2 

• Indirect relationship between the NREN and gov-

ernment = 1 

• No formal relationship between the NREN and 

government = 0 

Level of Government Funding 

(X2) 

Level of government funding (as a percentage of total 

funding) received by respondent NRENs, as summa-

rised in Graphs 6.4.2 and 6.4.3 in TERENA (2011) 

Range of Institutions the NREN 

is Mandated to Connect (X3) 

The sum of the institution types supported by respond-

ent NRENs, as shown in Table 2.2.1 of TERENA 

(2011) 

Length of Dark Fibre Infrastruc-

ture Owned by the NREN (Y1) 

The total length of dark fibre [in kilometres] owned by 

respondent NRENs as summarised in Table 3.6.3 of 

TERENA (2011) 

Number of Managed Circuits 

Rented by the NREN (Y2) 

The total number of managed circuits rented by re-

spondent NRENs as summarised in Table 3.3.2 of 

TERENA (2011) 
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NREN Advanced Services Capa-

bility (Y3) 

The total number of positive answers to the following 

questions in Table 5.3.1.1 in TERENA (2011):  

• Does the NREN provide AAI services? 

• Does the NREN provide Identity Federation ser-

vices? 

• Does the NREN operate the Identity Federation ser-

vices? 

• Does the NREN’s Identity Federation services in-

ter-federate with those offered by other NRENs? 

NREN Core Traffic Level (Y4) Annual level (measured in TB per year) of traffic sent 

on to the backbone networks of respondent NRENs, as 

measured by T1+T4 in Graphs 4.2.1 and 4.2.2 in 

TERENA (2011) 

 

Further, SmartPLS was instrumental in assessing the reliability and validity of the model, fol-

lowing the criteria established by Staphorst et al. (2013, 2017). Section 5.3.2.2 elaborates on 

the results of these assessments. A notable point in the data handling was that only 28 NRENs 

provided complete survey responses for the required calculations, as per Table 2. SmartPLS 

used a mean replacement algorithm to address the missing data issue, as suggested by Ringle 

et al. (2022). This approach ensured a thorough and rigorous analysis despite the constraints of 

incomplete data, thereby enhancing the reliability and validity of the model's outcomes. 

 

5.3 RESULTS 
The following two sections present a detailed analysis of the results obtained during this study 

phase. Section 5.3.1 provides the results from evaluating the autoregressive NREN model in-

stantiation of the TFSEMDF framework, directly relating to Research Objective 2(a). Section 

5.3.2 reports the results from analysing the cross-sectional NREN model instantiation of the 

TFSEMDF framework, which aligns with Research Objective 2(b).  

 

5.3.1 AUTOREGRESSIVE NREN MODEL INSTANTIATION 
The following sections present the PLS regression analysis, with reliability and validity assess-

ment, performed for the autoregressive NREN model instantiation of Figure 7. As per the 
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approach detailed in Table 1, indicator data for this analysis was composed of data from the 

2011 and 2012 TERENA NREN Compendiums (TERENA, 2011, 2012).  

 

As described in Section 5.2.1.3., the sample sizes of NRENs that responded to the 2011 and 

2012 TERENA NREN Compendiums (TERENA, 2011, 2012) were 61 and 54, respectively. 

Furthermore, only 27 responding NRENs provided the complete data set required per the indi-

cator data composition approach detailed in Table 1. However, as explained in Section 6.3.1.3, 

one of the strengths of PLS-SEM is its ability to accommodate small sample sizes. Moreover, 

a commonly accepted norm is that PLS regression for SEM necessitates a sample size that is at 

least tenfold the number of endogenous or exogenous formative indicators linked to the most 

complex latent construct within the model (Chin & Newsted, 1999; Goodhue et al., 2006). For 

the autoregressive NREN model instantiation depicted in Figure 7, the construct NREN Infra-

structure Capability (η1) has the most complex formative structure with two indicators, namely 

Length of Dark Fibre Infrastructure Owned by the NREN (Y1) and Number of Managed Circuits 

Rented by the NREN (Y2). Hence, PLS regression for this model instantiation was successful as 

the minimum calculated sample size exceeded 20. 

 

5.3.1.1 Autoregressive NREN Model Instantiation SEM Regression Results  

The following presentation of the PLS regression results for the autoregressive NREN model 

instantiation adheres to the reporting guidelines established by Vinzi et al. (2010) and refined 

in Staphorst (2010) and Staphorst et al. (2017). In alignment with these guidelines, this study 

categorises the results into two sections. The analysis first addresses the regression results of 

the measurement portion of the SEM path diagram of the TFSEMDF model instantiation. It 

encompasses the loadings of all measurement indicators within the autoregressive NREN model 

instantiation and offers a detailed view of each indicator's performance. Subsequently, the focus 

shifts to the structural portion of the SEM path diagram, reporting the path coefficients that 

explain the interrelationships between various constructs. 

 

A. Measurement Portion SEM Regression Results 

The measurement loadings for the autoregressive NREN model instantiation, as calculated us-

ing SmartPLS (Ringle et al., 2022), are tabulated in Table 3. While these loadings did not di-

rectly contribute to evaluating the research propositions outlined in Section 5.2.1.2, their thor-

ough analysis was essential, aiming to identify any reflective indicators that failed to meet the 
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minimum Indicator Reliability threshold of 0.4, as Section B.3.1 in Appendix B prescribes. The 

data presented in Table 3 reflects the final indicator loadings after excluding the Access to IPv6 

Addresses (Y4) indicator, identified as unreliable in an initial PLS regression SEM analysis. Its 

exclusion led to a notable enhancement in Construct Reliability for the relevant latent constructs 

(see Section B.3.1. in Appendix B). 

 

Table 3: Autoregressive NREN Model Instantiation Indicator Loadings 

Autoregressive NREN 

Model Instantiation 

Endogenous and Exog-

enous Constructs 

Construct 

Type 

Indicator 

Type 

Measurement Indica-

tors 

Indicator 

Loadings 

Government Influence 

of the NREN (ξ1) 

Latent Reflective NREN Governance Mode 

(X1) 

λx1 = 

0.7402 

Reflective Level of Government 

Funding (X2) 

λx2 = 

0.7487 

Scope of the NREN 

Mandate (ξ2) 

Observable Reflective Range of Institutions the 

NREN is Mandated to 

Connect (X3) 

λx3 = 1.00 

NREN Infrastructure 

Capability (η1) 

Latent Formative Length of Dark Fibre In-

frastructure Owned by 

the NREN (Y1) 

πy1 = 

0.3888 

Formative Number of Managed Cir-

cuits Rented by the NREN 

(Y2) 

πy2 = 

0.9111 

NREN Advanced Ser-

vices Capability (η2) 

Latent Reflective Level of Core Network 

Traffic (Y3) 

λy3 = 1.0 

Reflective Access to IPv6 Addresses 

(Y4) 

Excluded 

as loading 

is less than 

0.4 
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Current NREN Reach 

(η3) 

Observable Reflective Current Number of Insti-

tutions Connected by the 

NREN (Y5) 

λy5 = 1.0 

Forecasted NREN 

Reach (η4) 

Observable Reflective Forecasted Number of In-

stitutions Connected by 

the NREN (Y6) 

λy6 = 1.0 

 

B. Structural Portion SEM Regression Results 

The structural portion's path coefficients of the autoregressive NREN model instantiation, cal-

culated utilising SmartPLS (Ringle et al., 2022), are catalogued in Table 4. The process of sig-

nificance testing for these path coefficients, employing asymptotic t-statistics, is comprehen-

sively detailed in Section 5.3.1.2.B. These calculated path coefficients, along with their corre-

sponding significance test outcomes, serve as the foundational results for the evaluation of the 

research propositions enumerated in Section 5.2.1.2. 

 

Table 4: Autoregressive NREN Model Instantiation Path Coefficients 

Research Proposition: Autoregressive NREN Model Instantiation 

SEM Path 

Path Coefficient 

H1: Government Influence of the NREN (ξ1) → NREN Infrastructure Ca-

pability (η1) 

γ1 = 0.1659 

H2: NREN Infrastructure Capability (η1) → NREN Advanced Services 

Capability (η2) 

β1 = 0.5097 

H3: Government Influence of the NREN (ξ1) → NREN Advanced Ser-

vices Capability (η2) 

γ2 = -0.2073 

H4: NREN Advanced Services Capability (η2) → Current NREN Reach 

(η3) 

β2 = 0.0704 

H5: NREN Advanced Services Capability (η2) → Forecasted NREN 

Reach (η4) 

β3 = -0.0095 

H6: Scope of the NREN Mandate (ξ2) → Current NREN Reach (η3) γ3 = 0.1586 

H7: Scope of the NREN Mandate (ξ2) → Forecasted NREN Reach (η4) γ4 = -0.0229 

H8: Current NREN Reach (η3) → Forecasted NREN Reach (η4) β4 = 0.9964 
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5.3.1.2 Autoregressive NREN Model Instantiation Reliability and Validity Analysis Results  

The following section presents the reliability and validity test results for the autoregressive 

NREN model instantiation adheres to the structured reporting guidelines for SEM advocated 

by Vinzi et al. (2010), refined in Staphorst (2010) and described in Appendix B. The analysis 

initially focuses on the measurement portion of the autoregressive NREN model instantiation, 

encompassing an assessment of Indicator Reliability, Construct Reliability, and Convergent 

Validity, as presented in Staphorst (2010) and described in Section B.3.1 in Appendix B. Sub-

sequently, attention shifts to the structural portion of the TFSEMDF model instantiation. Here, 

a detailed evaluation of the Coefficients of Determination, the significance of Path Coefficients, 

and Predictive Validity is considered, as outlined in Staphorst (2010) and explained in Section 

B.3.2 in Appendix B. 

 

A. Measurement Portion Reliability and Validity Analysis Results 

This section considers the reliability and validity test outcomes for the measurement portion of 

the autoregressive NREN model instantiation of the TFSEMDF framework. This assessment 

was executed using the SmartPLS software (Ringle et al., 2022) and followed the criteria de-

scribed by Staphorst (2010). The results, compiled in Table 5, encompass a detailed appraisal 

of Indicator Reliability alongside the evaluation of Construct Reliability and Convergent Va-

lidity. These findings are instrumental in validating the measurement model's robustness and 

ensuring the SEM constructs are theoretically and statistically representative of the phenomena 

under study. This level of scrutiny is crucial for affirming the model's measurement accuracy, 

laying a solid foundation for the subsequent structural analysis within the SEM framework. 

 

The results from the Indicator Reliability tests, conducted as part of the initial PLS regression 

SEM analysis, indicated that the Access to IPv6 Addresses (Y4) reflective indicator manifested 

loadings below the threshold of 0.4. Consequently, the study excluded this reflective indicator 

from all further SEM analyses due to its need for more reliability. Notably, the model main-

tained all formative indicators irrespective of their loadings, which aligns with the guidelines 

established by Staphorst et al. (2013, 2014). This decision aligns with the recognition that form-

ative indicators contribute distinct facets to a construct's composition and, thus, their retention 

is critical for preserving the integrity and comprehensiveness of the model's conceptual struc-

ture. 
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Table 5: Autoregressive NREN Model Instantiation Reliability and Validity – Part A 

Autoregressive 

NREN Model 

Instantiation 

Endogenous 

and Exogenous 

Constructs 

Measurement 

Indicators 

Indicator 

Reliability 

Judgement 

Construct Reliability 

Convergent 

Validity 
Cronbach’s 

Alpha 

Composite 

Reliability 

Government In-

fluence of the 

NREN (ξ1) 

NREN Govern-

ance Mode (X1) 

Included 0.1958 ρξ,1 = 

0.7132 

AVEξ,1 = 

0.5542 

Level of Gov-

ernment Fund-

ing (X2) 

Included 

Scope of the 

NREN Mandate 

(ξ2) 

Range of Insti-

tutions the 

NREN is Man-

dated to Con-

nect (X3) 

Included Tests not applicable: This construct is 

directly observable (Staphorst et al., 

2013, 2014) 

NREN Infra-

structure Capa-

bility (η1) 

Length of Dark 

Fibre Infra-

structure 

Owned by the 

NREN (Y1) 

Included Tests not applicable: This construct is 

directly observable and has formative in-

dicators (Staphorst et al., 2013, 2014) 

Number of 

Managed Cir-

cuits Rented by 

the NREN (Y2) 

Included 

NREN Advanced 

Services Capa-

bility (η2) 

Level of Core 

Network Traffic 

(Y3) 

Included Tests not applicable: While the defini-

tion of the construct was latent, exclud-

ing Y4 led to treating it as directly ob-

servable (Staphorst et al., 2013, 2014) Access to IPv6 

Addresses (Y4) 

Excluded 
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Current NREN 

Reach (η3) 

Current Num-

ber of Institu-

tions Con-

nected by the 

NREN (Y5) 

Included Tests not applicable: This construct is 

directly observable (Staphorst et al., 

2013, 2014) 

Forecasted 

NREN Reach 

(η4) 

Forecasted 

Number of In-

stitutions Con-

nected by the 

NREN (Y6) 

Included Tests not applicable: This construct is 

directly observable (Staphorst et al., 

2013, 2014) 

 

The assessment of Construct Reliability within this study incorporated both the traditional 

Cronbach's Alpha metric and the more recent Composite Reliability measure, as outlined in the 

methodologies of Staphorst et al. (2013, 2014). The final determination regarding the adequacy 

of the reflective indicators in measuring their corresponding latent constructs was contingent 

upon the Composite Reliability measure surpassing a minimum threshold of 0.6, a criterion set 

forth by Vinzi et al. (2010). As detailed in Table 4, examination of the results reveals that post 

the exclusion of unreliable indicators, the sole latent construct with reflective indicators remain-

ing in the model was the Government Influence of the NREN (ξ1). This construct successfully 

met the established requirement for Composite Reliability, indicating its robustness in reliably 

representing the construct within the autoregressive NREN model instantiation. This compli-

ance with the Composite Reliability threshold underscores the construct's validity in capturing 

the essence of government influence on the NREN. 

 

The evaluation of Convergent Validity in this study was conducted using the Average Variance 

Extracted (AVE) metric, as described by Staphorst et al. (2013, 2014). This metric quantifies 

the proportion of variance in the reflective indicators of each latent construct that is attributable 

to the construct itself relative to the total variance measured. Applying the study's predeter-

mined threshold of 0.5 for the AVE metric, an analysis of the results presented in Table 5 indi-

cates that the reflective indicators for the sole remaining latent construct, Government Influence 

of the NREN (ξ1), demonstrated an adequate level of AVE. This finding signifies that the con-

struct variance, rather than measurement error, accounts for the predominant portion of the total 

variance observed in these indicators. Such a result confirms the high convergent validity of the 
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Government Influence of the NREN (ξ1) construct, affirming that it effectively captures the var-

iance of its indicators and thus reliably represents the intended concept in the model. 

 

The assessment of Discriminant Validity within the autoregressive NREN model instantiation 

was deemed unnecessary as it hinges on the premise that the square root of the AVE for each 

latent construct should surpass its correlation with all other latent constructs, as illustrated by 

Staphorst et al. (2013, 2014). In the case of this model instantiation, the only remaining latent 

construct with reflective indicators post the removal of the unreliable Access to IPv6 Addresses 

(Y4) indicator was the Government Influence of the NREN (ξ1). In this unique instance, the con-

ventional criteria for evaluating Discriminant Validity became inapplicable because there were 

no other latent constructs against which to compare the Government Influence of the NREN (ξ1) 

construct. 

 

B. Structural Portion Reliability and Validity Test Results 

This section presents the results of the reliability and validity tests for the structural portion of 

the autoregressive NREN model instantiation, aligning with the metrics outlined by Staphorst 

et al. (2013, 2014). The analysis executed using the SmartPLS software (Ringle et al., 2022) 

comprehensively evaluates the model's structural integrity and predictive efficacy. Table 6 out-

lines the results of the Path Coefficient tests, providing insights into the strength and signifi-

cance of the relationships between various constructs within the model. In contrast, Table 7 

showcases the outcomes of the Coefficients of Determination and Predictive Validity tests. 

 

Table 6: Autoregressive NREN Model Instantiation Reliability and Validity – Part B 

Research Proposition: Autoregressive 

NREN Model Instantiation SEM Path 

Asymptotic 

t-Statistic 

Calculated 

p-Value 

Significance 

Judgement 

for α = 0.10 

H1: Government Influence of the NREN (ξ1) 

→ NREN Infrastructure Capability (η1) 

1.2926 0.196 No 

H2: NREN Infrastructure Capability (η1) → 

NREN Advanced Services Capability (η2) 

3.3564 0.001 Yes 

H3: Government Influence of the NREN (ξ1) 

→ NREN Advanced Services Capability (η2) 

0.8783 0.380 No 
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H4: NREN Advanced Services Capability (η2) 

→ Current NREN Reach (η3) 

1.5468 0.122 No 

H5: NREN Advanced Services Capability (η2) 

→ Forecasted NREN Reach (η4) 

1.3593 0.174 No 

H6: Scope of the NREN Mandate (ξ2) → Cur-

rent NREN Reach (η3) 

2.3155 0.021 Yes 

H7: Scope of the NREN Mandate (ξ2) → Fore-

casted NREN Reach (η4) 

2.3489 0.019 Yes 

H8: Current NREN Reach (η3) → Forecasted 

NREN Reach (η4) 

39.0519 0.000 Yes 

 

The Path Coefficient Significance test results from Table 5, derived using the bootstrapping 

function of SmartPLS (Ringle et al., 2022) with a resampling size of 1000, provide crucial 

insights. These results, calculated using the t(999) asymptotic t-statistic distribution, indicate that 

several paths did not achieve statistical significance at the defined maximum acceptable level 

of α = 0.10, per the guidelines in Staphorst et al. (2013, 2014). The paths that yielded p-values 

exceeding this threshold and, thus, were considered statistically insignificant include: 

 

• Government Influence of the NREN (ξ1) to NREN Infrastructure Capability (η1). 

• Government Influence of the NREN (ξ1) to NREN Advanced Services Capability (η2). 

• NREN Advanced Services Capability (η2) to Current NREN Reach (η3). 

• NREN Advanced Services Capability (η2) to Forecasted NREN Reach (η4). 

 

Table 7: Autoregressive NREN Model Instantiation Reliability and Validity – Part C 

Autoregressive NREN Model In-

stantiation Technology or Con-

text-Related Indicator 

Coefficients of 

Determination 

(R2) 

Predictive Validity (Q2) 

Cross-validated 

Communality 

(H2) 

Cross-validated 

Redundancy 

(F2) 

Government Influence of the NREN 

(ξ1) 

Test not appli-

cable: 

Exogenous var-

iable 

0.5542 0 
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Scope of the NREN Mandate (ξ2) Test not appli-

cable: 

Exogenous var-

iable 

1.0 0 

NREN Infrastructure Capability (η1) 0.0275 0.4906 0.0137 

NREN Advanced Services Capabil-

ity (η2) 

0.2677 1.0 0.0079 

Current NREN Reach (η3) 0.0287 1.0 0.0035 

Forecasted NREN Reach (η4) 0.9852 1.0 -0.0011 

 

The Coefficients of Determination test results, as detailed in Table 7 and aligned with the meth-

odologies of Staphorst et al. (2013, 2014), reveal varied strengths in the explanatory power of 

the autoregressive NREN model instantiation's interrelationships. Specifically, the interactions 

involving NREN Infrastructure Capability (η1) and Current NREN Reach (η3) yielded explained 

variances below the minimum threshold of 10%, indicating limited explanatory power. In con-

trast, the interrelationships with Forecasted NREN Reach (η4) demonstrated robustness, with 

an R2 value exceeding 0.7, signifying high explanatory capacity. However, the connections with 

NREN Advanced Services Capability (η2) appeared weak, as evidenced by an R2 value below 

0.3, suggesting a lower level of explained variance in this construct. These results provide a 

nuanced understanding of the model's structural efficacy, highlighting the varying degrees of 

influence among the endogenous latent constructs. 

 

The Predictive Validity test results for the Forecasted NREN Reach (η4) construct, as assessed 

through the TF output metric Forecasted Number of Institutions Connected by the NREN (Y6), 

indicated that the Cross-validated Communality (H2) was positive. At the same time, the Cross-

validated Redundancy (F2) was less than zero. The results suggest that although the measure-

ment indicators of the model effectively capture the construct of Forecasted NREN Reach (η4), 

the structural relationships within the model do not robustly contribute to its predictive accu-

racy. Therefore, the model's measurement indicators are suitable for forecasting future NREN 

reach, but the structural relationships require further refinement to enhance their predictive ef-

fectiveness. 
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5.3.2 CROSS-SECTIONAL NREN MODEL INSTANTIATION  
The following section presents the PLS regression analysis, including reliability and validity 

assessment, for the cross-sectional NREN model instantiation. As explained in Table 1, this 

analysis employed indicator data from the 2011 TERENA NREN Compendium (TERENA, 

2011).  

 

Section 5.2.2.3 highlights that the sample size of NRENs participating in the 2011 TERENA 

NREN Compendium survey (TERENA, 2011) was 61, with only 28 responding NRENs 

providing the complete dataset required by the indicator data composition approach defined in 

Table 2. As explained above and investigated in Section 6.3.1.3, one of the advantages of PLS-

SEM is its adaptability to accommodate modest sample sizes. Furthermore, recall the widely 

acknowledged convention that PLS regression for SEM mandates a sample size that is at least 

ten times the number of endogenous or exogenous formative indicators linked to the most in-

tricate latent construct within the model (Chin & Newsted, 1999; Goodhue et al., 2006). For the 

cross-sectional NREN model instantiation portrayed in Figure 8, the construct denoted as NREN 

Infrastructure Capability (η1) exhibits the most complex formative structure, encompassing two 

indicators: Length of Dark Fibre Infrastructure Owned by the NREN (Y1) and Number of Man-

aged Circuits Rented by the NREN (Y2). Consequently, applying PLS regression for this model 

instantiation was successful as the constructed indicator data set surpassed the calculated min-

imum sample size requirement of 20. 

 

5.3.2.1 Cross-Sectional NREN Model Instantiation SEM Regression Results  

The presentation of the PLS regression results for the cross-sectional NREN model instantiation 

within the TFSEMDF framework, as detailed in the ensuing sections, adheres to the reporting 

guidelines established by Vinzi et al. (2010) and refined in Staphorst (2010). Following these 

guidelines, the results are organised systematically into two primary categories. The first cate-

gory addresses the measurement component of the SEM path diagram, detailing the loadings 

of all measurement indicators within the cross-sectional NREN model instantiation. Next fol-

lows the category dedicated to the structural component of the SEM path diagram, which in-

cludes the path coefficients representing the interrelationships between the various constructs. 
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A. Measurement Portion SEM Regression Results 

Table 8 systematically documents the indicator loadings for the measurement component of the 

cross-sectional NREN model instantiation of the TFSEMDF framework, as calculated using 

SmartPLS (Ringle et al., 2022). While these loadings did not directly influence the evaluation 

of the research propositions outlined in Section 5.2.2.2, their thorough examination was essen-

tial. This detailed analysis focused on identifying any reflective indicators that fell short of the 

minimum Indicator Reliability threshold of 0.4, a critical benchmark detailed in Section 

5.3.2.2.A. 

 

Table 8: Cross-Sectional NREN Model Instantiation Indicator Loadings 

Cross-Sectional NREN 

Model Instantiation 

Constructs 

Type Measurement Indicators 
Indicator 

Loadings 

Government Influence 

over the NREN (ξ1) 

Reflective NREN Governance Mode (X1) λx1 = 0.892 

Reflective Level of Government Funding (X2) λx2 = 0.805 

Reflective Range of Institutions the NREN is 

Mandated to Connect (X3) 

λx3 = 0.854 

NREN Infrastructure 

Capability (η1) 

Formative Length of Dark Fibre Infrastructure 

Owned by the NREN (Y1) 

πy1 = 0.473 

Formative Number of Managed Circuits Rented 

by the NREN (Y2) 

πy2 = 0.737 

NREN Advanced Ser-

vices Capability (η2) 

Reflective NREN Advanced Services Capabil-

ity (Y3) 

λy3 = 1.0 

NREN Core Traffic 

Level (η3) 

Reflective NREN Core Traffic Level (Y5) λy4 = 1.0 

 

B. Structural Portion SEM Regression Results 

The path coefficients for the structural portion of the cross-sectional NREN model instantiation 

of the TFSEMDF framework, calculated using the SmartPLS software (Ringle et al., 2022), are 

comprehensively detailed in Table 9. The evaluation employed asymptotic t-statistics to assess 

the significance of these path coefficients, with an exposition of this testing process and its 

results available in Section 5.3.2.2.B. Subsequently, these path coefficients, along with their 

corresponding significance levels, played a crucial role in the assessment of the research 
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propositions as delineated in Section 5.2.2.2. This assessment, elaborated in Section 5.4.2, in-

volved a detailed analysis of the path coefficients and their significance, aligning the empirical 

findings with the theoretical hypotheses within the model. 

 

Table 9: Cross-Sectional NREN Model Instantiation Path Coefficients 

Research Proposition: Cross-Sectional NREN Model Instantiation 

SEM Path 

Path Coeffi-

cient 

H1: Government Influence over the NREN (ξ1) → NREN Infrastructure 

Capability (η1) 

γ1 = 0.599 

H2: NREN Infrastructure Capability (η1) → NREN Advanced Services 

Capability (η2) 

β1 = 0.016 

H3: Government Influence over the NREN (ξ1) → NREN Advanced Ser-

vices Capability (η2) 

γ2 = 0.855 

H4: NREN Infrastructure Capability (η1) → NREN Core Traffic Level (η3) β2 = 0.289 

H5: NREN Advanced Services Capability (η2) → NREN Core Traffic 

Level (η3) 

β3 = 0.187 

 

5.3.2.2 Cross-Sectional NREN Model Instantiation Reliability and Validity Analysis Results  

Following the reporting guidelines suggested by Vinzi et al. (2010) for SEM, this study struc-

tures the presentation of reliability and validity test results for the cross-sectional NREN model 

instantiation of the TFSEMDF framework into two categories. Initially, the focus is on the 

measurement portion, encompassing assessments of Indicator Reliability, Construct Reliability, 

and Convergent Validity as recommended by Staphorst et al. (2013, 2017) and detailed in Ap-

pendix B. This initial effort ensures that the measurement indicators within the model accurately 

represent the constructs they intend to measure. 

 

Subsequently, the analysis shifts to the structural portion of the model, including evaluations of 

Coefficients of Determination, Path Coefficient Significance, and Predictive Validity. The logic 

underpinning this approach, as highlighted by Vinzi et al. (2010), posits that the credibility of 

the structural portion of a model is heavily dependent on the accuracy and representativeness 

of the measurement indicators. In essence, if the measurement indicators are not accurate or 

representative, it undermines the purpose and necessity of assessing the structural portion's re-

liability and validity. 
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A. Measurement Portion Reliability and Validity Analysis Results 

This section elaborates on the reliability and validity test results for the measurement portion 

of the cross-sectional NREN model instantiation of the TFSEMDF framework. Employing the 

SmartPLS software (Ringle et al., 2022), these tests were conducted in line with the metrics and 

guidelines defined by Vinzi et al. (2010) and further detailed by Staphorst (2010). The findings, 

encapsulated in Table 10, include a detailed evaluation of Indicator Reliability, Construct Re-

liability, and Convergent Validity, as outlined in Staphorst (2010). 

 

Table 10: Cross-Sectional NREN Model Instantiation Reliability and Validity - Part A 

Cross-Sectional 

NREN Model In-

stantiation Endog-

enous and Exoge-

nous Constructs 

Measurement 

Indicators 

Indicator 

Reliability 

Judgment 

Construct Reliability 

Conver-

gent Va-

lidity 

Cronbach’s 

Alpha 

Composite 

Reliability 

Government Influ-

ence over the NREN 

(ξ1) 

NREN Govern-

ance Mode (X1) 

Included 0.810 ρξ,1 = 0.887 AVEξ,1 = 

0.724 

Level of Gov-

ernment Fund-

ing (X2) 

Included 

Range of Insti-

tutions the 

NREN is Man-

dated to Con-

nect (X3) 

Included 

NREN Infrastruc-

ture Capability (η1) 

Length of Dark 

Fibre Infra-

structure 

Owned by the 

NREN (Y1) 

Included Tests not applicable: This construct has 

formative indicators (Staphorst, 2010) 
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 Number of 

Managed Cir-

cuits Rented by 

the NREN (Y2) 

Included 

NREN Advanced 

Services Capability 

(η2) 

NREN Ad-

vanced Ser-

vices Capabil-

ity (Y3) 

Included Tests not applicable: This construct is 

directly observable (Staphorst, 2010) 

NREN Core Traffic 

Level (η3) 

NREN Core 

Traffic Level 

(Y4) 

Included Tests not applicable: This construct is 

directly observable (Staphorst, 2010) 

 

The Indicator Reliability test, which assesses the extent to which the variance in a measurement 

indicator is attributable to its associated latent construct, was conducted as part of the initial 

PLS regression analysis of the cross-section NREN model instantiation (Staphorst et al., 2016a, 

2017). The results indicated that all reflective indicators had loadings exceeding the threshold 

of 0.4, signifying that they adequately represented their respective latent constructs. Conse-

quently, there was no need to eliminate any reflective indicators, allowing all subsequent SEM 

analyses to proceed with the model instantiation as initially conceptualised. 

 

Regarding the formative indicators, the model retained all regardless of their loadings. This 

decision aligns with the understanding that Indicator Reliability is not pertinent to formative 

indicators, as elucidated by Vinzi et al. (2010). In the context of formative indicators, low cor-

relations with their associated latent constructs do not necessarily diminish their contribution. 

Instead, they can still significantly influence the overall variance of the constructs, underscoring 

the unique role and interpretation of formative indicators in SEM analysis. This approach en-

sures a holistic and appropriate treatment of different indicators within the model, enhancing 

its theoretical and empirical coherence. 

 

Construct Reliability, a key metric in assessing the efficacy of reflective indicators in jointly 

measuring a latent construct, was evaluated using the traditional Cronbach’s Alpha (Vinzi et 

al., 2010) and the more recent Composite Reliability measure (Fornell & Larcker, 1981). For 

the cross-sectional NREN model instantiation, the criterion for determining the adequacy of the 
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reflective indicators in representing their respective latent constructs required that the Compo-

site Reliability score surpass a minimum threshold of 0.6, as stipulated by Vinzi et al. (2010). 

An examination of the results in Table 10 reveals that the sole latent construct in the model with 

reflective indicators was Government Influence over the NREN (ξ1). This construct satisfacto-

rily met the specified Composite Reliability threshold, as per the guidelines by Fornell & 

Larcker (1981), affirming the construct’s robustness in terms of reliability. This adherence to 

the Composite Reliability criterion underscores the construct’s validity in capturing the essence 

of government influence on the NREN within the model’s framework. 

 

Convergent Validity, a concept that assesses the degree of correlation among different methods 

of measuring the same construct, is critical in validating a model's constructs (Vinzi et al., 

2010). This validity is quantified using the AVE metric, as outlined (Staphorst, 2010; Fornell 

& Larcker, 1981). The AVE metric evaluates the proportion of variance in a latent construct's 

reflective indicators attributable to the construct itself, compared to the total variance observed. 

For the cross-sectional NREN model instantiation, the AVE metric's threshold was set at 0.5, 

as recommended by Staphorst (2010). Analysis of the results in Table 10 shows that the reflec-

tive indicators of the sole latent construct in the model, Government Influence over the NREN 

(ξ1), achieved an AVE level that met this threshold, indicating that most of the variance captured 

by this construct's reflective indicators results from the construct's variance rather than meas-

urement error. 

 

Discriminant validity within the context of SEM pertains to the distinctiveness of measurements 

obtained by a measurement tool for different constructs (Vinzi et al., 2010). It primarily assesses 

whether a latent construct is sufficiently distinct from other constructs within the model. A 

fundamental criterion for achieving Discriminant Validity is that the shared variance between 

a latent construct and its indicators, calculated by taking the square root of its AVE, should be 

greater than the shared variance between that latent construct and any other latent constructs in 

the model. However, in the case of the cross-sectional NREN model instantiation within the 

TFSEMDF framework, the situation is unique because there is only one latent construct with 

reflective indicators, namely Government Influence over the NREN (ξ1). Given this singular 

construct with reflective indicators, the requirement for conducting a Discriminant Validity test 

becomes redundant. Without multiple latent constructs to compare against, the criterion of 

shared variance exceeding that between different constructs cannot be applied. Therefore, the 
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model's structure inherently satisfies the condition for Discriminant Validity by default, render-

ing a separate test for this validity measure unnecessary in this specific instantiation. 

 

B. Structural Portion Reliability and Validity Analysis Results 

This section details the results of the reliability and validity tests for the structural component 

of the cross-sectional NREN model instantiation of the TFSEMDF framework. These results 

were derived using the methodologies defined by Vinzi et al. (2010) and further detailed in 

Staphorst (2010), with the analyses performed via the SmartPLS software (Ringle et al., 2022). 

Table 11 presents the results of the Path Coefficient significance tests, providing an in-depth 

examination of the statistical significance of the relationships between the constructs in the 

model instantiation. Complementarily, Table 12 offers insights into the Coefficients of Deter-

mination and Predictive Validity test results. 

 

Table 11: Cross-Sectional NREN Model Instantiation Reliability and Validity - Part B 

Research Proposition: Cross-Sectional 

NREN Model Instantiation SEM Path 

Asymptotic 

t-Statistic 

Calculated 

p-Value 

Significance 

Judgment 

for α = 0.10 

H1: Government Influence over the NREN (ξ1) 

→ NREN Infrastructure Capability (η1) 

3.952 < 0.001 Yes 

H2: NREN Infrastructure Capability (η1) → 

NREN Advanced Services Capability (η2) 

0.124 0.901 No 

H3: Government Influence over the NREN (ξ1) 

→ NREN Advanced Services Capability (η2) 

4.840 < 0.001 Yes 

H4: NREN Infrastructure Capability (η1) → 

NREN Core Traffic Level (η3) 

2.015 0.044 Yes 

H5: NREN Advanced Services Capability (η1) 

→ NREN Core Traffic Level (η3) 

1.662 0.097 Yes 

 

In SEM, like covariance-based multiple regression techniques, the structural quality of a model 

instantiation is critically assessed through a bootstrapping procedure, as suggested by Vinzi et 

al. (2010). This approach is essential for determining the significance levels of the path coeffi-

cients, a key element in evaluating the model's structural integrity. Specifically, assessing the 

significance of these path coefficients (Goodness-of-Fit) uses asymptotic t-statistics. The Path 
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Coefficient Significance test results, as shown in Table 11, were obtained using the bootstrap-

ping function in SmartPLS (Ringle et al., 2022), configured to generate 500 subsamples from 

the 61 cases in the original sample. According to these results, the only path with a p-value 

exceeding the maximum acceptable significance level of α = 0.10 was the path from NREN 

Infrastructure Capability (η1) to NREN Advanced Services Capability (η2). 

 

Consequently, the analysis deemed this path statistically insignificant. This finding indicates 

that the hypothesised influence of NREN Infrastructure Capability (η1) on NREN Advanced 

Services Capability (η2) within the studied model did not meet the statistical threshold for a 

significant relationship, highlighting that the model's predicted dynamics do not align with the 

empirical data. 

 

Table 12: Cross-Sectional NREN Model Instantiation Reliability and Validity - Part C 

Cross-Sectional NREN 

Model Instantiation Tech-

nology or Context-Related 

Indicator 

Coefficients of De-

termination (R2) 

Predictive Validity (Q2) 

Cross-vali-

dated Com-

munality (H2) 

Cross-validated 

Redundancy (F2) 

Government Influence of the 

NREN (ξ1) 

Test not applicable: 

Exogenous variable 

0.440 Test not applicable: 

Exogenous variable  

NREN Infrastructure Capabil-

ity (η1) 

0.359 0.054 0.191 

NREN Advanced Services Ca-

pability (η2) 

0.749 1.0 0.727 

NREN Core Traffic Level (η3) 0.175 1.0 0.142 

 

In the analysis of the Coefficients of Determination (R2) for the structural portion of the cross-

sectional NREN model instantiation, as per Vinzi et al. (2010), the results from Table 12 indi-

cated that all endogenous latent constructs and their associated constructs in the model exceeded 

the minimum explanatory variance threshold of 0.1, as outlined by Staphorst (2010) and 

Staphorst et al. (2017). Specifically, the relationship with the NREN Advanced Services Capa-

bility (η2) construct was notably strong, evidenced by an R2 value exceeding 0.7, suggesting a 

high proportion of its variance explained by related constructs. In contrast, the relationship 
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involving the NREN Core Traffic Level (η3) construct was categorised as weaker, with an R2 

value lower than 0.3, indicating less explained variance. 

 

To ascertain the Predictive Validity of a model instantiation, researchers perform the Stone-

Geisser (referred to as Q2) non-parametric test (Staphorst, 2010; Staphorst et al., 2017; Vinzi et 

al., 2010) based on a blindfolding procedure (Zikmund, 2009). The model instantiation has 

Predictive Validity if Q2 > 0 (Vinzi et al., 2010). The Stone–Geisser test criterion can take on 

two distinct forms, depending on the type of prediction investigated: The first form, geared at 

determining the Predictive Validity of the measurement portion (although usually calculated 

during the structural portion’s validity evaluation), is referred to as the Cross-validated Com-

munality (Vinzi et al., 2010) and is denoted by H2. Cross-validated Communality measures the 

capacity to predict the observable endogenous constructs from their latent construct scores 

(Vinzi et al., 2010). The second form, which evaluates the Predictive Validity of the structural 

portion, is referred to as Cross-validated Redundancy (Vinzi et al., 2010). This metric, denoted 

by F2, measures the model instantiation’s ability to predict the observable endogenous con-

structs using latent constructs that predict the data block (Vinzi et al., 2010). 

 

The evaluation of Predictive Validity in a model instantiation, crucial for assessing its forecast-

ing accuracy, is conducted using the Stone-Geisser (Q2) non-parametric test, which employs a 

blindfolding procedure as outlined by Staphorst (2010), Staphorst et al. (2017), and Vinzi et al. 

(2010), with Zikmund (2009) providing the methodological context. For a model to be consid-

ered predictively valid, its Q2 value must exceed 0. This test encompasses two key metrics: 

Cross-validated Communality (H2) and Cross-validated Redundancy (F2). The former evaluates 

the measurement portion of the model by measuring its ability to predict observable endogenous 

constructs from latent construct scores. The latter assesses the structural portion by gauging the 

model’s effectiveness in predicting observable endogenous constructs using related latent con-

structs.  

 

An examination of the Predictive Validity test results for the NREN Core Traffic Level (η3) 

construct, measurable through the output forecasting technology metric NREN Core Traffic 

Level (Y4), demonstrated positive outcomes for both Cross-validated Communality (H2) and 

Cross-validated Redundancy (F2). This finding indicates that the measurement indicators and 

the defined structural relationships within the cross-sectional NREN model instantiation are 

effectively aligned to accurately forecast an NREN's core network traffic level. The positive 
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test results for H2 and F2 confirm that the model is proficient in capturing the variance within 

the construct (as indicated by H2) and using the latent constructs to predict the observed values 

(as denoted by F2). As Staphorst et al. (2016a) highlighted, this dual positive outcome under-

scores the model's robustness regarding predictive capabilities, particularly in forecasting an 

NREN’s core network traffic levels. 

 

5.4 DISCUSSION 
The forthcoming sections discuss the results obtained during this study phase. Section 5.4.1 

discusses the results of analysing the autoregressive NREN model instantiation in the 

TFSEMDF framework, pertinent to Research Objective 2(a). Conversely, Section 5.4.2 dis-

cusses the results from studying the cross-sectional NREN model instantiation in the 

TFSEMDF framework, aiming to fulfil Research Objective 2(b). 

 

5.4.1 AUTOREGRESSIVE NREN MODEL INSTANTIATION 
Utilising the path coefficients detailed in Table 4 and the results from the path coefficient sig-

nificance tests found in Table 6, the research propositions outlined for the Autoregressive 

NREN model instantiation in Section 5.2.1.2 underwent a comprehensive evaluation. This pro-

cess involved an analysis of the path coefficients’ directionality and evaluating their signifi-

cance levels, thereby determining the extent to which the empirical data supported each research 

proposition.  

 

• Research Proposition H1: As proposed, the path coefficient γ1 = 0.1659 suggests an 

alignment in the direction between the Government Influence of the NREN (ξ1) construct 

and the NREN Infrastructure Capability (η1) construct. However, its statistical insignif-

icance at α = 0.10 led to rejecting this hypothesised relationship. 

• Research Proposition H2: The relationship between NREN Infrastructure Capability 

(η1) and NREN Advanced Services Capability (η2) was supported, with path coefficient 

β1 = 0.5097, indicating both the proposed direction and statistical significance at α = 

0.10. 

• Research Proposition H3: The path coefficient γ2 = -0.2073 contradicts the hypothe-

sised direction of the relationship between Government Influence of the NREN (ξ1) and 

NREN Advanced Services Capability (η2), resulting in the rejection of this proposition. 
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• Research Proposition H4: Despite aligning with the hypothesised direction, the path 

coefficient β2 = 0.0704 for the relationship between NREN Advanced Services Capabil-

ity (η2) and Current NREN Reach (η3) failed to reach statistical significance at α = 0.10, 

leading to its rejection. 

• Research Proposition H5: The negative path coefficient β3 = -0.0095 contradicts the 

proposed direction between NREN Advanced Services Capability (η2) and Forecasted 

NREN Reach (η4), thereby rejecting this research proposition. 

• Research Proposition H6: The path coefficient γ3 = 0.1586, significant at α = 0.10, 

aligns with the hypothesised positive relationship between the Scope of the NREN Man-

date (ξ2) and Current NREN Reach (η3), leading to the acceptance of this proposition. 

• Research Proposition H7: The analysis rejects the relationship between the Scope of 

the NREN Mandate (ξ2) and Forecasted NREN Reach (η4) because the path coefficient 

γ4 = -0.0229 does not align with the direction of the proposed hypothesis. 

• Research Proposition H8: The analysis upholds the proposition with a path coefficient 

β4 = 0.9964, determined to be significant at α = 0.10, which supports the hypothesised 

direction between Current NREN Reach (η3) and Forecasted NREN Reach (η4). 

 

Analysing the eight research propositions for the autoregressive NREN model instantiation 

yielded a blend of supported and unsupported hypotheses, reflecting the model's varied longi-

tudinal predictive strength across different constructs. Most importantly, Proposition H8, ex-

ploring the relationship between current and forecasted NREN reach, was upheld, demonstrat-

ing the model's power in longitudinal forecasting this TF output metric. Secondary, but also 

necessary, Propositions H2 and H6, focusing on the relationships between NREN infrastructure 

capability and advanced services capability and between the scope of the NREN mandate and 

current NREN reach, respectively, were also supported, affirming the model's capacity in these 

aspects.  

 

Conversely, Propositions H1, H3, H4, H5, and H7, which involved the influence of government 

on NREN orientation and services and the impact of advanced services on current and fore-

casted NREN reach, were not substantiated, indicating areas where the model's predictive ca-

pability was less effective. This finding likely stems from limitations in the TERENA (2011) 

indicator data used, although the foundational grounds for these relationships receive support 

in the literature (Greaves, 2009; Janz & Kutanov, 2012). 
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5.4.2 CROSS-SECTIONAL NREN MODEL INSTANTIATION 
Employing the path coefficients outlined in Table 9 and their corresponding significance test 

results presented in Table 11, the cross-sectional NREN model instantiation’s research propo-

sitions, as detailed in Section 5.2.2.2, underwent a comprehensive evaluation. This process en-

tailed examining the path coefficients’ compliance with the required significance level and the 

polarity of the calculated path coefficients, thereby determining the empirical support for each 

research proposition within the cross-sectional NREN model instantiation of the TFSEMDF 

framework. 

 

• Research Proposition H1: The path coefficient γ1 = 0.599 aligns with the hypothesised 

correlation between Government Influence over the NREN (ξ1) and Infrastructure Ca-

pability (η1) and is significant at α = 0.10. This result supports the association, as dis-

cussed by Greaves (2009) and Janz & Kutanov (2012), between government influence 

and developing an NREN's infrastructure capability, consistent with the typical govern-

ment role in enhancing national research and educational infrastructure and services. 

• Research Proposition H2: The hypothesised correlation between NREN Infrastructure 

Capability (η1) and NREN Advanced Services Capability (η2) was not supported because 

the path coefficient β1 = 0.016 lacked significance at α = 0.10, despite aligning with the 

proposed direction. This outcome diverges from the correlation suggested by Greaves 

(2009). It may reflect trends in the telecommunications industry, as described by Mba-

rika et al. (2000), where providers in developing countries often offer advanced services 

on less developed infrastructures, as seen for European NRENs supporting emerging 

NRENs in Africa (GÉANT, 2022). 

• Research Proposition H3: The significant path coefficient γ2 = 0.855, significant at α 

= 0.10, corroborated the correlation between Government Influence over the NREN (ξ1) 

and NREN Advanced Services Capability (η2). This finding aligns with the observations 

of Greaves (2009) and Janz and Kutanov (2012) regarding the relationship between 

government influence and the enhancement of an NREN's advanced services portfolio. 

• Research Proposition H4: The relationship between NREN Infrastructure Capability 

(η1) and NREN Core Traffic Level (η3) was supported, with path coefficient β2 = 0.289 

significant at α = 0.10. This finding aligns with Savory's (2012) observation of a positive 

correlation between an NREN's infrastructure capability and usage. It is consistent with 
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the notion that enhanced infrastructure leads to increased use, as GÉANT (2022) and 

Greaves (2009) discussed. 

• Research Proposition H5: The path coefficient β3 = 0.187, significant at α = 0.10, 

supports the hypothesised correlation between NREN Advanced Services Capability (η2) 

and NREN Core Traffic Level (η3), suggesting a positive relationship between an 

NREN's advanced services capability and its usage, resonating with insights from 

Greaves (2009) and Janz and Kutanov (2012), and the concept that a diverse range of 

advanced services can lead to increased utilisation of NREN infrastructure (GÉANT, 

2022; Greaves, 2009). 

 

The analysis using the 2011 TERENA NREN Compendium data essentially validated the hy-

pothesised relationships within the cross-sectional NREN model instantiation of the TFSEMDF 

framework, except for the correlation between an NREN's advanced services capability and 

infrastructure capability. This finding aligns with technology leapfrogging (Mbarika et al., 

2000), frequently observed in the NREN community (GÉANT, 2022).  

 

Notably, the relationships involving the NREN core traffic level received robust support, 

demonstrating that the selected input, byput, and context-related metrics effectively forecast the 

output TF metric, which is critical for assessing the NREN's usage. The model instantiation's 

strength in transversally predicting the NREN core traffic level is a key finding, as it highlights 

the model's capacity to provide insightful cross-sectional predictions, essential for understand-

ing current dynamics and making informed decisions within an NREN organisation. 

 

5.5 CONCLUDING REMARKS  
Chapter 5 was dedicated to the second phase of this study and delved into applying the 

TFSEMDF framework in the NREN technology domain. Its introduction links the framework's 

theoretical underpinnings, detailed in Chapter 4, to its practical application in this chapter, set-

ting the stage for the empirical exploration of the TFSEMDF framework in the NREN technol-

ogy domain. 

 

The chapter dissected the research methodologies of the study's second phase into two distinct 

investigations. The initial inquiry delved into applying the TFSEMDF framework to the auto-

regressive NREN model instantiation proposed by Staphorst et al. (2013) and analysed in 
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Staphorst et al. (2014). The subsequent inquiry evaluated the cross-sectional NREN model in-

stantiation developed and investigated by Staphorst et al. (2016a). This dual-pronged approach 

exhibits the TFSEMDF framework's ability to achieve transversal and longitudinal forecasting 

objectives.  

 

The results section of the chapter conveyed the findings from the PLS-SEM regression analysis 

process, described in Appendix A, as applied to the two investigations constituting the study's 

second phase, as described above. PLS regression results for the autoregressive NREN model 

instantiation of the TFSEMDF framework are presented, including a detailed examination of 

the results' reliability and validity as verified by the criteria outlined in Appendix B. The anal-

ysis then transitioned to the PLS-SEM regression results for the cross-sectional NREN model 

instantiation, where the framework's reliability and validity were scrutinised and validated. 

 

The discussion section examined the outcomes of the PLS-SEM regression analysis for the 

TFSEMDF framework as applied to the two separate NREN model instantiations. The chapter 

critiqued the implications of the regression results and the reliability and validity assessments 

detailed earlier. This critique provided a multifaceted view of the framework's analytical capac-

ity, considering not only the statistical significance of the findings. Section 7.2.2 presents the 

research conclusions from the second phase of the study. This Section delineates the final judg-

ments regarding the application and utility of the TFSEMDF framework in the NREN technol-

ogy domain, as derived from the research outcomes documented in this chapter. 

 

The cross-sectional NREN model instantiation of the TFSEMDF framework developed in this 

chapter is employed in Chapter 6 as baseline NREN model instantiation and altered to create a 

structurally disarranged NREN model instantiation. These model instantiations are used in the 

third research phase to evaluate the strengths and weaknesses of the TFSEMDF framework. 
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CHAPTER 6 – RESEARCH PHASE 3: TFSEMDF 

FRAMEWORK ASSESSMENT 
 

6.1 INTRODUCTION 
This chapter marks the transition into the third and final phase of the study, concentrating on 

the thorough assessment of the TFSEMDF framework. This evaluative stage addressed two 

pivotal research objectives: Research Objective 3(a) focused on evaluating the framework's 

strengths, while Research Objective 3(b) dedicated efforts to identifying and examining its po-

tential weaknesses. This dual approach is pivotal in providing a holistic understanding of the 

framework's operational effectiveness and areas requiring further development. 

 

The chapter begins by outlining the methodologies employed to evaluate the inherent strengths 

and weaknesses of the TFSEMDF framework, as undertaken in Research Objectives 3(a) and 

3(b), respectively. After presenting these methodologies, the chapter moves into a detailed ex-

amination of the findings, methodically outlining the outcomes of these rigorous evaluations. 

The discussion then advances to thoroughly analysing these results, assessing the framework’s 

effectiveness and identifying areas needing enhancement. 

 

This chapter articulates methodologies, results, and ensuing discussions that expand and refine 

the concepts Staphorst et al. (2016b) initially presented. This publication laid a comprehensive 

foundation, which significantly informed and guided the evaluations conducted in this chapter. 

Its contribution was pivotal in shaping a robust and well-informed analysis, ensuring that the 

current chapter builds upon and extends the initial findings with added depth and clarity. 

 

6.2 RESEARCH METHODOLOGY 
The following sections present the research methodologies employed in this study phase. Sec-

tion 6.2.1 examines the methods applied in assessing the strengths of the TFSEMDF frame-

work, aligning with Research Objective 3(a). Conversely, Section 6.2.2 explores the methodol-

ogy for evaluating the framework's weaknesses, addressing Research Objective 3(b).  
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6.2.1 STRENGTHS OF THE TFSEMDF FRAMEWORK 

6.2.1.1 Methodology to Identify and Verify TFSEMDF Strengths 

A structured two-step process accomplished Research Objective 3(a), focusing on the identifi-

cation and empirical analysis of the inherent strengths within the TFSEMDF framework. The 

first step involved conducting an expansive literature review, as presented in Chapter 2, to ex-

plore the intrinsic strengths of SEM and context-sensitive DF. This literature review incorpo-

rated thematic analysis, following the method outlined by Braun & Clarke (2006), enabling a 

systematic identification and interpretation of themes and patterns indicative of the strengths 

inherent to SEM and context-sensitive DF (Ryan & Bernard, 2003). 

 

The second step in this process utilised the cross-sectional NREN model instantiation, as con-

structed in Section 5.2.2.1, and then extensively analysed in Section 5.3.2.1. The study em-

ployed this model instantiation as a baseline NREN model instantiation for empirical validation. 

This verification aimed to ascertain if the inherent strengths identified through the literature 

review and thematic analysis of SEM and context-sensitive DF were also evident within the 

proposed TFSEMDF framework. As detailed in Section 6.3.1, the strengths identified and con-

sidered in this analysis included SEM-based DF's ability to incorporate context-related infor-

mation, SEM's ability to model complex hierarchal interrelationships and PLS-SEM's ability to 

perform modelling with small sample sizes.  

 

In the context of SEM model instantiations where covariance-based regression analysis is em-

ployed, a range of reliability and validity metrics, from Coefficients of Determination to Pre-

dictive Validity, are typically used for comparative purposes (Staphorst, 2010). However, Ever-

mann and Tate (2010) noted that these metrics are not suitable for comparing model instantia-

tions when employing PLS regression. Consequently, this study adopted the alternative ap-

proach Evermann and Tate (2010) suggested to assess the impact of including context-related 

information through SEM-based DF. This approach entailed evaluating the baseline NREN 

model instantiation and its variations, which differed in the levels of context-related information 

included, by analysing the presence or absence of SEM paths to understand the effects of con-

text-related information integration. 
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This study did not examine emergent strengths from SEM and context-sensitive DF integration. 

Potential synergistic strengths, which might manifest uniquely in the confluence of SEM and 

context-sensitive DF, were beyond the scope of the current research. 

 

6.2.1.2 NREN Model Instantiations for TFSEMDF Strengths Exploration 

Section 6.3.1 investigated the SEM's ability to model complex hierarchical interrelationships 

(Danks et al., 2020), PLS-SEM's proficiency in modelling with small sample sizes (Chin & 

Newsted, 1999), and SEM-based DF's capacity to incorporate context-related information 

(Staphorst et al., 2013, 2014, 2016a, 2016b). The analysis used a baseline NREN model instan-

tiation identical to the cross-sectional NREN model instantiation constructed in Section 5.2.2.1 

and depicted in Figure 8. 

 

The exploration assessed whether the TFSEMDF framework displayed SEM’s capabilities in 

modelling complex interrelationships and accommodating small sample sizes, drawing directly 

from the PLS regression results presented in Section 5.3.2.2 for the cross-sectional NREN 

model instantiation. Additionally, the investigation into SEM-based DF’s ability to utilise con-

text-related information used the structure of the cross-sectional NREN model instantiation 

from Figure 8 while varying the inclusion level of reflective indicators for the context-related 

exogenous construct Government Influence over the NREN (ξ1). The study compared the path 

coefficients and their significance results obtained by omitting combinations of the reflective 

indicators NREN Governance Mode (X1), Level of Government Funding (X2) and Range of In-

stitutions the NREN is Mandated to Connect (X3) against the results for the baseline NREN 

model instantiation. 

 

6.2.1.3 TFSEMDF Strengths Exploration Research Propositions 

Section 5.2.2.2 introduced five research propositions specifically crafted to define the hypoth-

esised relationships (i.e. the SEM structural model paths) among the diverse constructs within 

the cross-sectional NREN model instantiation, as illustrated in Figure 8. The design of each 

proposition aimed to capture the nuanced interrelations within the model, providing a detailed 

theoretical framework for the subsequent PLS regression analyses. The study applied these 

propositions unchanged in the PLS regression analysis outlined in Section 6.3.1, which used 

the cross-sectional NREN model instantiation as the baseline for exploring TFSEMDF 

strengths, including the SEM-based DF's ability to integrate context-related information, SEM's 
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capacity to model complex hierarchical interrelationships, and PLS-SEM's effectiveness in 

working with small sample sizes. 

 

6.2.1.4 TFSEMDF Strengths Exploration Indicator Data 

The PLS regression analysis of the baseline NREN model instantiation, conducted to evaluate 

the TFSEMDF framework strengths routed in SEM’s ability to represent complex hierarchical 

interrelationships, PLS-SEM’s ability to effectively model with small sample sizes and SEM-

based DF’s ability to incorporate context-related information, utilised TERENA's 2011 NREN 

Compendium data as the source for the technology and context-related indicators included in 

Figure 8. Adopting the indicator data sourcing strategy from Section 5.3.2 for the PLS regres-

sion analysis of the cross-sectional NREN model instantiation, Section 6.3.1 utilised the data 

composition approach outlined in Table 2 to extract technology and context-related indicator 

data from TERENA (2011) for the baseline NREN model instantiation. Specifically, the anal-

ysis probing SEM-based DF's capability to assimilate context-related information within the 

TFSEMDF framework applied various combinations of the data compiled for the reflective 

indicators NREN Governance Mode (X1), Level of Government Funding (X2), and the Range of 

Institutions the NREN is Mandated to Connect (X3). 

 

6.2.2 WEAKNESSES OF THE TFSEMDF FRAMEWORK 

6.2.2.1 Methodology to Identify and Verify TFSEMDF Weaknesses 

The study implemented a structured two-step approach to achieve Research Objective 3(b), 

centred on identifying and empirically analysing inherent weaknesses in the TFSEMDF frame-

work. The first step entailed an extensive literature review, as outlined in Chapter 2, dedicated 

to uncovering the intrinsic inadequacies of SEM and context-sensitive DF. Based on the meth-

odology described by Braun & Clarke (2006), this review incorporated thematic analysis, fa-

cilitating a systematic identification and interpretation of themes related to weaknesses inherent 

in SEM and context-sensitive DF (Ryan & Bernard, 2003). 

 

Subsequently, the second step involved using the cross-sectional NREN model instantiation 

developed in Section 5.2.2.1 and thoroughly analysed in Section 5.3.2.1 as a baseline for em-

pirical verification. A structurally disarranged NREN model instantiation was also constructed 

and analysed. In this instance, the dual approach aimed to empirically validate whether the 

weaknesses identified from the literature review were present and impactful within the 

 
 
 



Chapter 6 Research Phase 3: TFSEMDF Framework Assessment 
 

University of Pretoria  
 

143 

TFSEMDF framework. Weaknesses considered in this study, as detailed in Section 6.3.2, in-

cluded the implications of SEM model misspecification and PLS-SEM’s tendency to overfit 

when a model, tailored too closely to a specific dataset, captures random noise instead of un-

derlying relationships, leading to poor predictive performance on new data. (Danks et al., 2020). 

 

As explained in Section 6.2.1.1's methodology for investigating context-related information in-

clusion during SEM-based DF as a strength of the TFSEMDF framework, standard reliability 

and validity metrics like Coefficients of Determination and Predictive Validity are unsuitable 

for comparing model instantiations employing PLS regression (Evermann & Tate, 2010). 

Therefore, comparing the baseline NREN model instantiation with the structurally disarranged 

NREN model instantiation developed in Section 6.2.2.2 to assess the impact of SEM model 

misspecification as a weakness of the TFSEMDF framework, the study adopted the alternative 

approach proposed by Evermann and Tate (2010). The analysis thoroughly examines the pres-

ence or absence of SEM paths in both the baseline and structurally disarranged NREN model 

instantiations, providing crucial insights into how model misspecification affects the outcomes. 

 

As was the case with the exploration into strengths of the TFSEMDF framework, this study did 

not analyse potential emergent weaknesses that may arise from the integration of SEM and 

context-sensitive DF. Such weaknesses, potentially unique to the interplay between SEM and 

context-sensitive DF, were not within the research scope defined for this investigation. 

 

6.2.2.2 NREN Model Instantiation for TFSEMDF Weaknesses Exploration 

To examine possible weaknesses in the TFSEMDF framework, attributable to the inherent lim-

itations of its SEM and context-sensitive DF building blocks, both baseline and structurally 

disarranged NREN model instantiations were employed. For the baseline NREN model instan-

tiation, a replica of the cross-sectional NREN model instantiation, as constructed in Section 

5.2.2.1 and depicted in Figure 8, was employed. Conversely, the study used a structurally al-

tered version of the cross-sectional NREN model instantiation as the structurally disarranged 

NREN model instantiation. 

 

Moreover, to investigate the ramifications of poorly defined structures in TFSEMDF frame-

work model instantiations, the study scrutinised the disarranged baseline NREN model instan-

tiation depicted in Figure 9, derived by varying the cross-sectional NREN model instantiation 
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in Figure 8. This variant maintained identical measurement components to the baseline NREN 

model instantiation, encompassing the same technology and context-related measurement indi-

cators and constructs, ensuring measurement consistency. 

 
Figure 9: Disarranged NREN Model Instantiation of the TFSEMDF Framework 

 

The structural portion in the disarranged NREN model instantiation of the TFSEMDF frame-

work deliberately diverged from the theoretical foundation of the baseline NREN model instan-

tiation. As a result, it contradicted both the OSI model (Zimmerman, 1980) and Greaves' (2009) 

NREN CMM, which advocate that infrastructure capability is foundational for advanced 
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services capability. As depicted in Figure 9, this variant altered this established relationship by 

swapping the positions of DF Levels 0 and 1 from their arrangement in Figure 8, thereby cre-

ating a structural configuration that directly conflicts with the theoretical principles underpin-

ning the baseline model. 

 

6.2.2.3 TFSEMDF Weaknesses Exploration Research Propositions 

The research propositions established for the baseline NREN model instantiation, as outlined 

in Section 5.2.2.2, broadly apply to the investigation focusing on the consequences of a poorly 

defined structural model. However, an exception exists for proposition H2, which necessitates 

alteration due to the directional change in the path between the NREN Infrastructure Capability 

(η1) and NREN Advanced Services Capability (η2) constructs in the variant model. Conse-

quently, the comprehensive suite of research propositions adapted for the, as illustrated in Fig-

ure 9, is defined as follows: 

 

• Research Proposition H1: The NREN’s infrastructure capability positively correlates 

with government influence over the NREN. This hypothesis derives from the same con-

ceptual principles that shaped H1 for the baseline NREN model instantiation. 

• Research Proposition H2: The NREN’s infrastructure capability is presumed to be 

positively related to its advanced services capability. This proposition, unique in its lack 

of a supporting conceptual basis, exemplifies the structural deficiencies highlighted in 

Figure 9. 

• Research Proposition H3: A positive relationship exists between the NREN’s ad-

vanced services capability and the level of government influence over the NREN. This 

hypothesis shares the same conceptual underpinnings as H3 for the baseline NREN 

model instantiation. 

• Research Proposition H4: The level of core network traffic within the NREN is posi-

tively related to its infrastructure capability. This proposition draws on conceptual 

grounds like those of H4 in the baseline NREN model instantiation. 

• Research Proposition H5: A positive association exists between the level of core net-

work traffic in the NREN and its advanced services capability. This hypothesis relies 

on the conceptual foundations that informed H5 in the baseline NREN model instantia-

tion. 
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6.2.2.4 TFSEMDF Weaknesses Exploration Indicator Data 

The data composition scheme detailed in Table 2, which outlines the extraction and processing 

of TERENA's 2011 NREN Compendium data (TERENA, 2011), was utilised to produce tech-

nology and context-related indicator data for the PLS regression analysis of the baseline NREN 

model instantiation. Furthermore, the same scheme was employed to analyse the structurally 

disarranged NREN model instantiation, facilitating comparability and consistency in evaluating 

both model instantiations of the TFSEMDF framework. 

 

6.3 RESULTS 
The subsequent sections detail the results garnered during this research phase. Section 6.3.1 

outlines the findings from evaluating the TFSEMDF framework's strengths, as undertaken in 

Research Objective 3(a). Conversely, Section 6.3.2 discusses the findings from assessing the 

framework's weaknesses, which correspond to Research Objective 3(b). 

 

The study utilised the indicator data for the cross-sectional NREN model instantiation, as de-

scribed in Section 5.2.2.3, in conducting the PLS regression analyses of the baseline and struc-

turally disorganised NREN model instantiations to evaluate the strengths and weaknesses of 

the TFSEMDF framework. As such, the results presented in the following sections used the 

2011 TERENA NREN Compendium (TERENA, 2011), with a sample consisting of 61 partic-

ipating NRENs, but only 28 NRENs providing the complete set of data required to accomplish 

indicator data composition following the process defined in Table 2. As explained in Section 

5.3.2, this was deemed sufficient per the "ten-times rule" sample size rule for PLS regression 

analysis in SEM (Chin & Newsted, 1999; Goodhue et al., 2006). 

 

6.3.1 STRENGTHS OF THE TFSEMDF FRAMEWORK 

6.3.1.1 TFSEMDF Strength: Context-Related Information Inclusion using SEM-based DF 

As described in Section 6.2.1.2, exploring SEM-based DF’s ability to include context-related 

information as a strength of the TFSEMDF framework, this study elected to examine the spe-

cific impact that varying levels of indicator data for the context-related construct Government 

Influence over the NREN (ξ1) had on the overall structural validity of the model instantiation 

(Staphorst, 2010). This examination entailed comparing the path coefficients and their signifi-

cance test results for the baseline NREN model instantiation, obtained through PLS regression 

analysis using varying combinations of indicator data extracted from TERENA (2011) for the 
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reflective indicators NREN Governance Mode (X1), Level of Government Funding (X2) and 

Range of Institutions the NREN is Mandated to Connect (X3). 

 

Including the full suite of reflective indicators for the context-related construct Government 

Influence over the NREN (ξ1) in the baseline NREN model instantiation produced the path co-

efficient results presented in Table 9 and their significance test results in Table 11. The path 

coefficient significance (Goodness-of-Fit) was tested via asymptotic t-statistics, resulting in as-

sociated p-values.  

 

From Table 11’s path coefficient significance test results, obtained using SmartPLS’s boot-

strapping function (Ringle et al., 2022) configured to generate 500 subsample sets from the 61 

cases in the original sample, the only path that exhibited a p-value higher than α = 0.10, the 

maximum acceptable significance level, was NREN Infrastructure Capability (η1) → NREN 

Advanced Services Capability (η2). Hence, this path was deemed insignificant in the baseline 

NREN model instantiation, including the full suite of reflective indicator data for the context-

related construct Government Influence over the NREN (ξ1). 

 

Repeating this analysis for the baseline NREN model instantiation while limiting the level of 

reflective indicator data for the context-related construct Government Influence over the NREN 

(ξ1) entailed including various combinations of the metrics X1, X2 and X3 during the PLS regres-

sion analysis. This approach produced the path coefficient results in Table 13 and their signifi-

cance test results in Table 14. Table 13 shows paths not supported due to negative or zero path 

coefficients in grey, while Table 14 shows paths judged as insignificant at α = 0.10 in grey. 

 

Table 13: TFSEMDF Strength: DF Context-Related Information Inclusion – Part A 

Research Proposi-

tion: Baseline 

NREN Model In-

stantiation SEM 

Path 

Path 

Coef-

ficient 

Path Coefficients Given Context-Related Indicators In-

cluded 

None X1 X2 X3 X1, X2 X1, X3 X2, X3 
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H1: Government In-

fluence over the 

NREN (ξ1) → NREN 

Infrastructure Capa-

bility (η1) 

γ1 0 0.587 0.525 0.441 0.610 0.585 0.531 

H2: NREN Infra-

structure Capability 

(η1) → NREN Ad-

vanced Services Ca-

pability (η2) 

β1 0.523 0.313 0.193 0.170 0.144 0.045 0.070 

H3: Government In-

fluence over the 

NREN (ξ1) → NREN 

Advanced Services 

Capability (η2) 

γ2 0 0.368 0.635 0.812 0.631 0.829 0.862 

H4: NREN Infra-

structure Capability 

(η1) → NREN Core 

Traffic Level (η3) 

β2 0.306 0.274 0.300 0.296 0.287 0.283 0.297 

H5: NREN Advanced 

Services Capability 

(η2) → NREN Core 

Traffic Level (η3) 

β3 0.179 0.194 0.182 0.184 0.188 0.190 0.183 

 

Table 14: TFSEMDF Strength: DF Context-Related Information Inclusion – Part B 

Research Proposition: Base-

line NREN Model Instantia-

tion SEM Path 

p-Values given Context-Related Indicators Included 

None X1 X2 X3 X1, X2 X1, X3 X2, X3 

H1: Government Influence 

over the NREN (ξ1) → NREN 

Infrastructure Capability (η1) 

1.000 0.001 0.001 0.013 0.001 0.001 0.001 
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H2: NREN Infrastructure Ca-

pability (η1) → NREN Ad-

vanced Services Capability 

(η2) 

0.001 0.173 0.242 0.223 0.371 0.775 0.562 

H3: Government Influence 

over the NREN (ξ1) → NREN 

Advanced Services Capability 

(η2) 

1.000 0.284 0.001 0.001 0.005 0.001 0.001 

H4: NREN Infrastructure Ca-

pability (η1) → NREN Core 

Traffic Level (η3) 

0.225 0.375 0.337 0.355 0.255 0.443 0.216 

H5: NREN Advanced Services 

Capability (η2) → NREN Core 

Traffic Level (η3) 

0.462 0.520 0.547 0.561 0.449 0.602 0.430 

 

6.3.1.2 TFSEMDF Strength: Modelling Complex Interrelationships using SEM 

The primary strength of SEM within the TFSEMDF framework lies in its sophisticated ability 

to model intricate and hierarchical relationships among indicators and constructs. It extends 

beyond the capabilities of classic regression techniques by accommodating non-linear relation-

ships, non-Gaussian distributions, and cyclical dependencies between model variables 

(Staphorst, 2010; Staphorst et al., 2016a; Vinzi et al., 2010). Techniques such as multiple re-

gression, discriminant analysis, logistic regression, and analysis of variance are deemed first-

generation due to their assumption of independence among numerous dependent variables. 

 

First-generation techniques face constraints due to their inability to comprehensively capture 

complex interdependencies, particularly when addressing interactions among multiple output 

variables. Additionally, these methods often fail to effectively model the mediation effects that 

one construct may exert on another. Furthermore, these techniques rely on the assumption that 

all variables are directly observable, thereby restricting their application to variables that can 

be empirically represented (Staphorst, 2010; Staphorst et al., 2016a; Vinzi et al., 2010). 

 

In contrast, SEM embraces observable and latent constructs, thus bridging the gap left by first-

generation models and providing a more comprehensive framework for modelling complex 
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systems (Staphorst, 2010; Staphorst et al., 2016a; Vinzi et al., 2010). As a result, SEM has 

become an indispensable technique for capturing the nuanced interplay of unobservable varia-

bles often encountered in advanced research contexts. 

 

The PLS regression analysis of the baseline NREN model instantiation, as detailed in Section 

5.3.21, along with the assessments of reliability and validity in Section 5.3.2.2, attest to the 

SEM's adeptness within the TFSEMDF framework for modelling sophisticated, multi-layered 

technology domains. This model instantiation effectively captured a comprehensive view of the 

NREN technology domain in three layers, each representing distinct yet interdependent facets: 

NREN connectivity, NREN services, and NREN utilisation. 

 

Moreover, the baseline instantiation adeptly integrated a spectrum of constructs, encompassing 

technology-centric measures such as NREN core traffic level and context-related factors like 

governmental influence over the NREN. It also proficiently mapped the conjectured network 

of relationships among these constructs, affirming the framework's capacity to represent com-

plex technology and context-related interrelations within NRENs. 

 

6.3.1.3 TFSEMDF Strength: Modelling with Small Sample Sizes using PLS-SEM 

A significant advantage of SEM, when implemented through PLS regression, is its ability to 

surmount challenges frequently encountered in survey-based business research that impede the 

effectiveness of traditional covariance-based regression methods (Staphorst, 2010). Such chal-

lenges include suboptimal response rates, incomplete item responses by participants, and the 

prevalence of highly interrelated survey items. Unlike classical covariance-based regression 

techniques, which tend to produce unreliable outcomes in the face of limited sample sizes and 

missing data, PLS regression maintains stability. It also mitigates the impact of multicollinear-

ity on the standard errors of estimated regression coefficients, thereby preserving the inclusion 

of legitimate predictors within the regression model (Staphorst, 2010; Vinzi et al., 2010). More-

over, PLS regression is proficient in handling multiple correlated output variables, enhancing 

the analytical breadth of the SEM application (Staphorst, 2010; Vinzi et al., 2010). 

 

The utilisation of PLS regression within SEM confers a distinct advantage due to the partial 

estimation approach of the PLS algorithm (referenced in Appendix A), which facilitates less 

restrictive sample size demands compared to traditional CB-SEM methodologies like LISREL 
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(Chin & Newsted, 1999). Herman Wold, the originator of the PLS regression technique, advo-

cated for its suitability in preliminary model explorations. This approach aligns with the inves-

tigative nature of studies like the current one, which seeks to develop TFSEMDF model instan-

tiations that accurately reflect the NREN technology domain rather than for the strict testing of 

hypotheses within established SEM frameworks (Wold, 1980). 

 

Within the field of SEM, a prevalent view among scholars is that PLS regression necessitates a 

sample size that is at least tenfold the number of formative indicators linked to the most complex 

latent construct within the model, whether endogenous or exogenous (Chin & Newsted, 1999; 

Goodhue et al., 2006). The measure of relationship complexity, for this "10-times rule," is de-

termined by the count of formative indicators contributing to the latent construct that possesses 

the most significant number of such indicators (Goodhue et al., 2006). This guideline offers a 

heuristic for researchers to estimate the minimum sample size needed for reliable analysis in 

PLS-SEM studies (Staphorst, 2010). 

 

For the baseline NREN model instantiation, the "10-times-rule" was applied to determine the 

requisite sample size for PLS regression analysis. In this context, the construct NREN Infra-

structure Capability (η1), depicted in Figure 8, was identified as having the most complex form-

ative structure with two indicators: Length of Dark Fibre Infrastructure Owned by the NREN 

(Y1) and Number of Managed Circuits Rented by the NREN (Y2). Consequently, based on this 

rule, the minimum required sample size for successful PLS regression analysis is 20. In the 

TERENA 2011 NREN Compendium data collection (TERENA, 2011), complete survey re-

sponses, as required to perform the data conditioning calculations in Table 2, were obtained 

from only 28 out of the 61 NRENs. However, this surpassed the minimum threshold established 

by the "10-times-rule." This sample size adequacy validated the collected data's suitability for 

the PLS regression analysis of the baseline NREN model instantiation. 

 

6.3.2 WEAKNESSES OF THE TFSEMDF FRAMEWORK 

6.3.2.1 TFSEMDF Weakness: SEM Model Misspecification  

Table 15 below summarises the path coefficients obtained for the structurally disarranged 

NREN model instantiation of Figure 9, while Table 16 details the path coefficient significance 

results. 
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Table 15: TFSEMDF Weakness: SEM Model Misspecification – Part A 

Research Proposition: SEM Path for Structurally Disarranged NREN 

Model Instantiation 

Path Coeffi-

cient 

H1: Government Influence over the NREN (ξ1) → NREN Infrastructure 

Capability (η1) 

γ1 = 0.557 

H2: NREN Advanced Services Capability (η2) → NREN Infrastructure Ca-

pability (η1) 

β1 = 0.046 

H3: Government Influence over the NREN (ξ1) → NREN Advanced Ser-

vices Capability (η2) 

γ2 = 0.865 

H4: NREN Infrastructure Capability (η1) → NREN Core Traffic Level (η3) β2 = 0.295 

H5: NREN Advanced Services Capability (η2) → NREN Core Traffic Level 

(η3) 

β3 = 0.184 

 

Table 15 indicates that there are no unsupported paths due to path coefficients that are negative 

or zero. In contrast, Table 16 shows paths judged as insignificant at α = 0.10 in grey. Table 16’s 

results were obtained using SmartPLS’s bootstrapping function (Ringle et al., 2022), configured 

to generate 500 subsample sets from the 61 cases in the original sample. 

 

Table 16: TFSEMDF Weakness: SEM Model Misspecification – Part B 

Research Proposition: SEM Path for Structurally Disarranged NREN 

Model Instantiation 

p-Value 

H1: Government Influence over the NREN (ξ1) → NREN Infrastructure Capa-

bility (η1) 

0.818 

H2: NREN Advanced Services Capability (η2) → NREN Infrastructure Capa-

bility (η1) 

0.985 

H3: Government Influence over the NREN (ξ1) → NREN Advanced Services 

Capability (η2) 

0.001 

H4: NREN Infrastructure Capability (η1) → NREN Core Traffic Level (η3) 0.034 

H5: NREN Advanced Services Capability (η1) → NREN Core Traffic Level (η3) 0.130 
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6.3.2.2 TFSEMDF Weakness: PLS-SEM Overfitting  

Overfitting in PLS-SEM is a significant issue, particularly in complex models with numerous 

predictors. This problem arises when a model is overly attuned to the specific data it was trained 

on, including its outliers and anomalies, rather than capturing the underlying relationships. Such 

overfitted models exhibit high accuracy on their training datasets but perform poorly on new, 

unseen data due to their lack of generalisability (Danks et al., 2020). 

 

In the context of TFSEMDF model instantiations for the NREN technology domain, consider 

a PLS-SEM model developed to predict network congestion based on a myriad of technology 

indicators such as user behaviour patterns, data usage, network signal strength, as well as con-

text-related indicators like weather conditions. If this TFSEMDF model is overly complex, in-

cluding excessive minute and interrelated predictors, it may become too tailored to the specific 

dataset used for its development. As a result, while the model might accurately predict conges-

tion scenarios within the training dataset, its ability to forecast the TF output metric for network 

congestion under different conditions or in other network environments may be substantially 

compromised. 

 

This example emphasises the importance of a balanced approach in TFSEMDF model instan-

tiation development when using PLS regression analysis, particularly in fields such as telecom-

munications, where the dynamics are complex and evolving. Ensuring the model captures rel-

evant patterns with sufficient detail without binding it so intricately to the training data that its 

broader applicability suffers is essential. To mitigate the risks of overfitting and enhance the 

model’s utility in real-world applications, rigorous validation techniques, including cross-vali-

dation and testing the model on different datasets, are vital (Danks et al., 2020). 

 

6.4 DISCUSSION 
Subsequent sections offer a critical discussion of the results obtained in this study phase. Sec-

tion 6.4.1 discusses the results of assessing the TFSEMDF framework's strengths pertinent to 

Research Objective 3(a). Section 6.4.2 discusses the results of evaluating the framework's 

weaknesses, addressing Research Objective 3(b). 
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6.4.1 STRENGTHS OF THE TFSEMDF FRAMEWORK 
The results presented in Section 6.3.1.1 for the PLS regression analyses of the baseline NREN 

model instantiation, using various levels of context-related information inclusion, clearly 

demonstrate the significant contribution of this information to developing a valid and reliable 

TFSEMDF model structure. An examination of the results in Table 13 and Table 14 reveals 

that the omission of any combination of reflective indicators from the Government Influence 

over the NREN (ξ1) construct, specifically NREN Governance Mode (X1), Level of Government 

Funding (X2), and Range of Institutions the NREN is Mandated to Connect (X3), resulted in 

invalidating at least three of the research propositions in the model instantiation. Path coeffi-

cients diminished to zero for these instances, or their significance results exceeded α = 0.10. 

 

As indicated by the results, including a complete set of context-related measurement indicators 

in the baseline NREN model instantiation substantially enhanced the model's overall structural 

validity. This inference arises from an analysis where only a single path faced invalidation, 

suggesting that incorporating context-related indicators into the TFSEMDF framework's fore-

casting calculations for the NREN technology domain enhances the model's structural sound-

ness (Staphorst, 2010; Vinzi et al., 2010). Consequently, this inclusion likely improves the 

model's capacity to accurately estimate the TF output metric, NREN Core Traffic Level (Y4), 

which is pivotal in measuring the utilisation of an NREN. 

 

During this exploration, a notable observation emerged: Research Proposition H2, which posits 

a relationship between NREN Infrastructure Capability (η1) and NREN Advanced Services Ca-

pability (η2), survived in scenarios excluding context-related information. Contrary to expecta-

tions, this was the only proposition dismissed in the baseline model instantiation when includ-

ing all context-related information. The phenomenon of technology leapfrogging within the 

global NREN community (Mbarika et al., 2000) offers a plausible explanation for this outcome. 

However, caution is advised in interpreting this result in isolation, as excluding all context-

related information led to rejecting all other research propositions. Thus, the singular validity 

of H2 does not imply an SEM model's efficacy in estimating the TF output metric NREN Core 

Traffic Level (Y4). 

 

In Sections 6.3.1.2 and 6.3.1.3, the study scrutinises two key strengths of the TFSEMDF frame-

work: SEM's capability to model complex hierarchical systems and PLS-SEM's adeptness in 
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handling regression analysis with small sample sizes. The results from these sections robustly 

indicate the framework's proficiency in developing valid and reliable models for intricate tech-

nology domains, such as NRENs. This process encompasses the integration of both technology 

and context-related constructs and indicators. Notably, the framework demonstrated its effec-

tiveness even with limited datasets, as evidenced by applying TERENA (2011) indicator data 

for this analysis. 

 

6.4.2 WEAKNESSES OF THE TFSEMDF FRAMEWORK 
Section 6.3.2.1 in the study addresses the impact of inadequate structural design in the 

TFSEMDF framework, pinpointing it as a significant weakness. As detailed in Table 15 and 

Table 16, the analyses expose the effects of a poorly formulated structure for a TFSEMDF 

model instantiation. Specifically, the study examined a scenario that altered the path between 

NREN Infrastructure Capability (η1) and NREN Advanced Services Capability (η2), deviating 

from its original theoretical foundation. The result was the rejection of three essential paths, 

including a crucial path linked to the NREN Core Traffic Level (η3) construct, which is vital for 

the TF output metric. Consequently, this structurally disarranged model instantiation was inef-

fective in accurately forecasting the NREN Core Traffic Level (Y4), emphasising the critical 

importance of a theoretically sound structural design in model development within the 

TFSEMDF framework. 

 

The distinction between the cross-sectional NREN model instantiation (Section 5.2.1.1) and the 

autoregressive NREN model instantiation (Section 5.2.2.1) exemplifies the importance of 

proper structure in TFSEMDF framework model instantiations. Based on Staphorst et al. 

(2016a) and used as the baseline NREN model instantiation in this chapter, the cross-sectional 

model contrasts with the autoregressive model, which needs more hypothesis integration from 

peer-reviewed literature as in Staphorst et al. (2016b). The latter's limited success, with only 

three valid paths out of eight, highlights the significance of grounding model structures in well-

established theoretical hypotheses. 

 

Section 6.3.2.2 addresses a fundamental weakness in the TFSEMDF framework related to the 

tendency of PLS-SEM to overfit, especially in complex models with an abundance of predic-

tors. This issue, where the model becomes overly sensitive to the nuances of the training data, 

including outliers and anomalies, can detract from its ability to discern genuine underlying 
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relationships. Future research directions for the TFSEMDF framework will include employing 

SEM post-processing techniques, using datasets different from those originally used to create 

model instantiations to calculate output TF metrics. This examination will focus on strategies 

to mitigate the occurrence of PLS-SEM overfitting within the TFSEMDF framework. 

 

6.5 CONCLUDING REMARKS 
This chapter delved into the study's third phase, focusing on assessing the inherent strengths 

and weaknesses of the TFSEMDF framework within the NREN technology domain. It com-

menced with an introduction that set the context for this phase. It built upon the insights derived 

from the earlier analyses of the improved cross-sectional NREN model instantiation and a struc-

turally disarranged NREN model instantiation. The chapter's objective was to critically assess 

the efficacy and limitations of the TFSEMDF framework, leveraging the empirical findings 

from Chapter 5's analysis to inform a nuanced understanding of its performance as a TF tool in 

complex technology domains, such as the NREN ecosystem. 

 

This chapter's section on the research methodology for the third phase of the study consists of 

two distinct yet interconnected parts. The first part explored the TFSEMDF framework's intrin-

sic strengths, while the second examined its inherent weaknesses. This approach utilised the 

initial simplex autoregressive and the improved cross-sectional NREN model instantiations, as 

analysed in Chapter 6. This dual-faceted methodology facilitated a holistic evaluation, allowing 

for a balanced assessment that underscored the framework's capabilities and identified areas for 

potential improvement. 

 

The results section of this chapter presents findings following the two research objectives set 

for this phase: understanding the strengths and weaknesses of the TFSEMDF framework. The 

first part of the section delved into the framework's strengths, providing a thorough analysis 

that validated its efficacy in the NREN technology domain. The second part transitions to crit-

ically exploring the framework's weaknesses, shedding light on areas where it may face con-

straints or challenges. 

 

The chapter's discussion section critically reviewed the findings from the investigation into the 

TFSEMDF framework's inherent strengths and weaknesses. It thoroughly explored the impli-

cations of these aspects, carefully evaluating their collective impact on the framework’s overall 
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effectiveness and practical use. This analysis aimed to place the findings within the larger con-

text of TF in the NREN domain, providing insights on utilising the framework’s strengths and 

mitigating its weaknesses to improve performance. 

 

Finally, Section 7.2.3 articulates conclusions about this research phase. This section provides 

an extensive discussion of the conclusions drawn from the chapter's results and discussions, 

delivering an objective assessment of the TFSEMDF framework's strengths and weaknesses in 

the context of the NREN technology domain. 
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CHAPTER 7 – CONCLUSIONS, REFLECTIONS 

AND FUTURE DIRECTIONS 
 

7.1 INTRODUCTION 
The chapter begins by articulating the conclusions from the study's three phases. Initially, it 

examines the first phase, detailing conclusions from the methodologies employed and findings 

gathered in developing the TFSEMDF framework. This stage encompassed the creation of ge-

neric frameworks for SEM, context-sensitive DF, and technology indicator relational mapping 

for TF, alongside their integration into the TFSEMDF framework. The narrative then progresses 

to the second phase, presenting conclusions based on applying the TFSEMDF framework, spe-

cifically the construction and PLS regression analysis of the autoregressive and cross-sectional 

NREN model instantiations. Finally, the chapter concludes the third phase by evaluating the 

methodologies implemented and results obtained, particularly in assessing the TFSEMDF 

framework's strengths and shortcomings. 

 

Next, this chapter reflects on the study's achievement of the stated research aims and objectives. 

It covers the development, application, and evaluation of the TFSEMDF framework in the 

NREN technology domain, highlighting significant accomplishments. Furthermore, it details 

the thesis sections that outline methodologies and results, providing a clear and comprehensive 

summary of the achievement of the research goals. 

 

This chapter also reflects ongoing research efforts that enhance and extend the TFSEMDF 

framework and other independent studies focusing on TF within the NRENs. These studies 

employ diverse approaches, including participatory foresight and systems thinking, to address 

complex challenges in forecasting technology trends and service adoption in NRENs. Addi-

tionally, the growing trend of exploring technological forecasting from the perspective of com-

plex systems receives attention. This trend highlights an increasing shift towards more integra-

tive and holistic approaches in the field, underlining the importance of considering complex 

interdependencies within TF. 
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Lastly, the study focuses on the exploration of future research avenues. Future research will 

focus on adapting the TFSEMDF framework for use in technology domains beyond NRENs 

and efforts to strengthen and address identified weaknesses. Additionally, it considers future 

research could focus on addressing the shortcomings in the research methodologies and sec-

ondary data sources employed throughout this study, paving the way for more robust and com-

prehensive research approaches in the field of TF. 

 

7.2 RESEARCH PHASE CONCLUSIONS 
The subsequent sections detail the conclusions from each phase of the research. Section 7.2.1 

addresses the outcomes of the first phase, which focused on developing the TFSEMDF frame-

work. This phase involved creating and integrating generic frameworks for SEM, DF, and tech-

nology indicator relational mapping for TF, thereby building upon the preliminary conclusions 

from Staphorst et al. (2013). Section 7.2.2 examines the findings of the second phase, which 

involved applying the TFSEMDF framework to construct and analyse the autoregressive and 

cross-sectional NREN model instantiations. This section enhances the initial findings presented 

by Staphorst et al. (2014, 2016a). Section 7.2.3 explores the conclusions from the third phase, 

investigating the inherent strengths and weaknesses of the TFSEMDF framework within the 

NREN technology domain and extending the foundational work discussed in Staphorst et al. 

(2016b). 

 

7.2.1 RESEARCH PHASE ONE: TFSEMDF FRAMEWORK DEVELOPMENT 
The first phase of the study, focusing on developing the TFSEMDF framework, concludes with 

significant achievements in addressing Research Objectives 1(a) and 1(b). This foundational 

phase, captured in Chapter 4, led to the creation of generic frameworks for SEM, context-sen-

sitive DF, and technology indicator relational mapping for TF and their subsequent integration 

into the cohesive TFSEMDF framework. The results from this phase represent a synthesis of 

theoretical models into a practical and functional framework, highlighting the study's innova-

tive approach to seamlessly merging these diverse methodologies. 

 

The successful completion of Research Objective 1(a) entailed the development of generic 

frameworks for SEM, context-sensitive DF, and technology indicator relational mapping for 

TF. Achieving this required conducting a wide-ranging literature review and employing a sys-

tematic approach that combined comparative analysis (Glasser, 1965; Smith, 2015) with 
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grounded theory methodology (Charmaz, 2006). This strategic methodology was essential in 

distilling each field's complex features and thematic patterns. As a result, the study has ab-

stracted frameworks encapsulating the core principles of SEM, DF, and technology indicator 

relational mapping for TF, showing the potential for interplay and synergy among these do-

mains. These frameworks, characterised by their structural overlap and scalability in layering 

complexity, are tailored to meet diverse user requirements and application contexts in TF. 

 

The successful completion of Research Objective 1(b) is marked by the strategic application of 

the framework unification methodology, effectively integrating the generic frameworks for 

SEM, DF, and technology indicator relational mapping for TF into the cohesive TFSEMDF 

framework. The process incorporated comparative analysis (Glasser, 1965; Smith, 2015) and 

enhancement through cross-disciplinary integration (Johnson & Onwuegbuzie, 2004), seam-

lessly weaving unique characteristics of each domain into a unified model. The result of this 

concerted effort is a synthesis of diverse methodologies, presenting a framework that is not only 

complex in its structural design but also robust in its functional capabilities. This framework 

encapsulates the theoretical depth and practical versatility of SEM, the context-sensitive data 

processing sophistication of DF, and the forward-looking insights of TF, making it a ground-

breaking tool in the field of TF. 

 

The TFSEMDF framework is particularly notable for its ability to accurately represent complex 

hierarchical relationships between technology indicators and TF output metrics, even in scenar-

ios of limited data availability. It accommodates various indicator data types and can effectively 

navigate complex construct interplays. The framework's versatility extends to seamlessly han-

dling non-linear and non-Gaussian factors and addressing cyclical or mediating dependencies 

among latent and directly observable variables (Vinzi et al., 2010). Its scalable architecture 

allows it to adjust to diverse user requirements and contexts, seamlessly integrating context-

related information into the forecasting process. Thus, the TFSEMDF framework presents a 

revolutionary approach to TF, uniquely tailored to complex technology domains with intricate 

structural and contextual dynamics. 

 

7.2.2 RESEARCH PHASE TWO: TFSEMDF FRAMEWORK APPLICATION 
The second phase of the study, encompassing Research Objectives 2(a) and 2(b), was devoted 

to the realisations of the TFSEMDF framework by creating and analysing two distinct NREN 
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model instantiations. Chapter 5 details this study phase's methodologies, results, and discus-

sions. Objective 2(a) involved developing an autoregressive NREN model instantiation for lon-

gitudinal TF, applying PLS regression analysis to forecast technological trends over time. In 

contrast, Objective 2(b) focused on a cross-sectional NREN model instantiation, utilising PLS 

regression for transversal TF to capture a snapshot of technological status across various 

NRENs. These model instantiations were rigorously analysed using the 2011 TERENA NREN 

Compendium data. This phase was crucial in determining key model parameters, such as indi-

cator loadings and path coefficients, and in validating the reliability and structural integrity of 

the model instantiations. It extended the foundational research of Staphorst et al. (2013, 2014, 

2016a), demonstrating the TFSEMDF framework's capability to adapt to different modelling 

approaches within the NREN context. 

 

The construction of the autoregressive NREN model instantiation in this study was grounded 

in deductive reasoning, drawing insights from the author's experiential learning while serving 

as the Director of SANReN and from the TERENA 2011 NREN Compendium. This model 

instantiation was a three-layer model instantiation of the TFSEMD framework, incorporating 

eight defined Research Propositions. The design of these propositions stemmed from hypothe-

sised interrelationships among various technology and context-related constructs. By employ-

ing path coefficient and significance testing, the study rigorously tested these hypothesised re-

lationships within the autoregressive NREN model, providing a methodological approach for 

validating the interconnectivity of the constructs defined. 

 

The PLS regression results for the autoregressive NREN model instantiation offered compre-

hensive insights. Most technology-related indicators, barring Access to IPv6 Addresses (Y4), 

effectively measured their designated constructs. Context-related indicators showed a similar 

pattern of adequacy in representing their constructs. The study found evidence supporting sev-

eral hypothesised relationships within technology constructs (e.g., between NREN Infrastruc-

ture Capability (η1) and NREN Advanced Services Capability (η2)), as well as between technol-

ogy and context constructs (e.g., between Scope of the NREN Mandate (ξ2) and Current NREN 

Reach (η3)), underpinned by secondary data from the TERENA NREN Compendium series 

(GÉANT, 2022; TERENA, 2011, 2012). However, the data did not corroborate certain postu-

lated relationships, such as between the Scope of the NREN Mandate (ξ2) and Forecasted NREN 

Reach (η4) constructs. Furthermore, the reliability and validity evaluation of the NREN model 
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instantiation revealed that while the measurement portion effectively contributed to the forecast 

of future NREN reach, the structural portion exhibited limitations. 

 

In addressing the construction of the cross-sectional NREN model instantiation, the study ap-

plied learnings from the methodological approach used in the autoregressive model instantia-

tion, aiming to refine its definition of research propositions to avoid excessively rejecting SEM 

paths. Drawing on a combination of action research from SANReN, TERENA's yearly NREN 

Compendium data (GÉANT, 2023; TERENA, 2011, 2012), and literature on hypothesised in-

terrelationships between constructs, defining five research propositions for the cross-sectional 

model instantiation (which also consisted of three DF layers). These propositions aimed to rep-

resent the theorised interconnections between diverse technology and context-related con-

structs. Moreover, the cross-sectional NREN model instantiation, as conceived in this study, 

theorised that an NREN's infrastructure capability (defined at DF level 0) and its advanced 

services capability (defined at DF level 1) both have a positive relationship with the govern-

ment's influence, categorised as a contextual factor. 

 

Additionally, the cross-sectional NREN model instantiation hypothesised a positive correlation 

between the NREN's infrastructure and advanced services capabilities. These capabilities, in 

conjunction, were believed to positively influence the NREN's core network traffic (an indica-

tion of its utilisation), defined as the TF output metric for this specific model instantiation. The 

study used path coefficient analysis and significance testing to test these propositions within 

the cross-sectional NREN model instantiation. 

 

Applying the 2011 TERENA NREN Compendium data for PLS regression in the cross-sec-

tional NREN model instantiation provided significant insights. This analysis confirmed that all 

selected technology indicators effectively measured their corresponding constructs. However, 

the data did not support one hypothesised relationship, the positive correlation between an 

NREN's infrastructure and its advanced services capability. This anomaly might be attributed 

to the trend of technology leapfrogging prevalent in the global NREN community, where de-

veloping NRENs, often with support from more advanced counterparts, are rapidly adopting 

advanced services despite relatively nascent infrastructure capabilities (GÉANT, 2023; Mba-

rika et al., 2000; Melhem et al., 2021). The final analysis of the cross-sectional NREN model 

instantiation, using 2011 TERENA NREN Compendium data, demonstrated that its 
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measurement and structural components significantly contributed to accurately forecasting the 

technology usage metric for NRENs. 

 

The study's second phase underscores three vital insights about the TFSEMDF framework: 

First, its proficiency in modelling complex, multi-layered technology domains like NRENs, 

where contextual factors significantly influence technological evolution. Second, the frame-

work demonstrates versatility in generating longitudinal and cross-sectional TF metrics, cater-

ing to varied analytical needs within the technology domain. Third, constructing TFSEMDF 

model instantiations necessitates a harmonious blend of specialist knowledge (sourced from 

action research), established theoretical underpinnings, and robustly collected technology and 

context-related data. This balanced approach is crucial for the framework's efficacy in deliver-

ing insightful and accurate TF outcomes. 

 

7.2.3 RESEARCH PHASE THREE: TFSEMDF FRAMEWORK ASSESSMENT 
The third phase of this study, detailed in Chapter 6, delved into the TFSEMDF framework's 

inherent strengths and weaknesses derived from its constituent elements, PLS-SEM and con-

text-sensitive DF. Expanding upon Staphorst et al.'s earlier work (2013, 2014, 2016a), this 

phase examined strengths like the SEM-based DF's integration of context-related information, 

SEM's modelling of complex hierarchical interrelationships, and PLS-SEM's effectiveness with 

small sample sizes in its efforts to address Research Objective 3(a). It also explored weaknesses, 

such as the ramifications of SEM model misspecification and the tendency of PLS-SEM to 

overfit in cases where models become too narrowly tailored to specific datasets, as part of Re-

search Objective 3(b). This exploration used the cross-sectional NREN model as a baseline and 

a structurally disarranged derivative, utilising the 2011 TERENA NREN Compendium for data. 

Following Evermann and Tate's (2010) SEM model comparison method, the focus was on path 

coefficients and significance results to explain the impact of these strengths and weaknesses. 

 

Integrating context-related information into the TFSEMDF framework significantly enhanced 

its structural validity, especially in forecasting the core traffic volumes of NRENs within the 

baseline model instantiation. This enhancement demonstrates the framework's profound 

strength in capturing the nuanced interplay of various technological and contextual factors 

within a technology domain. However, a potential vulnerability arises if the model specification 

does not consider all pertinent context-related information. Such an oversight can result in 
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superficially structured models needing more depth to comprehensively encapsulate the full 

array of dynamics in the specific technology domain. Such underdeveloped models risk omit-

ting critical aspects essential for a thorough and accurate representation of the technology do-

main, potentially limiting the effectiveness and applicability of the framework in real-world 

scenarios. 

 

Within the TFSEMDF framework, using SEM to model the intricate and hierarchical relation-

ships within NRENs represents a significant strength. SEM's ability to handle complex, non-

linear relationships and its proficiency in dealing with non-Gaussian distributions and cyclical 

dependencies far exceed the capabilities of traditional regression techniques. This sophistica-

tion is particularly evident in its integration of observable and latent constructs, providing a 

more holistic understanding of the NREN environment and capturing crucial aspects like con-

nectivity, services, and utilisation. The application of SEM in this context, reinforced by the 

PLS regression analysis, illustrates its capacity to map out the multi-dimensional nature of 

NRENs and highlights its essential role in dissecting the intricate interplay of technology and 

context-related metrics. 

 

Using PLS-SEM within the TFSEMDF framework for modelling with small sample sizes rep-

resents a substantial methodological strength. This approach successfully addresses common 

challenges in survey-based studies, such as suboptimal response rates and the complexity of 

interrelated survey items, which often impede traditional covariance-based methods. The sta-

bility of PLS regression in scenarios of limited sample sizes and its ability to mitigate the effects 

of multicollinearity enhances the reliability of the model outcomes. This aspect is crucial in the 

NREN context, where comprehensive data gathering can be challenging, making PLS-SEM a 

valuable tool for insightful analysis with constrained datasets. The practical adherence to the 

"ten-times rule" for sample size determination, as demonstrated in the baseline NREN model 

instantiation, not only exemplifies the applicability of this rule but also highlights the robustness 

of PLS-SEM in producing reliable insights from smaller, more focused datasets. This capability 

is especially pertinent in advancing NREN technology research, where the precision and accu-

racy of model predictions are paramount yet often limited by dataset size. 

 

The study illuminated that model instantiations of the TFSEMDF framework, if not solidly 

based on theoretical underpinnings, face significant path validity issues. This misalignment of-

ten leads to the invalidation of paths, marked by zero or negative coefficients and low 
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significance scores, and this effect can extend to even those theoretically grounded paths. On 

the other hand, the framework's core strength lies in its adeptness at modelling complex hierar-

chical structures between technology indicators and TF output metrics. It capably handles non-

linear and non-Gaussian factors and cyclical dependencies among variables, showcasing its ro-

bustness in intricate technology forecasting contexts (Staphorst, 2010; Vinzi et al., 2010). 

 

The issue of overfitting in PLS-SEM poses a significant challenge, particularly for models with 

many predictors. This challenge is crucial in telecommunications and similar fields, where the 

dynamics are intricate and constantly evolving. Overfitting manifests when a model, finely 

tuned to specific training data, fails to generalise and perform accurately on new, unseen da-

tasets. This issue becomes especially problematic in complex model instantiations that predict 

phenomena like network congestion, which might rely on various technology and context-re-

lated indicators. The tendency of such models to fit closely to specific datasets, including out-

liers and anomalies, compromises their predictive validity in different or evolving network en-

vironments. A balanced approach in developing the TFSEMDF model instantiation is essential 

to counteract this. While the model should be detailed enough to capture the relevant intricacies 

within the NREN technology domain, it should avoid being overly specific to the point where 

its broader applicability is compromised. Incorporating rigorous validation techniques, includ-

ing cross-validation and testing across diverse datasets, is fundamental. These practices are crit-

ical for mitigating overfitting risks and enhancing the model's practical utility and adaptability. 

 

7.3 REFLECTIONS ON RESEARCH AIMS AND OBJECTIVES 
As outlined in Section 1.3, this study aimed to achieve three primary research objectives within 

the NREN technology domain: the development, application, and assessment of the TFSEMDF 

framework. Following the structured roadmap depicted in Figure 2, the research unfolded 

across three distinct phases, each targeting specific research objectives detailed in Chapter 3.  

To briefly present this journey, Table 17 provides an overview of how the study methodically 

addressed each research aim and its associated objectives. The table includes references to the 

applicable methodology and results sections and a short description of the achievements for 

each research objective. 
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Table 17: Reflections on Research Aims and Objectives 

Phase: Re-

search Aim 
Research Objective 

Method and 

Results Sec-

tions 

Achievements 

Phase 1: 

TFSEMDF 

Development 

1(a) Generic SEM, 

DF and technology 

indicator relational 

mapping for TF 

framework abstrac-

tion 

4.2.1 

and  

4.3.1 

Developed generic frameworks for 

SEM, context-sensitive DF and 

technology indicator relational map-

ping for TF using inductive reason-

ing, with thematic analysis and 

grounded theory 

1(b) TFSEMDF 

framework construc-

tion 

4.2.2 

and 

4.3.2 

Developed TFSEMDF framework 

by combining generic frameworks 

for SEM, context-sensitive DF and 

technology indicator relational map-

ping for TF using inductive reason-

ing, with comparative analysis and 

cross-disciplinary integration 

Phase 2: 

TFSEMDF 

Application 

2(a) Autoregressive 

NREN model instan-

tiation development 

5.2.1 

and 

5.3.1 

Constructed autoregressive NREN 

model instantiation using action re-

search and TERENA (2011, 2012), 

then performed PLS regression 

analysis using TERENA (2011, 

2012) data to determine model pa-

rameters, as well as their reliability 

and validity 
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2(b) Cross-sectional 

NREN model instan-

tiation development 

5.2.2 

and 

5.3.2 

Constructed cross-sectional NREN 

model instantiation using action re-

search, TERENA (2011) and pub-

lished hypotheses, then performed 

PLS regression analysis using 

TERENA (2011) data to determine 

model parameters, as well as their 

reliability and validity 

Phase 3: 

TFSEMDF 

Assessment 

3(a) Explore 

TFSEMDF strengths 

6.2.1 

and 

6.3.1 

Used cross-sectional NREN model 

instantiation as a baseline to per-

form PLS regression using 

TERENA (2011) data to explore 

TFSEMDF strengths, including 

context-related information inclu-

sion, complex interrelationship 

modelling and accommodating 

small sample sizes  

3(b) Explore 

TFSEMDF weak-

nesses 

6.2.2 

and 

6.3.2 

Used baseline NREN model instan-

tiation and structurally disarranged 

derivative thereof to perform PLS 

regression using TERENA (2011) 

data to explore TFSEMDF weak-

nesses, including model misspecifi-

cation and PLS-SEM overfitting 

 

7.4 REFLECTIONS ON RELATED RESEARCH  
This study amalgamated SEM, context-sensitive DF, and TF indicator relational mapping, cre-

ating the innovative TFSEMDF framework. This framework has demonstrated its applicability 

and robustness within the NREN technology domain and holds immense potential in shaping 

the future of TF. The author's ongoing efforts to further develop this framework, as outlined in 

Section 7.5, aim to enhance its application methodologies, extend its utility to other complex 

technology domains, and address its identified weaknesses. It is worth noting that while this 

research is progressing, other scholars are also actively involved in enhancing TFSEMDF, and 
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numerous others are conducting related research into NRENs, thereby advancing the broader 

field of TF. 

 

In their comparative analysis, Dash and Paul (2021) explore CB-SEM and PLS-SEM, including 

its variant, Consistent PLS. Focusing on applying these methodologies within social sciences 

and TF, the researchers explicitly cite the work by Staphorst et al. (2016a) and reference the 

development of the TFSEMDF framework, illustrating the foundational influence of Staphorst 

et al. (2013, 2014, 2016a, 2016b) on their study, particularly in how to apply SEM methodolo-

gies to complex forecasting scenarios. Dash and Paul (2021) use empirical data from an inter-

national sample to evaluate the strengths and weaknesses of CB-SEM and PLS-SEM in accu-

rately predicting and explaining structural relationships. While PLS-SEM tends to yield higher 

item loadings and better construct reliability and validity, CB-SEM offers superior model fit 

indices. This distinction underscores PLS-SEM's utility in environments where adaptive mod-

elling and theoretical exploration are prioritised over conventional theoretical confirmation, 

making it highly applicable in the TFSEMDF framework. 

 

The research by Yaver et al. (2016) is a significant contribution to the field, as it focuses on 

identifying future trends in advanced technology services within NRENs through a foresight 

methodology. Their approach, which involved consultations with international experts, primar-

ily directors from various NRENs, yielded key findings with profound implications. The study 

suggests a growing trend towards providing dark fibre links to users, which enhances flexibility 

and agility in delivering new and improved services. It also highlights the potential for NRENs 

to collaborate with mobile service providers to offer academically innovative solutions. An-

other crucial outcome is the importance of extending connectivity to non-university institutions 

like hospitals, which could facilitate remote healthcare services. These insights are invaluable 

for any NREN seeking to expand or enhance its service offerings and could significantly influ-

ence global strategic planning and technological upgrades in educational and research networks. 

Yaver et al.'s (2016) findings align with this study's cross-sectional NREN model instantiations' 

proposed relationship between an NREN's infrastructure capability and the utilisation of the 

NREN. 

 

Pillay et al. (2021) developed a comprehensive systems-thinking model to advance the adoption 

of value-added services within NRENs. This model, articulated through a rigorously designed 

causal diagram, systematically identifies and visualises the intricate interconnections and 
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dependencies that influence service adoption decisions within NRENs. The approach adopted 

by Pillay et al. (2021) involved the application of design science research methodologies, which 

facilitated a robust validation process through iterative refinements based on feedback from a 

panel of international NREN experts. This validation process strengthened the model's reliabil-

ity. It ensured its applicability across diverse NREN contexts, providing stakeholders with a 

powerful tool for strategic decision-making and effective communication regarding NREN ser-

vice strategies. Furthermore, the model encapsulates a holistic view of the NREN service eco-

system, allowing for a deeper understanding of the dynamics and potential levers for enhancing 

service management and delivery. The model developed by Pillay et al. (2021) supports the 

hypothesised relationship in this study's cross-sectional NREN model instantiation between an 

NREN's advanced services capability and the utilisation of the NREN. 

 

Exploring technological forecasting from the perspective of complex systems theory, as out-

lined in the detailed analysis by Feng et al. (2022), marks a crucial trend in the TF field. This 

research highlights the importance of employing robust modelling techniques and dynamic ad-

aptations to enhance the precision and relevance of forecasting methodologies. The study ad-

vocates integrating diverse data sources, thereby enriching the forecasting models to accurately 

capture the intricate interdependencies within technological ecosystems. Feng et al. (2022) 

demonstrate how complex systems theory can profoundly impact TF by emphasising nonlinear 

interactions and emergent behaviours, offering insights into more resilient and adaptive fore-

casting models. These insights are crucial for developing models that are reactive to current 

technological trends and proactive in anticipating future developments. The relevance of Feng 

et al.'s (2022) approach to the TFSEMDF framework developed in this thesis is significant. It 

underscores the necessity of modelling complex hierarchical relationships and achieving com-

prehensive data integration through context-sensitive DF, which is core to the framework's abil-

ity to effectively navigate and forecast the intricate dynamics of technology development within 

context-sensitive technology domains, such as NRENs.  

 

7.5 FUTURE RESEARCH DIRECTIONS 
This study paves the way for future research endeavours involving the TFSEMDF framework. 

These prospective studies encompass refining application methodologies for the TFSEMDF 

framework in the NREN technology domain and expanding its use to other complex technology 

domains where contextual factors are significant. Further research could address the TFSEMDF 
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framework's identified weaknesses, capitalising on its strengths, exploring emergent features, 

and conducting comparative analyses with other TF methodologies.  

The following list outlines the specifics of these future research directions, providing a roadmap 

for ongoing scholarly investigation in this field. 

 

• The TERENA NREN Compendiums, limited in respondent scope from the global 

NREN community, restrict the sample size for PLS regression in NREN model instan-

tiations. Additionally, the data collection and processing methodologies employed by 

TERENA are not transparent. While PLS-SEM can handle smaller datasets, broader 

responses would enhance model accuracy. Future research will thus involve a qualita-

tive study to identify improved constructs and indicators, directly extracting quantitative 

data on technology and context-related indicators from the global NREN community. 

• While this study successfully determined the TFSEMDF's usefulness in longitudinal 

and transversal TF for the NREN technology domain, it did not compare its capabilities 

against other popular TF techniques. Hence, future research could include a comparative 

study between TFSEMDF and other methods, most notably TFDEA, thereby critically 

comparing their capabilities, limitations and use cases. 

• TFSEMDF's application in a complex, context-loaded technology domain, such as 

NRENs, showed its prowess at performing longitudinal and transversal TF in such tech-

nology domains. Exploring whether other fields that technology and contextual factors 

heavily influence, such as the socio-politically charged and technologically complex 

domain of AI, would also benefit from this approach would be interesting (Ashok et al., 

2022; Chatterjee & Bhattacharjee, 2020; Crawford, 2021). 

• The autoregressive NREN model instantiation exhibited capability in conducting longi-

tudinal TF within the NREN technology domain. However, its overall structural perfor-

mance suggests a need for more in-depth investigation into this type of application of 

the TFSEMDF framework. Exploring more sophisticated longitudinal SEM techniques 

like CLPM (Hamaker et al., 2015) and DSEM (Asparouhov et al., 2018) could enhance 

understanding and effectiveness in this domain. These advanced methodologies may 

offer improved insights and accuracy in modelling the temporal dynamics and causal 

relationships inherent in longitudinal TF studies. 

• This study did not consider SEM post-processing, specifically the forecasting of TF 

output metrics with datasets distinct from those utilised in constructing and testing the 
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NREN model instantiations. Future studies could address this gap and explore strategies 

to mitigate PLS-SEM overfitting in TF applications characterised by many technology 

and context-related indicators and constructs. Such investigations would enhance the 

model's predictive accuracy and generalisability, particularly in complex, indicator- and 

construct-rich environments. 

 

This study's development, application, and assessment of the TFSEMDF framework have 

opened new avenues in applying SEM for context-sensitive DF in TF. Despite the study's suc-

cess in conceptualising, implementing, and evaluating this framework, there remains significant 

scope for further exploration and enhancement. The untapped potential of this approach, par-

ticularly the integration context sensitivity into SEM for TF, suggests vast opportunities for 

future research and advancements in this area. 

 

 
 

"There are many methods for predicting the future. For example, you can read horoscopes, 

tea leaves, tarot cards, or crystal balls. Collectively, these methods are known as 'nutty meth-

ods.' Or you can put well-researched facts into sophisticated computer models, more com-

monly referred to as 'a complete waste of time.'" 

(Source: Scott Adams, the "Dilbert" comic strip creator, n.d.) 
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APPENDIX A – PLS REGRESSION ANALYSIS FOR 

TFSEMDF 
 

A.1 INTRODUCTION 
PLS regression, conceived by Herman Wold in the 1960s, is positioned uniquely between su-

pervised and unsupervised learning methodologies. Initially applied within scientific research, 

PLS regression has diversified its applications, extending its utility to chemometrics, bioinfor-

matics, and environmental modelling (Wold et al., 2001). Its chief merit lies in its adeptness at 

handling scenarios involving multiple correlated predictors, a common characteristic of intri-

cate datasets. PLS regression accomplishes this by creating predictor variables called compo-

nents through linear combinations of the original predictors, effectively simplifying the data 

structure (Abdi, 2010; Rosipal & Krämer, 2006). 

 

One distinguishing feature of PLS regression is its focus on components that exhibit correla-

tions with the response variable. In contrast to principal component regression, which primarily 

seeks to account for variance among predictors, PLS prioritises forecasting outcomes over com-

prehending the underlying data structures (Wold, 1966). The methodology operates iteratively, 

incrementally extracting one component at a time to enhance the model's predictive capacity. 

This iterative process offers a systematic means of constructing models, with the number of 

components extracted determined by the model's predictive performance (Wold, 1966). 

 

PLS regression has found a niche in fields like chemometrics due to its prowess in managing 

sets of predictors afflicted by multicollinearity, notably in the analysis of spectroscopic data 

(Wold & Sjöström, 1977). Furthermore, PLS regression holds a distinct advantage over con-

ventional regression methods when confronted with scenarios characterised by a plethora of 

predictors and limited sample sizes. This adaptability is especially valuable in the domain of 

genomic data analysis, which aids in elucidating the relationships between genetic data and 

phenotypic traits (Boulesteix & Strimmer, 2007). Consequently, PLS regression is an indispen-

sable tool for data scientists and statisticians grappling with high-dimensional datasets. 
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A.2 APPLICATION OF PLS REGRESSION IN SEM ANALYSIS 
The application of PLS within the SEM domain constitutes a significant advancement, particu-

larly in business research. SEM, originally conceptualised by Jöreskog in 1973, initially relied 

on covariance-based estimation techniques, with the LISREL program, developed by Jöreskog 

in 1975, gaining widespread acceptance (Haenlein & Kaplan, 2004; Jöreskog, 1975). However, 

the introduction of PLS, pioneered by Wold in 1975 under the moniker NIPALS, ushered in a 

paradigm shift towards variance-based or component-based methodologies. Unlike covariance-

based approaches, which aim to minimise the disparity between observed sample covariances 

and those predicted by the model, PLS regression, also known as Projections to Latent Struc-

tures, prioritises the maximisation of explained variance among variables (Haenlein & Kaplan, 

2004). 

 

In business research, PLS regression confronts the unique challenges posed by survey data, 

elevating its utility compared to traditional covariance-based regression techniques. As articu-

lated by Vinzi et al. (2010), business surveys often present issues such as low response rates, 

incomplete item responses, and highly correlated survey items, all of which can limit the effec-

tiveness of conventional covariance-based methods. 

 

These challenges become particularly pronounced when dealing with modest sample sizes and 

needing more data. Additionally, multicollinearity can exacerbate the margin of error associated 

with regression coefficients, potentially leading to the exclusion of pertinent predictors from 

the model (Haenlein & Kaplan, 2004). Conversely, PLS regression demonstrates both stability 

and precision in navigating the intricacies of such complex data scenarios. 

 

Furthermore, PLS regression's inherent capability to model correlated variables bestows a dis-

tinct advantage within SEM, especially when grappling with intricate model structures like 

those encountered in the instantiation of the TFSEMDF. This attribute proves invaluable in the 

context of business research, where a frequent objective involves the examination of outcomes 

and their interdependencies. PLS's adaptability and resilience are exceptionally well-suited for 

data analysis characterised by multicollinearity partial or missing responses – common hurdles 

encountered in business and social science research (Vinzi et al., 2010). 
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PLS regression has garnered acclaim as a flexible and well-suited tool within SEM, adept at 

addressing the complexities inherent in business research. Its emphasis on maximising ex-

plained variance, capacity to handle correlated variables, and robustness when confronted with 

the challenges posed by survey data positions it as a valuable alternative to traditional covari-

ance-based methodologies. The emergence of PLS by Wold and its subsequent integration into 

SEM underscores the evolving landscape of analytical techniques tailored to meet the demands 

of business research (Haenlein & Kaplan, 2004; Vinzi et al., 2010). 

 

A.3 SUITABILITY OF PLS REGRESSION IN TFSEMDF 
The selection of PLS regression over covariance-based techniques in evaluating TFSEMDF 

model instantiations emerges from a confluence of distinct yet interrelated considerations. Cen-

tral to this choice is the regression analysis's primary objective: constructing a predictive TF 

model. Further, TFSEMDF model instantiations endeavour to synthesise a robust theoretical 

framework, amalgamating multiple theoretical perspectives. A critical aspect of these models 

lies in the varied relationships between latent constructs and their respective indicators, mani-

festing in formative and reflective modes, as Haenlein and Kaplan (2004) explained. Addition-

ally, the unique capability of PLS regression to model the influence of first-order factors with 

reflective indicators on several second-order factors, as highlighted by Pateli (2009), signifi-

cantly contributes to its preference. The methodological advantages of PLS regression are fur-

ther underscored by its comparatively lenient sample requirements, in contrast to the stringent 

demands of classical covariance-based regression techniques (Pateli, 2009).  

 

Implementing PLS regression in SEM offers a notable advantage: the algorithm's partial nature 

significantly eases the sample size requirements compared to the more demanding needs of 

traditional covariance-based SEM techniques, such as LISREL, as Chin and Newsted (1999) 

have documented. Wold (1980) argued convincingly for the superior suitability of PLS regres-

sion in facilitating exploratory model searches. This attribute aligns particularly well with the 

nature of typical TFSEMDF model instantiations, which primarily engage in exploratory anal-

yses of the interplays between technology-related and context-related variables, diverging from 

the conventional hypothesis testing approach in accepted SEM models, a methodology exten-

sively supported by Staphorst et al. (2013, 2014, 2016a, 2016b). 
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Dash and Paul (2021) conducted a comparative analysis of the efficacy of PLS regression in 

SEM for TF against CB-SEM, basing their work on the TFSEMDF framework developed in 

this study and presented in the prior works of Staphorst et al. (2013, 2014, 216a, 2016b). Dash 

and Paul’s (2021) study scrutinised the disparities between the PLS and the Consistent PLS 

algorithms, drawing on data from various countries. Their findings revealed that PLS-SEM 

typically yielded higher item loadings than CB-SEM. Furthermore, the employment of a con-

sistent PLS algorithm showed structural relationships akin to those observed in CB-SEM (Dash 

& Paul, 2021). A critical revelation of this study was the demonstration of notable values of 

AVE and Composite Reliability in PLS-SEM, underscoring the reliability and validity of its 

constructs. While CB-SEM exhibited superior model fit indices, with its evolving metrics, PLS-

SEM emerged as more adept for composite-based models. This proficiency renders PLS-SEM 

particularly apt for TF endeavours within the TFSEMDF framework. 

 

The choice to deploy PLS regression analysis for TFSEMDF model instantiations is based on 

its superior flexibility in handling factor structures and its aptness for composite-based models. 

This decision finds robust backing in empirical research, exemplified by studies such as Dash 

and Paul (2021), which collectively reinforce the efficacy of PLS in SEM within the domain of 

TF. PLS regression is particularly pertinent in this context, as it meets the need for adaptable 

methodologies capable of incorporating a spectrum of theoretical perspectives and managing 

complex model relationships. 

 

A.4 PLS REGRESSION PROCESS 
Vinzi et al. (2010) propose that PLS regression comprises two primary stages, each consisting 

of a sequence of distinct steps, as detailed below (Staphorst, 2010, 2015): 

 

Stage 1 – Iterative Estimation of Weights and Latent Variable Scores: 

This stage involves recursively refining a set of outer weights (wξ,i and wη,j) and inner weights 

(eξ,n and eη,p) used in the approximation of the values the exogenous and endogenous latent 

constructs, also frequently referred to as the scores for these constructs (Vinzi et al., 2010). The 

recursive process, detailed below, terminates when convergence is attained in the weight esti-

mates: 
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1. Initial Weight Assignment: The initial outer weight wξ,i for the exogenous latent con-

struct ξn (for all applicable values of n), and wη,j for the endogenous latent construct ηm 

(for all relevant values of m), can be set to 1, calculated using principal component 

analysis or derived from factor analysis loadings (Vinzi et al., 2010). 

2. Outer Model Estimation: Exterior estimates for each latent construct in the model are 

computed as weighted linear combinations of their respective measurement indicators. 

For exogenous latent construct ξn (for all applicable values of n), the calculation is per-

formed using Equation (A.1), where wξ,i is the outer weight associated with measure-

ment indicator Xi: 

 𝜉/# =0𝑤$,&𝑋&
&

 (A.1) 

 

Equation (A.2) computes an estimate for endogenous latent construct ηm (for all appli-

cable values of m), where wη,j is the outer weight associated with measurement indicator 

Yj.: 

 𝜂̂' =0𝑤(,)𝑌)
)

 (A.2) 

3. Weight Updating: Next, the outer weights are subject to refinement governed by one 

of two distinct modes, each applicable to the nature of the indicators associated with the 

latent constructs. The selection of the mode is contingent upon the reflective or forma-

tive characteristic of the indicators and is delineated as follows: 

 

a. Mode A for Reflective Indicators: This mode employs simple linear regression 

to calculate weight wξ,i (for all applicable values of i) for reflective indicators Xi. 

A similar approach calculates wη,j when Yj is reflective. 

b. Mode B for Formative Indicators: Here, multiple linear regression is used to 

determine weight wξ,i (for all applicable values of i) for formative indicators Xi. 

The same methodology applies for calculating wη,j when Yj is formative. 

 

4. Inner Latent Variable Approximation: The next step in Stage 1 involves calculating 

internal estimates for endogenous latent construct ηm (for all applicable values of m) 

using weighted linear combinations of the outer estimations, as per Equation (A.3). The 

inner weights eξ,n and eη,p associated with ξn and ηp, respectively, are determined using 

centroid, factor, or path weighting schemes.  
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5. Test for Weight Calculation Convergence: The recursive algorithm oscillates be-

tween the external and internal approximation procedures, optimising the variance the 

latent constructs explain until the delta of successively calculated outer weights satisfies 

a predetermined convergence criterion. Wold (1975) recommends setting this criterion 

to 10-5, ensuring a balance between rapid convergence and minimal error in weight es-

timation.  

 

Stage 2 – Calculation of Loadings and Path Coefficients: 

Upon achieving convergence in the iterative procedures of Stage 1, Stage 2 commences with 

the determination of the SEM model's parameters. This stage is bifurcated into two integral 

components, focusing on the quantification of the measurement model loadings and the ascer-

tainment of the structural model path coefficients: 

 

1. Loadings Calculation for the Measurement Part: Loadings λxi for reflective indica-

tors of exogenous latent constructs and λyj for endogenous latent constructs are calcu-

lated by ordinary least squares regressing the indicators on the final latent variable 

scores. In the case of formative indicators, the loadings πxi and πyj are equivalent to the 

respective outer weights determined during Stage 1. 

2. Path Coefficients Calculation for the Structural Part: In the structural part, path co-

efficients γc and βd (for all applicable values of c and d) are estimated by regressing the 

endogenous latent variable scores on their respective exogenous predictors (for γc) and 

on other endogenous variables (for βd), using ordinary least squares regression.  

 

A.5 PLS REGRESSION FOR TFSEMDF USING SMARTPLS 
This study utilised the SmartPLS freeware software (Ringle et al., 2022) to develop both the 

initial and refined SEM path diagrams of the NREN model instantiations proposed by Staphorst 

et al. (2013, 2014, 2016a, 2016b) and for the computation of all loadings and path coefficients 

using PLS regression (Staphorst et al., 2015). The configuration of SmartPLS was tailored to 

normalise (Ringle et al., 2022) all secondary data sourced from TERENA (2011, 2012), thereby 

accommodating the assorted scaling methods and ranges utilised in the data processing phase. 

 
 
 



Appendix A PLS Regression Analysis for TFSEMDF 
 

University of Pretoria  
 

178 

Furthermore, SmartPLS proved instrumental in aiding the evaluation of reliability and validity 

test criteria (Staphorst, 2010; Staphorst et al., 2017), as elaborated in Appendix B. 
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APPENDIX B – TFSEMDF RELIABILITY AND VALID-

ITY ANALYSIS 
 

B.1 INTRODUCTION 
Reliability primarily encompasses repeatability and internal consistency in quantitative re-

search, as Zimund (2003) explains. Researchers must assess whether their results consistently 

represent the target population over time and whether their methodology can reliably reproduce 

these results, a point Golafshani (2003) emphasises. Additionally, Vinzi et al. (2010) argue that 

understanding measurement errors, which consist of random and systematic parts, is crucial for 

achieving complete reliability, defined as the absence of random errors. This understanding is 

vital for ensuring that research outcomes accurately reflect the investigated phenomena rather 

than being mere by-products of measurement processes. 

 

Further, the relationship between reliability and validity in quantitative research is paramount. 

Golafshani (2003) and Zimund (2003) highlight that while reliability pertains to consistency, 

validity addresses the accuracy and truthfulness of the research instrument, ensuring it measures 

the intended constructs. Litwin (2017) underscores the necessity of reliability for validity, clar-

ifying that while a reliable measure may not always be valid, validity cannot exist without reli-

ability. George and Mallery (2019) recommend several strategies, including pilot testing and 

using established measurement tools to enhance reliability. These strategies not only refine re-

search tools but also ensure the generation of consistent and replicable results, a cornerstone for 

robust and credible scientific inquiry. 

 

B.2 OVERVIEW OF RELIABILITY AND VALIDITY ANALYSIS FOR 

PLS-SEM 
The application of PLS regression in SEM allows for a comprehensive evaluation of reliability, 

spanning three fundamental domains: internal consistency, convergent reliability, and discrimi-

nant reliability. Hair et al. (2017) assert that researchers should assess internal consistency re-

liability using methods like Cronbach's alpha or Composite Reliability to ensure uniformity in 

responses across various construct items. Simultaneously, convergent reliability, measured by 
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the AVE, quantifies the agreement level among items within a construct. Distinct from these, 

discriminant reliability, a concept developed by Fornell and Larcker (1981), involves determin-

ing the uniqueness of a construct in contrast to others by comparing its AVE with squared inter-

construct correlations. Moreover, Henseler et al. (2015) draw attention to the unique approach 

required for formative constructs in PLS-SEM, which diverges from the conventional methods 

used for reflective constructs. This approach necessitates critically analysing the indicators' 

weights and loadings to verify their significance and relevance to the construct they represent. 

Such a detailed and context-specific approach to reliability in PLS regression-based TFSEMDF 

solidifies its standing as an effective and robust methodology for complex model evaluations 

across various research disciplines. 

 

B.3 TFSEMDF RELIABILITY AND VALIDITY ANALYSIS PROCESS 
In the assessment of the reliability and validity of PLS regression analysis for SEM models, 

such as those created for TFSEMDF, researchers typically initiate the process by scrutinising 

the item measures within the research survey, often designated as the measurement or outer 

model (Vinzi et al., 2010). Subsequently, they evaluate the SEM's structural portion, or inner 

model (Vinzi et al., 2010). This sequential approach stems from the rationale that if the meas-

urement indicators in the SEM model lack accuracy and representativeness, further examination 

of the reliability and validity of the structural portion is unnecessary. 

 

B.3.1 MEASUREMENT PORTION (OUTER MODEL) RELIABILITY AND VALIDITY 

ANALYSIS 
To thoroughly evaluate the reliability and validity of the measurement portion, also known as 

the outer model, of a TFSEMDF model instantiation, the study executed a comprehensive array 

of tests as proposed by Vinzi et al. (2010). These tests are essential for ascertaining the meas-

urement model's accuracy and consistency, ensuring that the constructs are measured in a man-

ner that is both reliable and valid (Staphorst, 2010; Staphorst et al., 2017): 

 

• Indicator Reliability:  

• The assessment of Indicator Reliability within the study's framework focuses particu-

larly on reflective indicators, represented as Xi and Yj, for exogenous and endogenous 

latent constructs, respectively. Following the conceptualisation by Vinzi et al. (2010), 

this reliability measure gauges the proportion of variance in a measurement indicator 
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attributable to its associated latent construct. Adhering to the widely accepted criterion 

that over 50% of a reflective indicator's variance should be answerable by its corre-

sponding latent construct, the study necessitated that the loadings λxi and λyj, which link 

indicators Xi and Yj to exogenous latent construct ξn and endogenous latent construct ηm 

respectively, should meet or exceed the threshold of √0.5, equivalent to 0.707. However, 

the study acknowledged the potential for tolerance of weaker reflective indicators, par-

ticularly those with loadings below this threshold, in contexts such as exploratory stud-

ies focused on TFSEMDF model instantiations. Nonetheless, it aligned with Vinzi et 

al.'s (2010) recommendation to exclude reflective indicators from the SEM model if 

their loadings fell below 0.4. It is crucial to note that the concept of Indicator Reliability 

does not extend to formative indicators, as these can demonstrate low correlations with 

their associated latent constructs yet still contribute substantially to the overall variance 

of the construct, as Vinzi et al. (2010) postulate. As such, the study refrained from as-

sessing Indicator Reliability for formative indicators. Instead, it evaluated the relative 

contributions of each formative indicator within the indicator set corresponding to a 

specific latent construct. Moreover, the study selected to retain all formative indicators 

in the analysis, regardless of their low relative contributions to the associated latent con-

struct, to ensure a comprehensive evaluation of the model's components. 

• Construct Reliability: The Indicator Reliability metric aims to ascertain the sufficiency 

with which a reflective indicator measures a latent construct, as articulated by Vinzi et 

al. (2010). It is, however, also crucial to evaluate the collective efficacy of the reflective 

indicators associated with a latent construct to ensure joint measurement adequacy, ne-

cessitating the assessment of Construct Reliability, or internal consistency, for each la-

tent construct within an SEM model (Vinzi et al., 2010). Construct Reliability is often 

verified within business research using Cronbach's Alpha to ensure a robust mutual as-

sociation among reflective indicators assigned to the same latent construct. However, 

the Composite Reliability measure is becoming more prevalent in academic circles for 

its ability to address the limitations of Cronbach's Alpha, which neglects the differential 

impact of the reflective indicators' respective loadings (Vinzi et al., 2010). In terms of 

the SEM framework outlined in Chapter 3 for TFSEMDF, one calculates the Composite 

Reliability measure for the exogenous latent construct ξn as follows, according to For-

nell and Larcker (1981): 
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For the endogenous latent construct ηm, the definition is as follows, also from Fornell 

and Larcker (1981): 
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The analysis of TFSEMDF model instantiations harnessed the capabilities of the 

SmartPLS software package, which generates both Cronbach's Alpha and Composite 

Reliability measures (Ringle et al., 2022). The study, however, elected to adopt exclu-

sively the Composite Reliability measures. It deemed a threshold level of 0.6 for Com-

posite Reliability as an acceptable standard for evaluating Construct Reliability, align-

ing with the benchmarks established by Vinzi et al. (2010). The study acknowledged 

that testing for internal consistency is inapplicable for latent constructs with formative 

indicators, as these indicators inherently display low mutual association, a concept de-

tailed by Hulland (1999). 

• Convergent Validity: Convergent Validity measurement assesses the correlation 

among responses garnered through distinctly different methods that gauge the same 

construct (Vinzi et al., 2010). Evaluating Convergent Validity for reflective indicators 

of latent constructs in an SEM model requires an analysis of the AVE. For the reflective 

indicators of an exogenous latent construct ξn, one defines the AVE using the formula 

posited by Fornell and Larcker (1981):  
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Similarly, for an endogenous latent construct ηm, the AVE is defined as:  
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• Equations (B.3) and (B.4) illustrate that AVE calculates the proportion of variance in a 

latent construct's indicators that the construct captures, as opposed to the total variance, 

which also encompasses measurement error. This study adopted a threshold of 0.5 for 

AVE, as Vinzi et al. (2010) recommended. An AVE falling below this threshold indi-

cated a predominance of measurement error over the variance attributed to the indica-

tors. Convergent validity does not apply to formative indicators, as these indicators do 

not have to be strongly interrelated (Vinzi et al., 2010). 

• Discriminant Validity: Discriminant Validity assessment within the measurement por-

tion scrutinises the extent of dissimilarity among measurements yielded by the meas-

urement tool for distinct constructs (Vinzi et al., 2010). Achieving Discriminant Valid-

ity entails a condition whereby the shared variance between a latent construct and its 

indicators, which one derives by taking the square root of its AVE, surpasses the shared 

variance between the focal latent construct and any other latent constructs in the model. 

This criterion ensures that each construct is empirically unique and captures phenomena 

that are not merely reflections of other constructs within the model framework.  

 

B.3.2 STRUCTURAL PORTION (INNER MODEL) RELIABILITY AND VALIDITY 

ANALYSIS 
The study implemented a series of diagnostic tests to determine the reliability and validity of 

the structural portion, which details the interrelationships between constructs in the SEM path 

diagram of TFSEMDF model instantiations. As recommended by Vinzi et al. (2010), the fol-

lowing tests are instrumental in ascertaining the integrity of the model's hypothesised relation-

ships, thereby ensuring that the conclusions regarding the dynamics among the constructs are 

empirically substantiated (Staphorst, 2010; Staphorst et al., 2017): 

 

• Coefficients of Determination for Endogenous Variables: The study utilised this 

metric to evaluate the quality of the structural portion of the SEM of TFSEMDF model 

instantiations, focusing on the extent of variance in an endogenous construct that related 

endogenous or exogenous constructs can account for (Vinzi et al., 2010). Vinzi et al. 

(2010) assert that setting universal thresholds for R2 values is untenable. However, Falk 

and Miller (1992) argue that R2 values under 0.1 signify concerningly weak interrela-

tionships between constructs. The study also embraced a classification system derived 

from traditional multiple regression techniques, which defines the strength of the 

 
 
 



Appendix B TFSEMDF Reliability and Validity Analysis 
 

University of Pretoria  
 

184 

relationship between an endogenous construct and associated constructs as weak, mod-

erate, or vigorous, corresponding to less than 30%, between 30% and 70%, and over 

70% of variance explained, respectively (Zikmund, 2003). 

• Path Coefficient Significance: The evaluation of the structural portion of an SEM 

model mirrors covariance-based multiple regression techniques, employing a bootstrap-

ping procedure to ascertain the significance levels of path coefficients, denoted as γc and 

βd for all relevant indexes c and d (Chin, 1998a; Vinzi et al., 2010). Researchers tested 

the significance of path coefficients (Goodness-of-Fit) using asymptotic t-statistics 

through the bootstrapping functionality in SmartPLS, set to a resampling size of 1000 

(Vinzi et al., 2010). The analysis considered various significance levels, interpreting p-

values calculated from the t(999) distribution greater than α = 0.10 as insignificant. Re-

searchers regarded paths with insignificant coefficients or coefficients whose signs con-

tradicted the hypothesised interrelations between constructs in TFSEMDF model in-

stantiations as not substantiating the posited research propositions. 

• Predictive Validity: This study implemented the Stone-Geisser non-parametric test 

(Geisser, 1975; Stone, 1975; Chin, 1998b; Vinzi et al., 2010) to judge the predictive 

validity of the TFSEMDF model instantiations. Researchers commonly use this test 

with a blindfolding procedure (Vinzi et al., 2010) that necessitates two distinct datasets: 

one for SEM and another for ascertaining the SEM model's predictive validity. This 

procedure, which requires specifying an Omission Distance D (Vinzi et al., 2010), in-

volves the selective omission of data, whereby the SEM model parameters are estimated 

using an incomplete dataset. In this study, the omission distance was set to seven, align-

ing with the default setting in SmartPLS (Ringle et al., 2022). The next phase involves 

employing the SEM model derived from the incomplete dataset to reconstruct the omit-

ted data. The reconstruction effectiveness, measured by the Stone–Geisser test criterion 

(Q2), evaluates how precisely the empirically collected data can be replicated through 

PLS regression using the SEM model (Vinzi et al., 2010). The criterion is mathemati-

cally determined as follows: 

 
𝑄, = 1 −

∑ 𝐸--
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 (B.5) 

 

In this formula, ED denotes the squared prediction error, calculated as the variance between the 

omitted data during the blindfolding process and their predicted values (Vinzi et al., 2010). 

Conversely, OD signifies the squared prediction error derived from the mean of the data that 
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remained post-omission (Vinzi et al., 2010). A Q2 value greater than zero suggests the SEM 

model's predictive validity (Chin, 1998a; Vinzi et al., 2010). The Stone–Geisser test criterion 

manifests in two distinct forms, contingent on the prediction type under investigation: Cross-

validated Communality (H2) and Cross-validated Redundancy (F2). H2, typically assessed dur-

ing the structural portion's validity evaluation, gauges the SEM model's competency in fore-

casting observable endogenous constructs from their respective latent construct scores (Vinzi 

et al., 2010). F2, on the other hand, evaluates the model's efficacy in predicting observable en-

dogenous constructs using latent constructs pertinent to the data block in question (Vinzi et al., 

2010). This investigation considered H2 and F2 metrics computed via SmartPLS (Ringle et al., 

2022). 
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APPENDIX C – TERENA NREN COMPENDIUM 

EXCERPTS 
 

C.1 INTRODUCTION 
The GÉANT Compendium of NRENs in Europe, known as the TERENA NREN Compendium 

until 2015 when TERENA and DANTE merged their activities to form the GÉANT Association 

in 2015 (GÉANT, 2022), is an annual report providing a thorough overview of NRENs in Eu-

rope. As outlined in Section 2.5.3, this Compendium primarily focuses on data from the Euro-

pean NRENs connected through the GÉANT network. However, earlier editions also included 

data from NRENs in other regions, including Africa. The 2022 edition, for instance, was based 

on information gathered from 40 European NRENs. It assesses technological and contextual 

aspects of these networks, including organisational structure, network and traffic metrics, ser-

vice portfolio, user base, European Commission-funded projects, growth trends, digital educa-

tion services, and international connectivity. These metrics offer insights into the operational 

efficiency, service diversity, and strategic direction of NRENs, helping to identify trends and 

forecast future developments in academic and research networking. 

 

A collaborative process involving an annual survey distributed to all European NRENs gathers 

the data for the compendium. The survey, crafted with guidance from subject experts, covers 

extensive details about each NREN's network infrastructure, services, and organisational as-

pects. Responses are complemented with supplementary data, including publicly available in-

formation and internal GÉANT data, particularly in trust, identity, and educational services. 

This data is then analysed by specialists and summarised in the Compendium report, which 

comprehensively portrays the NREN landscape. Additionally, past and current survey data are 

accessible online for further analysis. This rigorous data collection and analysis process ensures 

the Compendiums' accuracy and reliability, making it a valuable strategic resource for decision-

making within the NREN community. 

 

As outlined in Section 5.2.1.3, the PLS regression analysis applied to the autoregressive NREN 

model instantiation shown in Figure 7 utilised the 2011 and 2012 editions of the TERENA 

Compendiums (TERENA, 2011, 2012) for its indicator data. Conversely, Section 5.2.2.3, 

 
 
 



Appendix C TERENA NREN Compendium Excerpts 
 

University of Pretoria  
 

187 

Section 6.2.1.4, and Section 6.2.2.4 explain the exclusive reliance on the 2011 TERENA NREN 

Compendium (TERENA, 2011) for the PLS regression analysis of the cross-sectional (also 

Chapter 6's baseline) and structurally disarranged NREN model instantiations, depicted in Fig-

ure 8 and Figure 9, respectively. The following appendix aims to show selected excerpts of the 

data available in the 2011 and 2012 TERENA NREN Compendiums (TERENA, 2011, 2012), 

highlighting the scope and fidelity of the data available in these resources. 

 

C.2 2011 TERENA NREN COMPENDIUM EXCERPTS 
The 2011 TERENA NREN Compendium was an indispensable data source for fulfilling Re-

search Objectives 2(a) through 3(b), as outlined in Chapter 3 of this study. Table 1 and Table 2 

detail the methodology employed for extracting and processing data from this Compendium, 

thereby generating the requisite indicator data for the PLS regression analysis pertinent to both 

the autoregressive, cross-sectional (also Chapter 6's baseline) and structurally disarranged 

NREN model instantiations. The subsequent sections present illustrative data from the 2011 

TERENA NREN Compendium, focusing specifically on funding sources and the computation 

of core network traffic for the NRENs that contributed to the Compendium survey (TERENA, 

2011). 

 

C.2.1 NREN FUNDING SOURCES 
Figure 10 and Figure 11 below show the data in Graph 4.6.2 and Graph 4.6.3 of TERENA 

(2011), respectively. Graph 4.6.2 represents the funding composition of European NRENs ser-

viced by GÉANT, i.e. GÉANT partner NRENs, while Graph 4.6.3 provides similar information 

for the responding NRENs not serviced by GÉANT. The percentage of funding from national 

governments and public sources for each NREN was of specific importance in these graphs. As 

described in Table 1 and Table 2, respectively, this was used as measurement data for the re-

flective indicator Level of Government Funding (X2) of the exogenous context-related construct 

Government Influence over the NREN (ξ1) at DF Level 0 in Figure 7’s autoregressive, Figure 

8’s cross-sectional (also Chapter 6’s baseline model ) and Figure 9’s structurally disarranged 

NREN model instantiations of the TFSEMDF framework. 

 

C.2.2 NREN CORE TRAFFIC 
The PLS regression analyses of this study’s autoregressive, cross-sectional (also Chapter 6’s 

baseline) and structurally disarranged NREN model instantiations of the TFSEMDF 
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framework, shown in Figure 7, Figure 8 and Figure 9, respectively, employed TERENA (2011) 

measurements data for the core traffic in each respondent NREN as reflective indicator data, 

albeit at differing DF levels and technology indicator related constructs. Ingress and egress 

traffic in NRENs are measured by GÉANT using the convention depicted in Figure 12. Of 

specific importance in this study was the combined ingress traffic from customer connections 

(T1) and traffic from external networks and peering (T4).  

 

 
Figure 10: Funding Sources for GÉANT Partners, TERENA (2011) Graph 6.4.2 

As described in Table 1, this measured data, which is given in Figure 13 for respondent NRENs 

with annual core traffic exceeding 3500 TB and in Figure 14 for NRENs with annual core traffic 

less than 3500 TB, was used as indicator data for the reflective indicator Level of Core Network 

Traffic (Y3) of the technology-related construct NREN Advanced Services Capability (η2) at DF 

Level 1 in the autoregressive NREN model instantiation of the TFSEMDF framework depicted 
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in Figure 7. In the case of the cross-sectional (also Chapter 6’s baseline) and structurally disar-

ranged NREN model instantiations of Figure 8 and Figure 9, respectively, as explained in Table 

2, this measurement data was used for the reflective indicator NREN Core Traffic Level (Y4) for 

the technology-related construct NREN Core Traffic Level (η3) at DF Level 2. 

 

 
Figure 11: Funding Sources for non-GÉANT Partners, TERENA (2011) Graph 6.4.3 
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Figure 12: NREN Core Traffic Types, TERENA (2011) Diagram 4.0.1 

 

 
Figure 13: NRENs with Ingress Traffic > 3500TB, TERENA (2011) Graph 4.2.1 
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Figure 14: NRENs with Ingress Traffic < 3500TB, TERENA (2011) Graph 4.2.2 

C.3 2012 TERENA NREN COMPENDIUM EXCERPTS 
The 2012 TERENA NREN Compendium was the exclusive data source for accomplishing Re-

search Objective 2(b), as detailed in Chapter 3 of this study. The methodology employed for 

extracting and processing data from the 2012 Compendium, as referenced in TERENA (2012), 

is comprehensively outlined in Table 1. This process was fundamental in producing the requi-

site indicator data essential for the PLS regression analysis for the autoregressive NREN model 

instantiation. The following section includes an excerpt from the 2012 TERENA NREN Com-

pendium that provides the types and quantities of institutions connected to the NRENs that 

responded to the 2012 survey. 
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C.3.1 INSTITUTIONS CONNECTED TO NRENS  
As explained in indicator data composition Table 1 for Figure 7’s autoregressive NREN model 

instantiation of the TFSEMDF framework, the measurement data for the numbers of sites con-

nected per type of institution provided in TERENA (2012) Table 2.2.1, and reflected in Table 

7, Table 8 and Table 9 below, was used as indicator data for the reflective indicator Forecasted 

Number of Institutions Connected by the NREN (Y6) for the technology-related construct Fore-

casted NREN Reach (η4) at DF Level 2. The study took similar data from TERENA (2011) for 

the reflective indicator Current Number of Institutions Connected by the NREN (Y5) of the tech-

nology-related construct Current NREN Reach (η3) at DF Level 2. 

 

Table 18: Institutions Connected to NRENs, TERENA (2012) Table 2.2.1 - Part A 
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Table 19: Institutions Connected to NRENs, TERENA (2012) Table 2.2.1 - Part B 

 
 

Table 20: Institutions Connected to NRENs, TERENA (2012) Table 2.2.1 - Part C 
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APPENDIX D – RESEARCH DATA REPOSITORY 
 

D.1 INTRODUCTION 
This study engaged in a systematic process of using and creating diverse research data sources. 

Central to this exploration was the utilisation of openly available data from the TERENA NREN 

Compendiums (TERENA, 2011, 2012), which provided a wealth of information on the tech-

nology and contextual trends of NRENs. These datasets were instrumental in generating indi-

cator data for the PLS regression analyses (as described in Table 1 and Table 2), a key compo-

nent in assessing the autoregressive, cross-sectional (also Chapter 6's baseline) and structurally 

disarranged NREN model instantiations of the TFSEMDF framework. Also crucial in these 

analyses were the SmartPLS SEM path diagrams constructed for each NREN model instantia-

tion, as depicted in Figure 7, Figure 8 and Figure 9. 

 

A significant outcome of the study was the creation of four core research publications and two 

supplementary publications. These works encapsulate the detailed findings and methodologies 

employed in each study phase. The core and supplementary publications from this study are 

summarised in Section 1.5.4 and Section 1.5.5, respectively. 

 

The commitment of this study to the principles of open science data, especially in the context 

of the Research Data Alliance (RDA) guidelines, is exemplified in its approach to data dissem-

ination. The RDA promotes the sharing of data to foster innovation and collaboration across 

various scientific disciplines (Research Data Alliance, n.d.). By adopting this ethos, the study 

endeavours to make its research data, including TERENA NREN Compendiums, SEM path 

diagrams for the TFSEMDF model instantiations, processed indicator data, and all associated 

publications, available to interested researchers and NREN stakeholders in a manner that will 

strictly comply with the University of Pretoria's policies and the publications' copyright require-

ments. 

 

The study chose Figshare (Figshare, n.d.) as the repository platform for its data because it aligns 

with the principles of Findability, Accessibility, Interoperability, and Reusability (FAIR), 

which are foundational to successful open data practices (Wilkinson et al., 2016). Figshare ef-

fectively manages the transition from restricted to open access, ensuring the data remains secure 
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and confidential during the examination phase and becomes widely available afterwards. This 

platform is particularly suited for the study's needs due to its strong emphasis on data discover-

ability and usability, capabilities for handling diverse data formats, and commitment to long-

term data preservation. By utilising Figshare, the study adheres to best practices in data man-

agement and contributes to the ethos of open scientific research, facilitating future scholarly 

inquiries and advancements. 

 

D.2 NAVIGATING THE RESEARCH DATA REPOSITORY 
This study utilised TERENA NREN Compendiums (TERENA, 2011, 2012) as the primary data 

source. The second and third research phases used these Compendiums to generate indicator 

data sets to perform PLS regression analysis of the SEM path diagrams for the various NREN 

model instantiations, including the autoregressive, cross-sections (also Chapter 6's baseline), 

and structurally disarranged model instantiations. These TERENA NREN Compendiums, along 

with the indicator data sets, SEM path diagrams, and the core and supplementary publications 

produced by this study, were stored in the various Figshare (Figshare, n.d.) data collections, as 

described in Table 21, configured as a private repository. 

 

Table 21: Research Data Repository Hosted on Figshare 

Figshare Collection Name Figshare Collection Contents 

Staphorst PhD - TERENA 

NREN Compendiums 

• TERENA (2011) 

• TERENA (2012) 

Staphorst PhD - SmartPLS 

Path Diagrams 

• Autoregressive NREN model instantiation SmartPLS 

path diagram 

• Cross-sectional NREN model instantiation SmartPLS 

path diagram 

• Baseline NREN model instantiation SmartPLS path 

diagram 

• Structurally disarranged NREN model instantiation 

SmartPLS path diagram 
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Staphorst PhD - SmartPLS 

Indicator Data 

 

• Autoregressive NREN model instantiation SmartPLS 

indicator data 

• Cross-sectional NREN model instantiation SmartPLS 

indicator data 

• Baseline NREN model instantiation SmartPLS indi-

cator data 

• Structurally disarranged NREN model instantiation 

SmartPLS indicator data 

Staphorst PhD - Core Publi-

cations 

• Staphorst et al. (2013) 

• Staphorst et al. (2014) 

• Staphorst et al. (2016a) 

• Staphorst et al. (2016b) 

Staphorst PhD - Supplemen-

tary Publications 

• Staphorst et al. (2015) 

• Staphorst et al. (2017) 

 

Figshare stands at the forefront of research data management and dissemination, offering a so-

phisticated web-based platform tailored to the needs of the modern research community 

(Figshare, n.d.). It facilitates the storage of a wide array of scholarly outputs, including datasets, 

figures, and papers, in an organised manner through projects and collections. Projects in 

Figshare allow researchers to manage and collaborate on their data, maintaining coherence in 

large volumes of research outputs. At the same time, collections enable the grouping and show-

casing related research items, enhancing discoverability and thematic categorisation. 

 

Figshare significantly contributes to the open science paradigm by adhering to the FAIR prin-

ciples (Figshare, n.d.). It ensures that digital assets are not only findable and accessible but also 

interoperable with different datasets and workflows and reusable across various research con-

texts. This alignment with FAIR principles underpins Figshare's commitment to transparency, 

reproducibility, and impact in scientific research. 

 

Figshare has developed a tiered data access model, categorising it into three levels: private, 

embargoed, and public (Figshare, n.d.). Private access enables individual scholars or research 

collectives to handle data under stringent confidentiality, a provision particularly indispensable 

in the formative stages of research or when the data are sensitive. Embargoed access serves as 
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a strategic tool, orchestrating the public dissemination of data to align meticulously with the 

timelines of scholarly publications or the directives of funding authorities. Public access, a cor-

nerstone of the open science framework, ensures that data are openly available to the extensive 

research community and the public, thus democratising access to information and cultivating a 

collaborative and inclusive environment. 

 

Through these features, Figshare serves as a repository and potent catalyst for collaborative 

research, ensuring that the scientific community's collective efforts are more integrated, acces-

sible, and impactful (Figshare, n.d.). Its role in promoting open science is pivotal, propelling 

the global research community towards more significant innovation, transparency, and acceler-

ated discovery. 
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