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Abstract
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Department of Physics
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Laplace deep-level transient spectroscopy studies of the divacancy in
alpha-particle irradiated silicon

by H.J.S WEIDEMAN

Defects in semiconductors are usually detrimental to the device operation. Partic-
ularly in space, the high levels of radiation induce defects that damage electronics
in satellites and space craft. However, in some devices defects are crucial to device
operation and they are purposely introduced into the semiconductor during manu-
facture. In both cases it is important to be able to characterise these defects in order
to find ways to remove defects that are detrimental and to introduce or keep those
defects that are useful.

During this research, the deep-level transient spectroscopy (DLTS) technique was
performed on Schottky diodes fabricated on n-type silicon, which were irradiated
by alpha particles from an Am241 source. In contrast to gamma and electron irra-
diation, which practically induce only point defects, alpha particles produce some
defect clusters as well, especially in the region just before coming to rest. In particu-
lar, the two charged states of the divacancy were investigated.

These investigations included the determination of the DLTS signature (the ioni-
sation enthalpy and apparent capture cross-section) of the observed defects. The
depth profile and introduction rate of the defects were also determined. This was
then compared to previously done research on electron irradiated silicon to deter-
mine if any other unknown defects arose from alpha-particle irradiation.

The conventional deep-level transient spectroscopy spectrum showed three discrete
peaks at 90 K, 125 K and 225 K, when recorded at a rate window of 80 s-1. By com-
parison with literature, it was determined that the peak at 90 K was due to both the
CiCs defect and the VOi defect, while the peak at 125 K was due to V2

(=/-) defect
level and the peak at 225 K was due to the PV defect and the V2

(-/0) defect level.

The annealing profile of both charge states of the peaks due to the divacancy showed
annealing in the range 350 K to 400 K, which was not observed in electron-irradiated
diodes. We suggest that this is due to defect clusters annealing out, releasing inter-
stitials that combine with the divacancies thereby converting them to highly mobile
vacancies. It was also observed that, in the region 550 K to 620 K, where the diva-
cancy anneals, the two peaks annealed by different amounts. This is not the case in
electron-irradiated material. We therefore suggest that the V2

(=/-) charge transition
level is suppressed by cluster effects.
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Chapter 1

Introduction

Silicon is one of the most abundant elements on earth and occurs in nature as silica
(SiO2) and never in its pure elemental form. In 1787, Lavoisier suggested that silica
was an oxide of some unknown element. Since then a lot of research was done to
break silica into its elemental form. By 1854, a breakthrough was made when silicon
was reproducibly obtained by Saint-Claire Deville, who crystallised it from electrol-
ysis of mixed chlorides. [1] After this, silicon was used in different fields, with its
semiconducting properties discovered in 1874 by Karl Ferdinand Braun, but it was
not until 1954 that the first commercial transistor was made available to the public.

Radiation-induced defects in silicon have been studied for many years now, firstly to
determine the structure and properties of the defects introduced and secondly to de-
termine the effects of these radiation-induced defects on the electrical properties of
electronic devices. In early studies of radiation-induced defects in silicon electronic
devices the focus was on the unwanted effects of defects. However, it has become
clear that radiation-induced defects can, in some cases, be beneficial to device prop-
erties, thus opening a new field of research and development. This new-found field
led to new process techniques for fabrication, to incorporate these radiation-induced
effects. [2]

In this study phosphorous doped silicon wafers were cut into workable pieces and
metal contacts was placed onto them in order to do the electrical measurements.
These workable pieces were now referred to as the samples will be irradiated with
alpha-particles. Many of the common defects found in silicon will be observed, but
we will be focusing mainly on the two charged states of the divacancy, and show
through the help of deep-level transient spectroscopy that the observed peaks are
not only the divacancy and clusters-related defects, but also consists of a third un-
known defect which is not cluster related.

Many of the electrical and physical properties of silicon will be discussed. Below
is a short summary of the topics that will be covered in each of the following chap-
ters:

• Chapter 2: This chapter starts out by describing the different growth methods
used to grow single crystal structures. Hereafter, the crystal structure and band
structure of silicon will be discussed. The carrier concentration for the intrinsic
and extrinsic cases will be derived.

• Chapter 3: Metal-semiconductor contacts are crucial in semiconductor physics
and play an important role in semiconductor characterisation. Thus this chap-
ter is devoted to discussing the formation of the ideal Schottky barrier and
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Ohmic contact. Hereafter, the formation of the depletion region is discussed
in more detail and the mechanisms according to which current may be trans-
ported across the Schottky barrier will be discussed briefly.

• Chapter 4: In this chapter different radiation-induced defects in crystalline sili-
con and the mechanism and rate of introduction as well as the annealing mech-
anisms will be considered briefly. The electrical properties of these defects
states under non-equilibrium and equilibrium conditions will be discussed in
more detail.

• Chapter 5: Deep-level transient spectroscopy is a powerful technique based on
the observation of thermal emission of charge carriers from traps in the forbid-
den band gap. This chapter will be devoted to describe the deep-level transient
spectroscopy technique in detail. Afterwards, specific types of measurement
techniques using deep-level transient spectroscopy will be discussed.

• Chapter 6: This chapter describes the preparation of the samples used in this
study. The rest of the chapter will be devoted to a detailed description of the
instrumentation and how it was set up.

• Chapter 7: All the results obtained from deep-level transient spectroscopy and
other characterisation techniques are presented and discussed in this chapter.

• Chapter 8: Final comments, conclusions and future research are discussed in
this chapter.
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Chapter 2

Semiconductor Physics

2.1 Introduction

Semiconductor materials can simplistically be defined as materials having conduc-
tivities between those of metals and insulators. Semiconductors can be classified
into two groups, elemental semiconductors which are found in group IV of the pe-
riodic table, and compound semiconductors, which are composed of two or more
elements. It is important to understand the physics behind semiconductor materi-
als, as it plays a crucial role in understanding semiconductor devices. This chapter
gives a short overview, for a more detailed explanation the reader is referred to Nea-
man [3] or Sze [4].

In Section 2.2 we will start out describing the different methods by which semi-
conductor crystals are fabricated. In Section 2.3 the crystal structures are defined,
while Section 2.4 describes how the band structure can be determined by solving
the Schrodinger equation for a large number of electrons interacting with atoms in
a crystalline solid. Finally, in Section 2.5 the number of charge carriers for intrinsic
and extrinsic semiconductors are calculated at thermal equilibrium.

2.2 Crystal Growth Methods

There are three common methods used to grow single crystal silicon. Each of these
processes, which will be discussed below, introduce different kinds and concentra-
tions of impurities.

2.2.1 Float Zone Growth

During this process a rotating poly-crystalline silicon rod is passed through a radio-
frequency heating coil, partly melting the silicon. Another rotating rod containing
the seed crystal is then brought into contact with the molten silicon at one end. The
heating coil is then moved along the rod, which moves the molten section along
the rod. As the silicon cools, it solidifies into a single crystal. This is all done in
an evacuated chamber or under an inert gas. Some impurities, such as carbon and
oxygen, are still present at very low concentrations.

2.2.2 Czochralski Growth

In this process poly-crystalline silicon is melted in a rotating quartz crucible, with
a radio-frequency heating coil. A seed crystal attached to a rotating rod is placed
on the surface of the molten silicon, and then gradually lifted upwards. As the rod
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is pulled out of the molten silicon, a single crystal grows from the seed crystal and
is pulled from the melt. If required, dopants may be added to the molten silicon.
Growth is performed under an inert gas. During this process oxygen are introduced
as impurities.

2.2.3 Epitaxial Growth

Epitaxy refers to the deposition of a crystalline layer on a crystalline substrate. Thus
epitaxial layers are grown as thin films on the crystal substrate. The orientation of
the surface atoms of the substrate determines the orientation of the thin film. Each
epitaxial layer can be doped by adding dopants (elemental impurities) to the source
gas during the growth process. This also allows for the possibility of adding differ-
ent kinds of impurities to different epitaxial layers.

There are many different methods for epitaxial growth including vapour phase, liq-
uid phase, solid phase and molecular-beam epitaxy. Vapour phase epitaxy is usu-
ally used for growing silicon, whereas molecular-beam and liquid-phase epitaxy are
mainly used for compound semiconductors.

2.3 Crystal Structure

A crystal structure is a periodic arrangement of atoms, each crystal structure consists
of repeated unit cells. A unit cell is a group or arrangement of atoms that, when
repeated describes a crystal structure. Every crystal structure can be described by
three basis vectors, in such a way that the crystal structure remains invariant under
translation by any multiples of these basis vectors. [5] In other words the lattice sites
can be defined as:

R = ma + nb + pc (2.1)

For each set of basis vectors of the direct lattice, with m, n and p any integer values,
there exists a set of reciprocal lattice basis vectors defined as:

a∗ = 2π
b× c

a · b× c
b∗ = 2π

c× a

a · b× c
c∗ = 2π

a× b

a · b× c
(2.2)

The reciprocal lattice can be defined in the same manner as the direct lattice:

G = ha∗ + kb∗ + lc∗ (2.3)

Using the above-mentioned equations it can easily be shown that each vector in the
reciprocal lattice is normal to a set of planes inside the direct lattice, it can also be
shown that the volume of a unit cell of the reciprocal lattice is inversely proportional
to the volume of a unit cell of the direct lattice.

Figure 2.1 illustrates three of the most basic but important cubic unit cells, these
unit cells forms the basis for more complex crystal structures. The simple-cubic unit
cell has one atom on each vertex, the body-centered cubic has an extra atom in the
middle of the cube, and the face-centered cubic has an extra atom on each face of the
cube.
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FIGURE 2.1: Illustrates the cubic unit cells: (a) simple-cubic, (b) body-
centered cubic, and (c) face-centered cubic.

The diamond and zincblende lattices are formed by two interpenetrating face-centered
cubic lattices offset by a quarter body diagonal, as shown in Figure 2.2. Many of the
elemental semiconductors, such as silicon, or germanium crystallise according to the
diamond lattice structure. Whereas many of the compound semiconductors, such as
gallium arsenide or gallium nitride, crystallise into the zincblende lattice structure.
In the diamond lattice all of the atoms are the same, and in the zincblende lattice
each sublattice describes the positions of one of the two elements forming the com-
pound semiconductor. In both cases each of the atoms are bonded covalently to four
nearest neighbour atoms in a tetrahedral arrangement.

FIGURE 2.2: Illustrates the diamond or zincblende unit cell. All atoms
are the same for diamond unit cell, and different for each sublattice

in the zincblende unit cell.

From Figure 2.1 and 2.2 it can be seen that the arrangement of atoms in a plane
through the crystal lattice in not the same for all planes. This in turn causes distinct
properties in different orientations of the crystal surface. Thus it is necessary to have
a way to describe these different planes within the crystal structure. This is done
by using Miller indices, which are determined by finding the intercepts of the plane
with the basis axes in terms of the three basis vectors, and then taking the reciprocal
of these values, and finally reducing them to smallest integer values having the same
ratio. Some important lattice planes for cubic unit cells are the {100}, {110} and the
{111} planes. [4]

2.4 Band Structure

By solving the Schrödinger equation we can obtain the energy-momentum relation-
ship of electrons in the crystalline solid. This relationship is commonly referred to
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as the band structure of the solid. Bloch’s theorem states that if a potential V (r) is
periodic with the lattice periodicity, the solutions to the Schrödinger equation:

[− h̄2

2m
∇2 + V (r)]φ(r,k) = E(k)φ(r,k) (2.4)

are given by:
φ(r,k) = ejk·rUn(r,k), (2.5)

with Un(r,k) periodic with the periodicity of the direct lattice, n the band index
and j the negative square root of minus one. [6] This solution to the Schrödinger
equation is known as the Bloch function, which is periodic with the lattice, for all
direct lattice vectors R, in mathematical form:

φ(r + R,k) = ejk·rejk·RUn(r,k). (2.6)

It can also be shown that the energy E(k) is periodic in the reciprocal lattice for all
reciprocal lattice vectors G, in other words:

E(k) = E(k + G). (2.7)

To label the energy uniquely for a given band index, it is sufficient to only use wave
vectors in the first Brillouin-zone, which is known as the Wigner-Seitz cell in the re-
ciprocal lattice. The Wigner-Seitz cell can be constructed by drawing perpendicular
bisector planes in the reciprocal lattice from the chosen centre to the nearest equiv-
alent reciprocal lattice sites. [7] From this it is evident that any wave vector in the
reciprocal lattice can be reduced to a point in the Brillouin-zone. [8]

Energy bands have been studied extensively, and in semiconductors physics there
are three methods frequently used namely: orthogonal plane-wave method, pseudo-
potential method and the k · p method. [4] [9] In Figure 2.3 the band structures for
silicon and germanium are shown. Notice from the graph that there is a forbidden
region, in this region energy states are forbidden, above and below this region are
the allowed states. The upper region is known as the conduction band, whereas the
lower region is the valence band. The energy range between the lowest conduction
band state and highest valence band state is known as the band gap. Every energy
state is characterised by a specific wave vector. If the wave vector for the lowest
energy state in the conduction band is the same as for the highest energy state in the
valence band, then it is called a direct band gap, otherwise it is called an indirect
band gap. In Figure 2.3 it shows that silicon and germanium have an indirect band
gap whereas gallium arsenide has a direct band gap, therefore it can easily emit light.

Near the top of the valence band and bottom of the conduction band at Γ we see
a splitting of the bands, this is due to spin-orbit interaction. Here, the bands can be
approximated using a quadratic equation which satisfies:

1

m∗ij
=

1

h̄2
∂2E(k)

∂ki∂ki
, (2.8)

with m∗ij the associated effective mass.
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FIGURE 2.3: Energy band diagram for silicon and germanium. [4]

As mentioned earlier, each atom has four valence electrons bonded covalently to
four nearest neighbour atoms. For a pure semiconductor at absolute zero these elec-
trons will occupy all of the available energy levels within the valence band, whereas
the conduction band will be completely empty, thus no conduction can take place.
For temperatures above absolute zero, thermal excitation happens, and electrons are
excited from the valence band into the conduction band, where they are free to mi-
grate throughout the lattice. The energy required to promote and electron from the
valence band to the conduction band is equal to the band gap energy. The band gap
energy can be approximated at different temperatures by the following equation:

Eg(T ) = Eg(0)− αT 2

(T + β)
, (2.9)

with α and β material dependent constants. [4] Given the constants and knowing
the band gap energy at absolute zero we can determine the band gap energy at any
specific temperature. Given in Table 2.1 are the band gap energies for silicon, ger-
manium and gallium arsenide at absolute zero and at room temperature as well as
the necessary coefficients.
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TABLE 2.1: Band gap energy for some semiconductors at absolute
zero and at room temperature.

Material
Eg(0)

eV
Eg(300)

eV
α

10-4eV/K
β
K

Silicon 1.17 1.12 4.73 636
Germanium 0.74 0.66 4.77 235

Gallium arsenide 1.52 1.42 5.41 204

When an electron is excited to the conduction band, it leaves behind a positive
charge inside the valence band called a hole, which is also free to migrate through-
out the crystal, thus excitation of an electron forms an electron-hole pair. A hole can
be seen as an electron with a positive charge, which contributes to the conductivity
of the material, this will be shown in the next section.

Table 2.2 shows the electron and hole mobility for three most common semiconduc-
tors. The mobility is a measure of how quickly the charge carrier can move through
the solid, and will be used later in this study.

TABLE 2.2: Electron and hole mobility for some semiconductors at
room temperature.

Material
µe

cm2/Vs
µh

cm2/Vs
Silicon 1500 450
Germanium 3900 1900
Gallium arsenide 8000 400

2.5 Carrier Concentration at Thermal Equilibrium

The energy of an electron in the lowest energy state of the conduction band is de-
noted by EC and a hole in the highest energy state of the valence band is denoted by
EV , and the band gap are denoted by Eg. One can think of EV as the highest energy
electrons can occupy at 0 K, while EC is the the lowest vacant electronic states. The
density of states per unit volume per unit energy is then defined as:

N(E) =
dΓ(E)

dE
, (2.10)

with Γ(E) the total number of states up to an energy E per unit volume. Assuming
that the bands are parabolic, [4] which means that the energy relates to the momen-
tum quadratically, it may be shown that the density of states for the conduction band
can be written as:

NC(E) = 6(4πh−3)(2m∗n)
3
2 (E − EC)

1
2 , (2.11)

and in the same way, the density of states for the valence band are:

NV (E) = 6(4πh−3)(2m∗p)
3
2 (EV − E)

1
2 , (2.12)
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with h Plank’s constant,m∗n andm∗p the density of state effective masses for electrons
and holes respectively. [3] We are now in a position to calculate the carrier concen-
tration in the valence and conduction bands as a function of the Fermi energy.

2.5.1 Intrinsic Case

The density of occupied conduction band states is given by:

n =

∫ ∞
EC

NC(E)F (E)dE

=

∫ ∞
EC

NC(E)(1 + exp(
E − EF
kBT

))−1dE, (2.13)

where F (E) is the Fermi-Dirac distribution function for electrons in the conduction
band, with kB Boltzmann’s constant, EF the Fermi energy and T the absolute tem-
perature. [3] [4] Evaluating the integral from the bottom of the conduction band to
infinity, we obtain the density of free electrons in the conduction band as:

n = NCexp(−EC − EF
kBT

), (2.14)

where NC is the effective density of states in the conduction band given by:

NC = 2(
2πm∗nkBT

h2
)
3
2 . (2.15)

Similarly, we can find the density of free holes in the valence band as:

p = NV exp(−EF − EV
kBT

), (2.16)

where NV is the effective density of states in the valence band given by:

NV = 2(
2πm∗pkBT

h2
)
3
2 . (2.17)

When we refer to an intrinsic semiconductor, we mean semiconductors which is
free of any impurity atoms, or at least a negligible amount of impurities. Since the
semiconductor does not contain any impurities and is not charged we can conclude
that the number of holes and electrons are equal, such that:

n = p = ni. (2.18)

Now, by equating Equations 2.14 and 2.16 the Fermi energy of the intrinsic semicon-
ductor may be found as:

EF = Ei =
EC + EV

2
+
kBT

2
ln (

NV

NC
). (2.19)

By using Equations 2.15, 2.17 and 2.19 the intrinsic carrier density can be found to
be equal to:

ni =
√
NVNCexp(− Eg

2kBT
). (2.20)
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It follows that for non-degenerate semiconductors that the product of minority and
majority carrier concentrations are fixed, in mathematical form:

np = n2i = NCNV exp(− Eg
kBT

). (2.21)

Note that an increase in the band gap energy decreases the intrinsic carrier den-
sity, whereas an increase in temperature increases the intrinsic carrier concentration.
When the band gap increases the electrons require more energy to cross the band
gap into the conduction band, thus when the temperature is increased the electrons
acquire the needed energy, and so the carrier concentration increases. [10] [4]

2.5.2 Extrinsic Case

We now refer to the case where the semiconductor has been doped with impurity
atoms. Doping is the process in which known amounts of impurity atoms have been
intentionally added to the pure semiconductor. A doped semiconductor is referred
to as an extrinsic semiconductor. There is two possibilities when doping a Group
IV semiconductor with impurities, either by Group III or Group V elements, both of
these cases will be discussed.

FIGURE 2.4: Energy-band diagram showing when: (a) donor impu-
rity, and (b) acceptor impurity atoms have been added.

Firstly, consider the case when a Group V element is added to the semiconductor,
these elements contain five valence electrons, four of which will contribute to the co-
valent bonds, leaving one loosely bound electron. These loosely bound electrons are
referred to as donor electrons, and the impurity atoms as donor atoms. Increasing
the temperature gives the electrons the required energy to jump into the conduction
band, and move freely throughout the lattice. Doping with donors therefore pro-
duces a level ED close to the conduction band, as shown in Figure 2.4 (a). This type
of material is referred to as an n-type semiconductor. From Equation 2.14, 2.18 and
using Ei as the reference energy we can determine the density of free electrons in
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the conduction band for n-type semiconductor to be:

n = niexp(−EF − Ei
kBT

). (2.22)

Now consider the case when a Group III element, with three valence electrons, is
added to the semiconductor. Since there are only three valence electrons only three
covalent bonds can be formed, leaving one empty covalent bond. Thus an electron
can jump into this empty state and form a covalent bond, these empty states are
called acceptors atoms, since they can accept electrons. The energy-band diagram
for this case can be seen in Figure 2.4(b). The energy of these acceptor levels is
denoted by EA. At very low temperatures these states will remain empty, increasing
the temperature gives the electrons in the valence band enough energy to jump into
these acceptor states. When this happens, holes are formed in the valence band,
which can move freely throughout lattice. This type of material is referred to as an
p-type semiconductor. In the same manner, from Equation 2.16, 2.18 and using Ei as
the reference energy we can determine the density of free holes in the valence band
of a p-type semiconductor to be:

p = niexp(−Ei − EF
kBT

). (2.23)

Ionisation Energy

The ionisation energy is defined as the minimum amount of energy required to re-
move the outer most loosely bound electron from an atom. [3] For hydrogen, the
ionisation energy may be calculated using the Bohr model of the atom, which is
given by:

E =
m0q

4

32π2h̄2ε20
. (2.24)

The ionisation energy for acceptor and donor atoms can also be calculated using this
model, referred to as the hydrogenic model, as:

E =
m∗q4

2(nh̄)2(4πεs)2
, (2.25)

where we have used εs the permittivity of the semiconductor, n is a positive integer,
and m∗ the conductivity effective mass. [4] It was found that the ionisation energy
required to remove an electron from the donor atom into the conduction band to
be equal to 0.025 eV and the ionisation energy required to remove a hole from the
acceptor atom into the valence band to be equal to 0.050 eV. This shows that the
ionisation energy for silicon is much less than that of the hydrogen atom, with an
ionisation energy equal to 13.6 eV.

Carrier Concentration and Fermi Energy

When an extrinsic semiconductor is at thermal equilibrium the net charge density
is zero. We consider the case, where donor impurities with concentration of ND are
added to the crystal. To preserve charge neutrality the total negative charges must
equal the total positive charges, in mathematical terms:

n = N+
D + p, (2.26)
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with n the free electron density in the conduction band, and p the free hole density
in the valence band, and finally N+

D is the number of ionised donors. In a similar
manner, when acceptor impurities with concentration of NA is added to the crystal
we have the following charge neutrality condition:

p = N−A + n, (2.27)

where N−A is the number of ionised acceptors. Equation 2.22 and 2.23 can be used to
calculate the concentration of free electrons and holes for a given impurity concen-
tration. At relatively elevated temperatures we can assume complete ionisation of
acceptor and donor atoms, in this case the the charge neutrality equation becomes:

n+NA = p+ND. (2.28)

The substitution of Equation 2.21, gives rise to a quadratic equation, this equation
can be solved in terms of the electron concentration for n-type material at thermal
equilibrium:

n =
1

2
[(ND −NA) +

√
(ND −NA)2 + 4n2i ]. (2.29)

In the same manner we can find the hole concentration for p-type material at thermal
equilibrium, again we assume full ionisation of the acceptor atoms, and solving the
quadratic equation, leads to the hole concentration in p-type material:

p =
1

2
[(NA −ND) +

√
(NA −ND)2 + 4n2i ]. (2.30)

Previously in Equations 2.14 and 2.16 we solved the electron and hole concentration
at thermal equilibrium in the conduction and valence band respectively using Boltz-
mann statistics. Using these two equations and solving them in terms of energy we
find that the Fermi-energy for n-type semiconductor is:

EC − EF = kBT ln (
NC

ND
), (2.31)

similarly for p-type semiconductor:

EF − EV = kBT ln (
NV

NA
). (2.32)

This shows that the Fermi level for n-type material is somewhere between the con-
duction band and the intrinsic Fermi level, and for p-type material it is between the
valence band and the intrinsic Fermi level. In a p-type semiconductor electrons are
called minority carriers and holes are called majority carriers, and vice versa in n-
type semiconductors.

Figure 2.5 illustrates how the electron density with a fixed doping concentration in-
side an n-type semiconductor changes with temperature. Initially, at lower tempera-
tures only a few of the donor atoms are ionised, but as the temperature is increased,
the number of ionised impurity atoms increases, this is known as partial ionisation.
This will continue until all of the impurity atoms are ionised at which point the
electron density within the conduction band remains constant, this is known as the
extrinsic case. Further increasing the temperature will give the electrons sufficient
energy to cross the band gap into the conduction band from the valence band. This
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is known as the intrinsic case, in which the electron density in the conduction band
is dependent on the intrinsic carrier density and not the doping concentration. [3]

FIGURE 2.5: Electron density as function of temperature for n-type
silicon. [10]
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Chapter 3

Metal–Semiconductor Junctions

3.1 Introduction

The first rectifying properties were initially discovered by Ferdinand Braun as early
as 1874, after which much research went into understanding metal–semiconductor
contacts. In 1942 Schottky proposed a model which correctly described the phe-
nomena. After this, rectifying metal–semiconductor junctions are often referred to
as Schottky diodes. Schottky diodes are a very important part of the semiconductor
industry, since they are often used in semiconductor devices, such as microwave re-
ciever detectors, [11] gate electrodes in field-effect transistors. [4] They may also be
used in studying defects introduced in semiconductors.

In Section 3.2 the formation of the ideal Schottky barrier for both p-type and n-type
semiconductor will be discussed, and the effect of forward and reverse bias on the
Schottky barrier height will be considered. The properties of the depletion region
and all relevant equations will be derived. In Section 3.3 the various current trans-
port mechanism through Schottky and Ohmic contacts will be explained. Finally, in
Section 3.4 the formation of the Ohmic contact for an n-type semiconductor will be
discussed.

3.2 Ideal Schottky Barrier

The formation of a Schottky barrier is illustrated in Figure 3.1. Initially the metal
and semiconductor are isolated and then brought into contact. In the figure, qχs is
the electron affinity of the semiconductor, the amount of energy released when an
electron is added to the material. In other words the energy difference between the
conduction band edge and the vacuum. The work function of a material is the min-
imum amount of energy needed to remove an electron from the material. Which is
the energy difference between the Fermi-level and the vacuum, with qφm and qφs
the work functions of the metal and semiconductor respectively. There are two pos-
sible cases, one in which φm > φs and one in which φm < φs. In this section, we will
consider the case φm > φs for n-type material and φm < φs for p-type material, as
this leads to the formation of a Schottky diode. [12]

Consider the case for an n-type material φm > φs, as shown in Figure 3.1. Ini-
tially, the Fermi-level of the semiconductor is higher than that of the metal. When
connected by a thin wire, electrons diffuse from the semiconductor to the metal.
The only available electrons to diffuse from the semiconductor to the metal are from
the conduction band, provided by the ionised donor atoms. This means that while
the electrons accumulate on the surface of the metal, they leave behind positively
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charged ionised donors some distance below the surface of the semiconductor. This
region of uncompensated ionised donors is called the depletion region. [13] Due to
the build-up of negative charges on the surface of the metal and positive charges be-
neath the surface of the semiconductor an electric field is formed across the depletion
region, opposing the movement of electrons from the semiconductor to the metal.
With the field, there is an associated electrostatic potential, which, when added to
the energy of the bands, causes the bands in the semiconductor to bend upwards
and the Fermi-level of the semiconductor to move closer to that of the metal. This
process will continue until the Fermi-levels are aligned with each other.

FIGURE 3.1: The formation of a metal and n-type semiconductor
Schottky barrier: (a) metal and semiconductor in their isolated states,

and (b) in intimate contact. [14]

The barrier seen by the electrons between the Fermi-level of the metal and the con-
duction band of the semiconductor as shown in Figure 3.1(b), is known as the Schot-
tky barrier, with the height of the barrier measured relative to the Fermi level given
by:

φB = φm − χs. (3.1)

The height of the barrier measured relative to the semiconductor conduction band
is referred to as the built-in potential, and under zero bias conditions stated as:

V0 = φB − ξ, (3.2)

where ξ is the energy difference between the Fermi level and the conduction band
in the bulk. [4] By using charge neutrality it can be shown that:

ξ = kBT ln (
NC

ND
), (3.3)

with NC the effective density of states in the conduction band, and ND the doping
concentration. The effective density of states was derived in Chapter 2.5, and can be
calculated using Equation 2.15.

Now, consider the case for a p-type material φm < φs, as shown in Figure 3.2. Ini-
tially the Fermi level of the metal will be greater than that of the semiconductor.
When connected by a thin wire, electrons will diffuse from the metal to the semi-
conductor combining with holes in the valence band, which were provided by the
ionised acceptor atoms. This means that while holes accumulate on the surface of the
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metal, they leave behind negatively charge ionised acceptors some distance below
the surface of the semiconductor. This region of uncompensated ionised acceptors
is known as the depletion region. Due to the build-up of positive charges on the
surface of the metal and negative charges beneath the surface of the semiconductor
an electric field is formed across the depletion region attracting electrons within the
conduction band of the semiconductor. Again, with this field, there is an accom-
panying electrostatic potential and when combined with the energy of the bands,
causes the bands in the semiconductor to bend downwards and the Fermi level of
the semiconductor to move closer to that of the metal. This process will continue
until the Fermi levels are aligned with each other.

FIGURE 3.2: The formation of a metal and p-type semiconductor
Schottky barrier: (a) metal and semiconductor in their isolated states,

and (b) in intimate contact. [14]

With holes the majority carrier, the barrier seen by the holes due to the bending of the
bands within the semiconductor, shown in Figure 3.2(b), is known as the Schottky
barrier, with the height of the barrier measured relative to the Fermi level given by:

φB =
Eg
q
− (φm − χs). (3.4)

Here we have only considered the case for an ideal Schottky contact, but in practice it
is almost impossible to form an ideal contact with conventional vacuum deposition
without forming a thin oxide layer on the surface of the semiconductor. [4] Through-
out the discussion it was also assumed that there does not exist interface states on
the semiconductor, which is not always valid. For a more in depth discussion on
these aspects influencing the barrier height refer to Rhoderick. [15]

3.2.1 Forward and Reverse Bias

Consider a metal contact on an n-type semiconductor as described earlier. When a
zero bias is applied across the junction, electrons on both sides of the junction experi-
ence the same barrier height, measured relative to the Fermi level. Under these con-
ditions there exists no net flow of electrons to and from the semiconductor. Now, if a
forward bias (positive potential applied to the metal) is applied, it causes the Fermi
level in the semiconductor to be raised relative to that of the metal. This decreases
the amount of band bending and in turn reduces the barrier height experienced by
the electrons in the semiconductor, while the barrier experienced by electrons in the
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metal remains the same. As a result, a net flow of electrons from the semiconduc-
tor to the metal will exist, increasing the forward bias will increase the net flow of
electrons and thus the current flowing through the junction. [16] With an applied
potential VD, the barrier height experienced by the electrons in the semiconductor
is:

V0 = φB − ξ − VD. (3.5)

If a reverse bias (negative potential applied to the metal) is applied, the Fermi level
in the semiconductor is now lowered relative to that of the metal. When this hap-
pens the bands tend to bend more, increasing the barrier height and depletion region
width. The barrier height experienced by the electrons within the semiconductor is
raised, but remains constant for electrons in the metal. Thus the current from the
metal to the semiconductor remains constant, whereas the current from the semi-
conductor to the metal decreases as the reverse bias is increased, implying that the
current tends to a finite value. This will continue until the electric field across the de-
pletion region is large enough to cause dielectric breakdown of the semiconductor,
which will cause a large current to flow through the junction. [13]

3.2.2 Depletion Region

In the previous section the relationship between the valence- and conduction bands
of the semiconductor and the Fermi level of the metal at the interface, was discussed.
This can be used as boundary condition for solving Poisson’s equation in the semi-
conductor. Choosing the x-axis pointing into the semiconductor with x = 0 to be at
the interface, the boundary conditions can be defined as V (0) = V0 and E(∞) = 0.
Poisson’s equation gives:

d2V

dx2
=

1

εs
ρ(x), (3.6)

with ρ(x) the total charge density at a depth x into the semiconductor and εs the
permittivity of the semiconductor. [17]

The calculations are frequently simplified using the depletion region approximation.
According to this approximation, an abrupt boundary between the depletion region
(with no free charge carriers) and the bulk of the semiconductor (with ρ = 0 and
E = 0) is assumed. This is equivalent to approximating the Fermi-Dirac distribution
with a step function. Also ignoring any contributions from the valence band, band
gap, conduction band and deep levels. If the width of the depletion region is w, the
charge density within the semiconductor can be expressed as:

ρ(x) =

{
qND for x ≤ w
0 for x > w,

(3.7)

with ND the doping concentration, and q the electronic charge. By double integra-
tion of Equation 3.6, and applying the boundary conditions previously mentioned,
we obtain the width of the depletion region to be:

w =

√
2εs
qND

(V0 −
kBT

q
). (3.8)
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Applying a bias across the junction will adjust the depletion region width as follows:

w =

√
2εs
qND

(V0 − VD −
kBT

q
), (3.9)

where the temperature dependent term in Equation 3.8 is due to the majority-carrier
distribution tail. [4] Thus the width of the depletion region is directly proportional
to the square root of the applied potential, and inversely proportional to the square
root of the doping concentration. Single integration of Equation 3.6 gives the electric
field in the depletion region as:

E(x) = −qND

εs
(w − x). (3.10)

With the maximum of the magnitude of the electric field found at x = 0. Integration
of Equation 3.10 yields the electrostatic potential within the depletion region:

V (x) = −qND

2εs
(w − x)2. (3.11)

The charge per unit area in the depletion region, is equal to the doping concentration
times the depletion width:

Q = qwND (3.12)

=

√
2qεsND(V0 − VD −

kBT

q
). (3.13)

Now that the charge per unit area is known within the semiconductor, it is possible
to calculate the capacitance across the depletion region. [4] The capacitance per unit
area is given by:

C =
|∂Q|
∂V0

(3.14)

=

√
qεsND

2(V0 − VD − kBT
q )

. (3.15)

3.3 Current Transport Mechanisms

The current transport mechanisms in metal-semiconductors are mainly due to ma-
jority carriers passing through or across the potential barrier. These current transport
mechanisms can be divided into four processes, namely:

(1) Transport of majority carriers over the potential barrier, known as thermionic-
emission. This is usually the case for moderately doped semiconductors.

(2) Quantum-mechanical tunnelling through the potential barrier into the metal.
This is important for highly doped semiconductors.

(3) Generation and recombination of carriers in the space-charge region. This will
be discussed in more detail in the following chapter.
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(4) Injection of minority carriers from the metal into the semiconductor.

In addition to the four mechanisms mentioned, there also exists leakage current due
to a high electric field at the contact region or current due to traps at the metal-
semiconductor interface. Figure 3.3 gives an illustration of these four current trans-
port mechanisms under forward bias, with the inverse processes occurring under
reverse bias.

The emission of charge carriers from the semiconductor across the barrier into the
metal can be divided into two processes. In the first process the charge carriers
are transported from the bulk of the semiconductor through the depletion region
by means of drift and diffusion due to the electric field of the barrier. The sec-
ond process, the emission of charge carriers from the semiconductor to the metal
is determined by the rate at which charge carriers are able to go across the barrier.
Both of these processes may be described by the diffusion theory and thermionic-
emission theory. [18] [11] According to the diffusion theory the first process is the
current-limiting process, whereas with the thermionic-emission theory the assump-
tion is that the current-limiting process is the actual transfer of charge carriers across
the barrier. For moderately doped silicon, the dominant current transport mecha-
nism for reverse and forward bias is thermionic-emission. For this reason thermionic
emission will be discussed shortly, but for a more detailed discussion about current
transport mechanisms refer to Sze. [4]

FIGURE 3.3: Current transport mechanisms under forward bias: (1)
thermionic emission, (2) quantum-mechanical tunnelling, (3) genera-
tion and recombination of carriers, and (4) injection of minority carri-

ers. [4]

Thermionic Emission

Thermionic emission theory is based on the assumptions that the barrier height is
much larger than kBT , thermal equilibrium is established at an interface that deter-
mines emission, and finally that the existence of a net current flow does not affect the
equilibrium, so that one can superimpose two current fluxes, one from the semicon-
ductor to the metal and from the metal to the semiconductor. [4] Thus the current
density from the semiconductor to the metal are electrons with sufficient energy to
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overcome the barrier, and can be calculated to be:

Js−>m = A∗T 2exp(− qφB
kBT

)exp(
qV

kBT
), (3.16)

where

A∗ =
4πqm∗k2

h3
, (3.17)

is the effective Richardson constant for thermionic emission.

Since the barrier height for electrons moving from the metal to the semiconductor
is unaffected by the applied voltage the current flowing into the semiconductor also
remains unaffected by the applied voltage. It must therefore be that the current
flowing from the metal into the semiconductor must be equal to the current in the
opposite direction when the applied potential is equal to zero. Using Equation 3.16
but with zero applied bias the current density from metal to semiconductor becomes:

Jm−>s = −A∗T 2exp(− qφB
kBT

). (3.18)

The total current density can now be given as the sum of Equations 3.16 and 3.18 as:

Jn = A∗T 2exp(− qφB
kBT

)[exp(
qV

kBT
)− 1] (3.19)

= Js[exp(
qV

kBT
)− 1], (3.20)

where Js is referred to as the saturation current density, and is given by:

Js = A∗T 2exp(− qφB
kBT

). (3.21)

With Equation 3.20 corresponding to ideal contacts and needs to be adapted for var-
ious deviations from ideality. [4]

3.4 Ohmic Contacts

Ohmic contacts are defined as metal-semiconductor contacts, with negligible con-
tact resistance when compared to the bulk of the semiconductor, resulting in a suf-
ficiently small voltage drop across the contact even for larger currents. This should
be the same under forward bias as well as reverse bias.

To achieve a low contact resistance, one of the methods could be to use metal–
semiconductor combinations resulting in a low barrier height compared to kBT .
When this is the case, the charge carriers are now able to move more freely across
the barrier in either direction, as shown in Figure 3.4(a). But due to the presence of
interface states on the semiconductor, and metals having work functions that are too
high, this means of creating ohmic contacts is not possible for n-type silicon.

There exists another more practical method for creating an ohmic contact with low
contact resistance by means of tunnelling as shown in Figure 3.4(b). This is possi-
ble when the contact is formed on highly doped regions of the semiconductor. This
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causes the barrier between the metal and semiconductor interface to be very narrow
allowing charge carriers to tunnel through. [13]

FIGURE 3.4: The formation of a metal and n-type semiconductor
Ohmic contact: (a) low barrier height, and (b) high doping concen-

tration. [4]

As mentioned, ohmic contacts has negligible contact resistance RC compared to the
bulk of the semiconductor, if measured at zero bias, the contact resistance is defined
as:

RC = (
∂J

∂V
)−1V=0. (3.22)

For low doping concentrations, the thermionic-emission current will dominate the
current transport, ignoring the small voltage dependence of the barrier height, gives
the contact resistance to be:

RC =
k

qA∗T
(
qφB
kBT

). (3.23)

However, for high doping concentrations, tunnelling will dominate. In this case the
contact resistance is given by:

RC = exp
2
√
εsm∗

h̄
(
qφB√
ND

). (3.24)

For a moderate doping concentrations the contact resistance is mostly due to the tun-
nelling process, and decreases rapidly with increasing doping concentration. Thermionic
emission dominates for doping concentration less than 1017cm-3.

Thus in order to obtain a low contact resistance one should have a high doping
concentration, a low barrier height or both. For semiconductors with wider band-
gaps, it is not always possible to form an Ohmic contact, since there does not exist
a metal with a low enough work function. In this case, high doping is used to form
the Ohmic contact.
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Chapter 4

Defects in Semiconductors

4.1 Introduction

Imperfections in the crystal lattice which cause any discontinuity are known as a de-
fects, and may be introduced during some stage of crystal growth, fabrication pro-
cess of semiconductor devices or irradiation. It is important to know which defects
are introduced and present in semiconductors, since these defects alter the electronic
properties of the material by allowing new energy states within the band gap.

Defects may be classified as point, line, planar and bulk defects. A point defect
may be described as an imperfection at a single lattice site. [19] Some of the more
common point defects are shown in Figure 4.1, and listed below:

• Vacancy: Lattice site missing an atom which is normally occupied.

• Self-interstitial: An atom occupying a lattice site which would normally not be
occupied.

• Interstitial impurity: Impurity atom occupying a lattice site which would nor-
mally not be occupied.

• Substitutional impurity: Lattice site which is normally occupied by a host atom
but in this case with an impurity atom.

Line defects are classified as a one-dimensional defects, since a line defect exists
when there exists an imperfection in an entire row of lattice sites. [20]

Planar defects are two dimensional defects, which exists when an entire plane con-
sists of imperfections, whereas a bulk defect is a three dimensional defect that exists
over a volume within the crystal. [21]

In this chapter we start with describing the type of point defects found in semi-
conductors, the formation of point defects and clusters initiated by the interaction
of high energy particles with the crystal structure. Subsequently, these defects are
described under various equilibrium and non-equilibrium conditions.

4.2 Defect Generation

When a semiconductor is irradiated by energetic particles with an energy higher
than the displacement threshold energy (the minimum kinetic energy needed to per-
manently displace an atom in a solid) it can displace atoms from normally occupied
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lattice sites, thus creating a vacancy (V) and interstitial (I) pair, known as a Frenkel
pair, as shown in Figure 4.1(e).

FIGURE 4.1: Illustrates some of the point defects: (a) vacancy, (b)
interstitial, (c) impurity substitution, (d) impurity interstitial and (e)

Frenkel pair. [22]

These displaced atoms are mobile at room temperature, and are able to move through-
out the crystal structure. If the imparted energy of the primary knocked-on atom
is high enough it is able to knock out other atoms in the crystal structure impart-
ing some of its energy to the new knocked-on atom, forming defect cascades. [23]
This will continue until the energy of the knocked-on atoms is lower than the dis-
placement threshold energy, thus creating a region with a very high concentration
of vacancies and interstitials. These regions are known as clusters. Figure 4.2 illus-
trates a simulation of the spatial distribution of vacancies in the crystal lattice after
irradiation with neutrons.

FIGURE 4.2: Simulation of the spatial distribution of vacancies
formed after irradiation with neutrons. [24]
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After irradiation, recombination between vacancy-interstitial pairs will occur, only if
the distance between the vacancy and interstitial is less that the lattice constant. It is
shown that more than half of the overall pairs generated undergoes recombination.
[25] The rest of these vacancies and interstitials diffuse through the crystal lattice and
react with themselves or with impurity atoms as shown in Figure 4.1, forming new
point defects. The point defects and clusters formed during and after irradiation are
the defects that are observed in the semiconductor, and their properties cause the
observed change in microscopic and macroscopic properties of the semiconductor.

4.3 Classification of Defects

In the previous section it was mentioned that, when semiconductors are irradiated
with energetic particles, there are predominantly point defects and clusters gener-
ated. This section is devoted to discuss the types and properties of clusters and
point defects in semiconductors.

4.3.1 Clusters

In order to explain the very high minority carrier recombination rate observed after
irradiation with heavy particles compared to that observed after gamma or elec-
tron irradiation, the cluster model was proposed. [26] Besides their composition of
vacancies and interstitial no information about their exact nature or their electrical
properties within the space charge region or under thermal equilibrium is known.

4.3.2 Point Defects

In Figure 4.3 some point defects found in silicon are shown, with their relative posi-
tion in the forbidden band gap with respect to the valence and conduction band.

FIGURE 4.3: Observed point defects in the band gap of silicon. [27]
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Acceptors, Donors and Amphoteric Defects:

Some of the defects created may be electrically active and contain energy levels
within the forbidden band gap, which are able to capture or emit electrons and holes.
If the energy of a defect state is denoted by ET , in terms of the band edges, the en-
ergy may be defined as ET = EC −EA for defects in the upper half of the band gap,
and as ET = EV + EA for defects in the lower half of the band gap. [28] In each
of these equations EA is the energy required to emit an electron into the conduction
band or a hole into valence band.

When the semiconductor is in thermal equilibrium the charge of the defect state
in the band gap depends on the Fermi level of the semiconductor. Acceptors are
defined as being negatively charge when occupied by an electron and neutral when
occupied by a hole, whereas donors are defined as being neutral when occupied by
an electron and positive when occupied by a hole. Thus if the Fermi level is below
the energy of the defect state, then acceptors will be neutral and donors will be pos-
itively charged, and if the Fermi level is above the energy of the defect state then
acceptors will be negatively charged and donors will be neutral. Figure 4.3 depicts
defect states that have both a donor and an acceptor level in the band gap, these
defects are termed amphoteric.

Shallow and Deep Levels:

As mentioned previously, semiconductors may be doped with acceptor or donor im-
purity atoms, where acceptor levels are located close to the valence band and donor
levels close to the conduction band. These defects are sometimes termed shallow
levels, since they are close to the band edges in the forbidden band gap. Where
deep-levels on the other hand are closer to the middle of the forbidden band gap.

Majority and Minority Carrier Traps:

It is often helpful to divide defect states into two groups, namely majority and mi-
nority carrier traps. It is termed a majority carrier trap if the thermal emission rate
for majority carriers is much greater than the thermal emission rate for minority
carriers, and vice versa for minority carrier traps.

4.4 Electrical Properties of Point Defects

This section is used to describe the occupation of traps with electrons and holes
under various equilibrium conditions. Afterwards, the rate at which these traps are
introduced and removed by means of annealing will be discussed.

4.4.1 Occupation of Traps at Thermal Equilibrium

Previously the Fermi-Dirac distribution function was used to determine the num-
ber of occupied states in the conduction and valence band at thermal equilibrium.
It is also possible to use the Fermi-Dirac distribution function to determine the oc-
cupation of traps with electrons or holes for a non-degenerate semiconductor. The
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Fermi-Dirac distribution function is defined as:

F (E) = 1 + exp(
E − EF
kBT

). (4.1)

If the total trap concentration is NT , and the traps have an energy of ET , the number
of occupied traps with electrons is found to be:

nT = NTF (ET )

=
NT

1 + exp(ET−EF
kBT

)
. (4.2)

Similarly, the number of occupied traps with holes is:

pT = NT (1− F (ET ))

=
NT

1 + exp(−ET−EF
kBT

)
. (4.3)

These quantities obey the totality condition:

NT = nT + pT , (4.4)

as each trap is either occupied by an electron or hole.

4.4.2 Energy and Gibbs Free Energy

So far the energy term has only been used in an abstract sense, from a thermody-
namic point of view it is actually called the Gibbs free energy. [29] The number of
free electrons in the conduction band of a non-degenerate semiconductor may be
written in terms of the Gibbs free energy:

n = NC(− ∆G

kBT
). (4.5)

The Gibbs free energy can be described by two new thermodynamic variables as:

∆G = ∆H − T∆S, (4.6)

with ∆H the change in enthalpy and ∆S the change in entropy. The number of free
electrons within the conduction band defined in terms of Gibbs free energy are:

n = NC(− ∆G

kBT
). (4.7)

By using Equation 4.6, we can rewrite the number of free electrons within the con-
duction band in terms of enthalpy as:

n = XnNC(−∆H

kBT
), (4.8)

with the temperature independent entropy factor defined as:

Xn =
∆S

kBT
. (4.9)
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4.4.3 Carrier Recombination Processes

In indirect band-gap semiconductors the most dominant processes are single-level
recombination processes, these processes are so called, since there only exists a single-
level of localised energy states in the forbidden band-gap, known as traps. [4] Nor-
mally without these states present the probability of a transition from the valence
band to the conduction band would be relatively low, due to the large energy differ-
ence between the valence and conduction band. With the introduction of these inter-
mediate states the probability of a transition will be increased, due to the decreased
energy difference between the valence and conduction band states. In Figure 4.4
these single-level recombination processes are illustrated. The top part of the Figure
is before and the bottom part is after the recombination process.

Knowing all the possible transition processes from and to the traps, it is possible
to determine the rate of change of the number of occupied traps, with electrons and
holes respectively as:

dnT
dt

= ra − rb − rc + rd and
dpT
dt

= −ra + rb + rc − rd, (4.10)

where ra is the rate of electron capture, rb the rate of electron emission, rc the rate
of hole capture, and finally rd the rate of hole emission. The only traps available for
capturing an electron are those occupied by a hole, whereas the only available traps
for hole capture are those occupied by electrons.

FIGURE 4.4: Single-level recombination processes for indirect band
gap semiconductors: (a) electron capture, (b) electron emission, (c)
hole capture, and (d) hole emission. With the top before recombina-

tion and the bottom after recombination. [30]
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With the help of Equations 4.2 and 4.3 the rate of electron and hole capture can be
expressed as:

ra = cnn(1− F (ET ))NT and rc = cppF (ET )NT , (4.11)

with cn and cp the capture rate for electrons and holes respectively. The only traps
capable of electron emission are those occupied by an electron, and the only traps ca-
pable of hole emission are those occupied by a hole. Again, with the use of Equation
4.2 and 4.3 the rate of electron and hole emission can be expressed as:

rb = enF (ET )NT and rd = ep(1− F (ET ))NT , (4.12)

with en and ep the emission rate for electrons and holes respectively. In thermal
equilibrium the capture rates (ra and rc) and the emission rates (rb and rd) are equal,
expressing the emission rate in terms of the capture rate for electrons and holes:

en = cnn
(1− F (ET ))

F (ET )
and ep = cpp

F (ET )

(1− F (ET ))
. (4.13)

Substitution of the Fermi-Dirac distribution function:

en = cnnexp(
ET − EF
kBT

) and ep = cppexp(
EF − ET
kBT

). (4.14)

If it is assumed that there is no barrier to overcome during the capture process, then
the probability per unit time with which a trap captures a charge carrier is:

cnn = σnvth,nn and cpp = σpvth,pp, (4.15)

with σn,p the capture cross section for electrons and holes respectively, and vth the
thermal velocity and may be expressed as:

vth,n =

√
8kBT

πm∗e
and vth,p =

√
8kBT

πm∗h
. (4.16)

Finally, the emission rate for electron and holes is:

en = σnvth,nNCexp(
ET − EC
kBT

) and ep = σpvth,pNV exp(
EV − ET
kBT

). (4.17)

It is also common to write the emission rate in terms of thermodynamic properties
introduced previously, substitution of Equations 4.8 into Equation 4.17 leads to:

en = cnNCXnexp(−∆H

kBT
) and ep = cpNVXpexp(−∆H

kBT
). (4.18)

Normally the capture rate is expressed in terms of the capture cross section: [4]

cnXn = σnvth,n and cpXp = σpvth,p. (4.19)

Thus in terms of enthalpy, the emission rates are:

en = σnvth,nNCexp(−∆H ′n
kBT

) and ep = σpvth,pNV exp(−
∆H ′p
kBT

), (4.20)
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where the prime indicates the assumption that the capture cross section is indepen-
dent of temperature, and hence remains constant.

4.4.4 Defect Occupation with Time

So far it was considered that the semiconductor is in thermal equilibrium. How-
ever, if the equilibrium is disturb there are processes that will attempt to restore the
equilibrium. It is possible to describe the occupation of traps with respect to time in
terms of the emission and capture rates. The occupation of traps with electrons and
holes was previously expressed as:

dnT
dt

= ra − rb − rc + rd and
dpT
dt

= −ra + rb + rc − rd. (4.21)

After substitution of each term, and some rearrangement the rate of change of occu-
pied traps is given by:

dnT
dt

= (cn + ep)(NT − nT )− (cp + en)nT

and

dpT
dt

= (cp + en)(NT − pT )− (cn + ep)pT . (4.22)

It is possible to solve this differential equation in terms of the occupation of traps
with time, but usually some assumptions are made. [17]

4.4.5 Defect Occupation under Bias

Semiconductors can be placed under a forward or reverse bias. When a reverse bias
is applied to a diode, it increases the width of the depletion region, thus removing
nearly all of the free charge carriers. When a forward bias is applied to a diode, a
large number of free charge carriers are injected into the bulk of the semiconductor.
[31] [28] Both these cases for negatively and positively doped semiconductors will
be discussed briefly.

Reverse Bias:

When placed under reverse bias, in the depletion region there exists a non-equilibrium
condition in which Equations 4.2 and 4.3 are no longer suitable to calculate the occu-
pation of traps. Since the concentration of free charge carriers within the depletion
region is very low, it is assumed that the capture rate of free charge carriers into traps
is negligibly small, thus Equation 4.9 reduces to:

dnT
dt

= −rb + rd = −ennT + eppT

and

dpT
dt

= rb − rd = ennT − eppT . (4.23)
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Thus the occupation of traps with electrons and holes respectively, inside the deple-
tion region is given by:

nT =
ep

en + ep
NT and pT =

en
en + ep

NT . (4.24)

For high radiation damage, the assumption that the free charge carriers within the
depletion region is negligibly small, is invalid, and needs to be taken into account.
Under these circumstances the occupation of traps with electrons and holes are thus:

nT =
cnn+ ep

en + cpp+ cnn+ ep
and pT =

cpp+ en
en + cpp+ cnn+ ep

. (4.25)

Forward Bias:

When placed under forward bias, electrons and holes are able to fill nearly all the
traps in the bulk of the semiconductor. With this injection of free charge carriers we
assume that the emission rate is negligibly small compared to the capture rate and
in this case Equation 4.9 reduces to:

dnT
dt

= ra − rc = cnnT − cppT . (4.26)

Again, the occupation of traps with electrons and holes under forward bias is given
by:

nT =
cnn

cnn+ cpp
NT and pT =

cpp

cnn+ cpp
NT . (4.27)

Notice that a trap is only filled with an electron if the capture coefficient for holes
are smaller than that of electrons, and is filled with a hole if the capture coefficient
for electrons are smaller than that of holes.

4.5 Defect Introduction

Defect introduction kinetics describes the rate at which defects are introduced to
the crystal lattice and what effect other defects has on the rate of introduction for
a specific defect. Here the zeroth-order and first-order introduction rates will be
discussed briefly. [31] [28]

4.5.1 Zeroth-Order

The zeroth-order introduction rate does not depend on the initial concentration of
other radiation-induced defects present, the introduction rate also does not depend
on increasing the concentration of other defects with time, in this instance the zeroth-
order introduction rate can be given by:

k1 =
dNT1

dt
, (4.28)

with NT1 and k1 the concentration and introduction rate constant of defect one re-
spectively. Integration of Equation 4.31 leads to:

NT1(t) = k1t+NT1(0), (4.29)
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where NT1(0) is the initial concentration of defect one before any radiation, which is
assumed to be zero. Thus Equation 4.29 shows that the concentration of defect one
increases linearly with the duration of irradiation.

4.5.2 First-Order

Unlike the zeroth-order, the first-order introduction rate depends on the initial con-
centration of other defects present. Assume that there exists two defects, with the
concentration of defect one denoted as NT1 and the concentration of defect two de-
noted as NT2 . Where the introduction rate of defect two is linearly dependent on
concentration of defect one, and the concentration of defect one follows a zeroth-
order introduction rate. Then the first-order introduction rate can then be written
as:

NT1k2 =
dNT2

dt
, (4.30)

with k2 the introduction rate constant of defect two. Integration of Equation 4.30
leads to:

NT2(t) =
1

2
k1k2t

2 + k2NT1(0) +NT2(0), (4.31)

with NT1(0) and NT2(0) the initial concentration of defect one and two respectively.
If it is assumed that the initial concentration is zero, then Equation 4.31 can be sim-
plified to:

NT2(t) =
1

2
k1k2t

2. (4.32)

This shows that the introduction rate of defect two is linearly dependent on defect
one and increases quadratically with time. Figure 4.5 is a simulation that shows the
concentration of defect one that follows the zeroth-order, the concentration of defect
two that follows the first-order and the concentration that would be observed for
both defects combined as a function of time. In the simulation it was assumed that
the initial concentration for both defects to be zero. The introduction rate constants
were arbitrarily chosen and to be equal.

FIGURE 4.5: Simulation showing the concentration of defects follow-
ing the zeroth-order and the first-order introduction rates, with the

expected concentration of both defects combined.
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4.6 Defect Annealing

Annealing is the process whereby heat treatment is applied to a material in order to
change its physical or chemical properties. In the semiconductor industry, anneal-
ing is generally used to diffuse dopant atoms into substitutional positions inside
the crystal lattice. It can also be used to remove some defects introduced during
irradiation. In both these cases the electrical properties of the material is changed
significantly. The mechanisms whereby defects are annealed and the rate at which
the defects are annealed will be discussed.

4.6.1 Annealing Mechanisms

Mechanisms by which defects within the crystal lattice anneal can roughly be di-
vided into three main categories, as defect migration, complex formation and com-
plex dissociation.

Defect Migration and Complex Formation:

Increased temperature of the crystal lattice gives the defects sufficient energy to over-
come the binding energy and move freely through the crystal, and will continue for
as long as the temperature remains high enough. At some point the defects will be
gathered at a sink, recombine with their counterparts or form new defects by associ-
ation with same or a different type of defect.

Complex Dissociation:

A complex is a defect composed of more than one constituent. If the temperature
is high enough so that the complexes obtains enough energy to overcome the bind-
ing energy they dissociate into their constituents. These constituents will migrate
through the crystal lattice and form new defects or disappear into a sink.

FIGURE 4.6: Illustrates the mechanism and corresponding activation
energy: (a) defect migration, (b) complex formation, and (c) complex

dissociation. [32]

Figure 4.6 is a schematic representation of all three mechanisms. It can be seen in
the schematic that each of these processes are characterised by an activation energy
(Em, Ef , Ed), which is the energy needed to overcome the binding energy. With
experimental results it is normally difficult to tell which of these processes is the
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underlying cause for the observed changes, thus the term activation energy EA will
be used for all three cases in the mathematical formulation of the activation energy.

4.6.2 Reaction Rate

If the defects and complexes are randomly distributed throughout the crystal lattice,
the rate at which defect migration and complex dissociation takes place can easily
be described by a first order reaction. The number of defects combining with sinks
or the number of complex dissociations that takes place per unit time is directly
proportional to the number of defects or complexes present at that time, and can
thus be written as:

− dNT

dt
= kNT , (4.33)

with NT the defect concentration and k the annealing rate constant. [31] [33] The
temperature dependence of this rate constant can be described by an Arrhenius re-
lation:

k = k0exp(− EA
kBT

), (4.34)

with k0 the frequency factor, and EA the activation energy for defect migration or
complex dissociation. Where the frequency factor is related to the attempt-to-escape
frequency, estimated by the most abundant phonon frequency. [34] In other words,
the frequency factor may be expressed as:

k0 = δ · kBT
h

, (4.35)

where δ is an indication whether the observed reaction was due to defect dissoci-
ation (δ = 1) or due to a long range defect migration (δ << 1). The inverse of δ
gives an approximation of the number of jumps necessary to remove a defect, but
this only holds if the activation energy required for defect migration is smaller than
the activation energy required for complex formation, refer to Figure 4.6. [31]

In Equation 4.33 the annealing rate was described in terms of a differential equa-
tion. For a first order reaction this equation can easily be solved to give the defect
concentration at any given time as:

NT (t) = NT (0)exp(−kt). (4.36)

Taking the natural logarithm on both sides:

ln
NT (t)

NT (0)
= −kt. (4.37)

This shows that by plotting the natural logarithm of the normalised defect concen-
tration versus time leads to a straight line, where the gradient represents the rate
constant for a specific temperature. In a similar fashion Equation 4.37 can be rewrit-
ten as:

ln k = ln k0 −
EA
kBT

. (4.38)

Where the gradient in this case represents the activation energy and the intercept
with the vertical axis the frequency factor. Equation 4.35 can then be used to deter-
mine the mechanism by which defect annealing occurs.



Chapter 4. Defects in Semiconductors 46

4.7 Electric Field Dependence

In Section 3.2.2 it was derived that there exists an electric field within the deple-
tion region, which is directly proportional to the width of the depletion region. The
magnitude of this intrinsic electric field can be shown to be:

|E(x)| = −qND

εs
(w − x)

=

√
2qND

εs
(V0 − VD −

kBT

q
)− qND

εs
x. (4.39)

The above equation shows that the intrinsic electric field in the depletion region
may be enhanced by increasing the doping concentration or by increasing the ap-
plied bias. This electric field can sometimes be quite large and close to the dielectric
breakdown field of the semiconductor. When a trap is placed within the depletion
region this trap will experience this electric field, which in turn will influence the
potential well considerably and may, therefore increase the emission rate of charge
carriers from these traps.

The two mechanisms whereby the emission rates are increased due to an electric
field are Poole-Frenkel or phonon-assisted tunnelling. Both of these mechanisms for
a Coulombic potential (the one-dimensional case) well is shown in Figure 4.7, and
will be discussed here briefly.

FIGURE 4.7: Illustrates a Coulombic potential well, with (a) no exter-
nal electric field and (b) with an external electric field applied. [17]

4.7.1 Poole-Frenkel Effect

The simplest mechanism whereby the emission rate of charge carriers from a poten-
tial well is increased is known as the Poole-Frenkel effect and was first developed
by Frenkel in 1938. [35] When an external electric field is applied to a charge carrier
trapped in a potential well, the charge carrier will experience not only the intrinsic
electric field but both of these fields combined, raising the potential barrier on the
one side of the potential well and lowering the potential barrier on the other side, as
shown in Figure 4.7.
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For a Coulombic potential well placed in an external electric field, the lowering of
the ionisation energy is given in the following form:

∆ET =

√
qF

πεs
. (4.40)

When substituted into Equation 4.17, the emission rate of charge carriers from a
potential well under an external electric field can now be written as:

e(F ) = e(0)exp(
1

kBT

√
qF

πεs
), (4.41)

where e(0) is the emission rate with no external electric field present and F the elec-
tric field strength. The Poole-Frenkel effect is the governing mechanism for shallow
traps and where weaker electric fields are present. Equation 4.41 can now be used
to determine if the enhanced emission is due to the Poole-Frenkel effect.

4.7.2 Phonon-Assisted Tunnelling

The second possible mechanism that will be discussed are phonon-assisted tun-
nelling or pure tunnelling, with the latter being more predominant in strong electric
fields. It was found that traps having a significant electron-lattice coupling is likely
to undergo phonon-assisted tunnelling. The coupling constant, which is also known
as the Huang-Rhys factor, is different for every trap. [36] The coupling constant is
represented by:

S =
∆E

h̄ω
, (4.42)

with ∆E the vibrational energy loss. Due to this coupling electrons are able to oc-
cupy a set of stationary quasi-levels within the potential well, which are separated
by the phonon energy. The emission rate of charge carriers from a potential well due
to phonon-assisted tunnelling as described by Pons in 1979, [37] is given by:

e(F ) =
∑
p

∏
pΓ(∆p)(1− F1,p), (4.43)

where
∏
p is the probability of finding an electron at a particular quasi-level, Γ(∆p)

is the tunnelling probability for that particular electron with an energy ∆p above the
ground state and the factor (1 − F1,p) is the Fermi-Dirac probability of finding an
empty conduction band state.

The emission rate of charge carriers trapped in a potential well by means of phonon-
assisted tunnelling may also be described by a different model which was proposed
by Ganichev in 1999. [38] In this model the emission rate is defined in terms of the
tunnelling time at a given electric field as:

e(F ) = e(0)exp(
τ32 q

2F 2

3m∗h̄
). (4.44)

With the tunnelling time for a free electron defined as:

τ2 =
h̄

2kBT
± τ1, (4.45)
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where the minus and plus sign corresponds to the weak and strong electron-phonon
coupling respectively, and τ1 the tunnelling time for a bound electron. A comparison
between the two models discussed for phonon-assisted tunnelling shows that the
model described by Equation 4.44 gives a functional relationship between the emis-
sion rate and the electric field strength, and can be used to determine if enhanced
emission is due to phonon-assisted tunnelling.
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Chapter 5

Characterisation Techniques

5.1 Introduction

This chapter gives a short discussion of the electrical characterisation techniques
used in this study. Although the main focus will be on deep-level transient spec-
troscopy, short descriptions of the current-voltage and capacitance-voltage charac-
terisation are also given, as these were used to confirm the suitability of the diodes
for deep-level transient spectroscopy measurements.

5.2 Current-Voltage Characterisation

Previously the current transport mechanisms for metal-semiconductor contacts were
described. From Equation 3.19 it follows that the current-voltage characteristics for
moderately doped semiconductors in the forward direction is given by: [4]

J = Js exp[
q(∆φ+ VD)

kBT
] for VD >>

kBT

q
, (5.1)

with ∆φ the Schottky barrier lowering and Js the saturation current density, which
can be expressed as:

Js = A∗T 2 exp(
−qφB
kBT

). (5.2)

Since both the Richardson constant and the Schottky barrier lowering are functions
of the applied bias, it then follows that the current-voltage characteristics can be
approximately given by the following equation:

J = Js exp
qVD
nkBT

for VD >>
kBT

q
(5.3)

where n is the ideality factor, and is defined as:

n =
q

kBT

∂VD
∂(ln J

= [1 +
∂∆φ

∂V
+
kBT

q

∂(lnA∗)

∂VD
]. (5.4)

The Schottky barrier height is given by:

φB =
kBT

q
ln (

A∗T 2

J
) (5.5)



Chapter 5. Characterisation Techniques 50

From Equation 5.1, it follows that a logarithmic plot of the current versus the applied
bias should be linear. In practice, for a good diode, this is valid for a large applied
bias until the effects of series resistance become significant. The saturation current
density is equal to the extrapolated value of current density at zero applied bias. The
ideality factor of the diode may be determined from the slope of the graph while the
barrier height may be determined from the extrapolated value of zero current den-
sity.

For a diode to be suitable for deep-level transient spectroscopy it is required that its
reverse leakage conductance should be negligible compared to its admittance and
its series resistance negligible compared to its impedance. In practice a factor ten is
more than sufficient. A typical diode with a capacitance of 20 pF has an impedance
of roughly 10 kΩ at 1 MHz. Therefore, to be suitable for deep-level transient spec-
troscopy, the series resistance of the diode should be 1 kΩ or less and its leakage
current at 1 V reverse bias should be 10-5 A or less.

5.3 Capacitance-Voltage Characterisation

Electric fields exerts a force on the free charge carriers within the semiconductor, re-
sulting in a net flow of charge carriers through the semiconductor which constitutes
an electric current. The concentration of these free charge carriers can be obtained
through a capacitance measurement as a function of the applied bias (capacitance-
voltage measurement). In Chapter 3 we derived an expression for the capacitance
of a Schottky diode as a function of applied bias. Rearrangement of Equation 3.15
leads to:

1

C2
= − 2

qεsND
VD +

2(V0 − kBT
q )

qεsND
. (5.6)

Now, taking the derivative of Equation 5.6 in terms of the applied bias:

d

dVD

1

C2
= − 2

qεsND
. (5.7)

If we assume that the doping concentration is constant throughout the depletion re-
gion, then a straight line should be obtained by plotting the inverse squared of the
capacitance versus the applied bias. Furthermore, the built-in potential may be de-
termined from the extrapolated value of the applied bias at zero capacitance, while
the concentration of these free charge carriers may be determined from the gradient
of the graph. If the doping concentration is not constant, then the differential capac-
itance method can be used to determine the free charge carrier concentration. [4]
[39]

5.4 Deep-level Transient Spectroscopy

Deep-level transient spectroscopy (DLTS) is s a widely used and powerful technique
to determine many of the parameters related to defects, such as the activation energy,
defect concentration and capture cross-section. Deep-level transient spectroscopy is
a high frequency thermal scanning technique originally introduced by D.V. Lang in
1974. [40] However, recently a new approach to the analysis of the transient was
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developed and is now known as the Laplace-transform deep-level transient spec-
troscopy. This technique has greatly improved the resolution of capacitance based
defect characterisation. [41]

Deep-level transient spectroscopy works by applying a reverse bias to a Schottky
diode, in order to establish a depletion region. A filling pulse is then applied, re-
ducing the width of the depletion region, and the traps between the old and new
position of the depletion region edges are filled. After the end of the filling pulse,
the diode is returned to the quiescent reverse bias and capacitance transient due to
the emission of charge carriers from these traps is measured. An illustration of how
the capacitance transient is generated, which in turn is used for the deep-level tran-
sient spectroscopy, is shown in Figure 5.1. This transient is usually an exponential
time dependent transient. In the following sections the principles of this technique
will be discussed in more detail. Later in the chapter, the use of deep-level transient
spectroscopy to extract various defect parameters will be discussed.

5.4.1 Capacitance Transient

In Section 3.2.2, the equation to determine the depletion region width as well as the
capacitance of a Schottky diode was formulated, which will play an important role
in describing deep-level transient spectroscopy. For clarity this equation is given
again:

C =
|∂Q|
∂V0

(5.8)

=

√
qεsND

2(V0 − VD − kBT
q )

=
εs
W
,

showing that the capacitance per unit area of the diode depends on the depletion
region width, which in turn depends on the applied bias and the charge within the
depletion region.

Consider a junction formed between a metal and an n-type semiconductor material
in thermal equilibrium. When in thermal equilibrium there is no net flow of elec-
trons between the two materials and the density of free charge carriers within the
depletion region negligible, the only charge present is due to the ionised donors. In
Figure 5.1 the bulk of the semiconductor containing free charge carriers is indicated
by the shaded area, with the depletion region the unshaded area. Now consider the
case where there is a defect level ET that can trap electrons. The filled and empty
circles indicate occupied and unoccupied traps respectively. For simplicity, it is as-
sumed that all the traps within the depletion region are empty, while the traps within
the bulk of the semiconductor are filled.
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FIGURE 5.1: DLTS principle of operation, and transient formation.

Initially the diode is placed under a quiescent reverse bias, causing the depletion
region width to increase and the capacitance to decrease. Traps within the depletion
region are now empty and above the Fermi level. A filling pulse (majority carrier
pulse) is used to reduce the reverse bias, thus reducing the width of the depletion
region and increases the capacitance of the diode. These empty traps are no longer
within the depletion region and are able to capture the free electrons. The rate at
which these traps are filled can be derived from Equation 4.21, and is given by:

dnT
dt

= cn(NT − nT ). (5.9)

After the filling pulse, the reverse bias is returned, which results in the depletion
region width to increase leaving some electrons trapped by traps in the depletion re-
gion. Because of this, some of the positive charge density is now compensated by the
trapped electrons with an overall decrease of charge density in the depletion region.
Therefore a slightly wider depletion region and a slightly lower capacitance will be
observed. The traps above the Fermi level filled with electrons will emit electrons to
the conduction band by means of thermal processes, if sufficient thermal energy is
present. This causes the charge density in the depletion region to increase and the
depletion region width to decrease, increasing the capacitance. From Equation 4.21
the rate at which these electrons are emitted is:

dnT
dt

= −ennT . (5.10)
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Integration leads to the exponential decay of the filled traps with respect to time as:

nT = NT exp(−ent)

= NT exp(− t
τ

), (5.11)

with

τ =
1

en
, (5.12)

where τ is the emission time constant. Here the assumption is made that the concen-
tration of filled traps is much less than the doping concentration, so that the emission
of charge carriers from traps in the depletion region will not alter the width signifi-
cantly, then it is reasonable to assume that the emission of carriers from the depletion
region be described by an exponential decay. The capacitance can then also be de-
scribed by an exponential decay as:

C(t) = C∞ −∆Cexp(−λt), (5.13)

with λ the decay rate, and C∞ the steady-state capacitance. This is true since the
capacitance depends on the charge density within the depletion region. By a series
expansion of Equation 5.8 the capacitance can be expressed as:

C(t) = C0 − C0
nT

2ND
, (5.14)

where C0 the steady-state capacitance at reverse bias VR. Finally, the capacitance can
be rewritten in terms of an exponential decay function:

C(t) = C0 − C0
NT

2ND
exp(− t

τ
). (5.15)

This shows that the change in capacitance, due to a pulsing bias, can be used to
determine the concentration as well as the emission rates. [42]

5.4.2 Conventional DLTS (C-DLTS)

In order to analyse the data, the emission time constant of the decay has to be deter-
mined. The conventional technique uses a double boxcar averager to define a rate
window. The double boxcar method works by measuring the capacitance at two
separate times, say t1 and t2. [40] The difference between these two values is then
known as the signal. Thus the signal is given by:

S(T ) = C(t1)− C(t2). (5.16)

As the temperature of the sample is scanned, the emission rate changes and the
difference in capacitance forms a bell-shaped curve, as is illustrated in Figure 5.2.
Initially, at high temperatures, the transient decays very fast, before the first gate,
resulting in both gates measuring almost the same capacitance, resulting in a small
signal, see top graph in Figure 5.2. As the temperature is lowered the transient de-
cays slower and the signal increases, this process continues up to a point where the
first gate measures the capacitance approximately at the bottom of the transient and
gate two measures the capacitance approximately at the top of the transient leading
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to a maximum in the signal, see middle graph in Figure 5.2. From this point on the
transient decays slower and the difference in capacitance measured at the two gates
becomes smaller, leading to a smaller signal. Eventually, at much lower tempera-
tures, the decay of the transient is so slow that there is almost no difference in the
capacitance as measured by the two gates, therefore the signal returns to zero, see
bottom graph of Figure 5.2. This process can be mathematically described by:

S(T ) =
NT

2ND
(exp (− t1

τ
)− exp (− t2

τ
)). (5.17)

As mentioned, there is a temperature for which the signal is a maximum. The time
constant where this happens may be obtained by differentiating Equation 5.17 with
respect to temperature and solving for the time constant:

τmax =
t1 − t2

ln t1 − ln t2
. (5.18)

FIGURE 5.2: Illustrates how the conventional DLTS spectra are
formed from the capacitance transient changes as a function of tem-

perature. [43]

By using Equations 5.17 and 5.18 the maximum of the signal can be obtained, from
which it is clear that the signal is proportional to the trap concentration and the peak
height is dependent on the ratio between the times chosen, rather than the their
absolute values. [42]

5.4.3 Laplace DLTS (L-DLTS)

The conventional technique described previously has excellent sensitivity, however
the resolution of the emission rate and time constant is very poor for studying closely
spaced transients. Over the last few years much effort had been done to improve the
resolution of this method, but this improvement of resolution came at the expense of
noise performance. [44] Thus a new technique with excellent resolution and equally
good sensitivity had to be developed.
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In 1994, Dobaczewski introduced an improved technique, which measures the tran-
sient at a fixed temperature and utilises the numerical inverse Laplace transform
to analyse the transients, unlike the conventional method which measures the tran-
sient as a function of temperature and utilises the conventional double boxcar anal-
ysis. [45] As a result this technique, now known as Laplace deep-level transient
spectroscopy (L-DLTS), has an improved resolution by an order of magnitude. Thus
this technique is able to separate closely spaced transients typically with time con-
stants differing by a factor two or less, thereby overcoming the major shortcom-
ings of the conventional technique. However this technique is extremely sensitive to
noise, therefore the average of a large number of transients is taken to increase the
signal to noise ratio.

For a quantitative description of non-exponential behaviour in the capacitance tran-
sients, it is assumed that the recorded transients f(t) are characterised by a spectrum
of emission rates

f(t) =

∫ ∞
0

F (s) exp (−st)ds (5.19)

where F (s) is the spectral density function. To determine a real spectrum of emis-
sion rates in the transient, an inverse Laplace transform for the function f(t) should
be performed, producing a single or multiple peaks as a function of s. The accuracy
of this technique is highly dependent on the signal to noise ratio of the transient,
and may be influenced by many factors such as the number of transients averaged,
the quality of the sample and other external factors. Laplace DLTS gives an inten-
sity output as a function of emission rate, with the area under each peak directly
proportional to the defect concentration.

5.5 Emission Activation Energy

Both techniques described in the previous section can be used to determine the emis-
sion rate in order to calculate the activation energy. Using the conventional method
requires multiple scans over a large temperature range while varying the rate win-
dow. By using Equation 5.17 and 5.18 it can be shown that there exists a maximum
peak height for each rate window, which in turn corresponds to a specific temper-
ature. Thus by repeated scans over the specified temperature range while varying
the rate window, a maximum peak height corresponding to a specific temperature
for each scan is obtained, as shown in Figure 5.3. By using Equation 5.15 the emis-
sion rate for each peak corresponding to a specific temperature can be calculated. In
Equation 4.16 it was shown that the emission rate may be expressed as:

en = σnvth,nNC exp(−EC − ET
kBT

)

=
2

π2h̄3
σnm

∗
ek

2
BT

2

g
exp(−EC − ET

kBT
). (5.20)

Taking the logarithm on both sides:

ln
en
T 2

= −EC − ET
kB

1

T
+ ln

2

π2h̄3
σnm

∗
ek

2
B

g
. (5.21)
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Assuming that the capture cross-section is independent of temperature, the follows
that the emission rate with corresponding temperature can now be used in a log-
arithmic graph to obtain a linear plot, as seen in Figure 5.4. The gradient of the
straight line can be used to calculate the activation energy and the apparent capture
cross-section from the intercept with the vertical axis.

FIGURE 5.3: DLTS signals for different rate window conditions.

FIGURE 5.4: Arrhenius plot obtained from DLTS signal maxima.

The Laplace method can also be used to determine the activation energy, in a sim-
ilar fashion to the conventional method. The difference being that emission rates
are obtained as a function of temperature. During this method an isothermal scan is
done at specified temperatures, in which the emission rate is obtained at that tem-
perature. Thus the emission rates and corresponding temperatures are plotted in
the same way as with the conventional method. The Laplace method is used in-
stead of the conventional method since it is able to identify and separate traps with
closely-spaced emission rates.
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5.6 Defect Depth Profiling

The signal obtained from deep-level transient spectroscopy is directly proportional
to the concentration of deep-level defects, which means that the concentration of
these defects can directly be obtained from the capacitance change. This change in
capacitance can be obtained by completely filling these defects with charge carri-
ers by applying the largest possible filling pulse. The concentration of these filled
defects is related to the capacitance by the following equation:

C(t) = C0 − C0
nT

2ND
. (5.22)

Now, if it is assumed that the filling pulse is large and long enough for all these
defects to be completely filled, such that the concentration of filled defects is equal
to the total concentration of defects, then Equation 5.22 can be reduced to:

NT =
2∆C

C0
ND, (5.23)

where ∆C is the change in capacitance directly after the filling pulse and C0 is the
capacitance under the quiescent reverse bias. However, this approach is overly sim-
plistic, especially for low biases and deep defects, and may lead to some serious
errors in determining the concentration of these defects. [46]

FIGURE 5.5: The energy band diagram and charge density as a func-
tion of depth for Schottky diode. The solid line corresponding to the
charge distribution under a quiescent reverse bias and the dashed
lines is the charge distribution right after the filling pulse which re-

laxes back to solid line. [47]

A more accurate equation is obtained by taking into account a distance λ shallower
than the depletion region edge remaining below the Fermi level, as shown in Figure
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5.5. These defects within the region a distance λ from the depletion region edge are
filled and do not contribute any change to the capacitance when a filling pulse is
applied. [47]

The distance that these deep-level defects cross the Fermi level is denoted by λ, and
can be calculated as follows:

λ =

√
2εs(EF − ET )

q2ND
. (5.24)

To profile the distribution of deep-level defects, the region being profiled needs to
be filled with charge carriers. The technique uses a quiescent reverse bias and a vari-
able filling pulse, which is also known as the fixed bias–variable pulse method. [48]
This is done by superimposing a forward bias on a quiescent reverse bias during
the filling pulse, reducing the resultant reverse bias and hence the depletion region
width. Thus increasing the forward bias in multiple steps increases the resultant
filling pulse accordingly, this in turn causes the depletion region width to decrease
in each step, letting more defects being filled by charge carriers and consequently
increasing the peak height. In Figure 5.5 the signal as a function of the filling pulse
is shown, where peak height increases with increased applied forward bias.

Directly after applying the filling pulse, the region wp − λp ≤ x ≤ w− λ as shown in
Figure 5.5, is now able to be filled with charge carriers. Here the subscript p indicates
the values of the quantities during the pulse bias. By double integration of Poison’s
equation across the depletion region during quiescent reverse bias, it follows that
the sum of the built-in potential and quiescent reverse bias is equal to:

V + VD =

∫ w−λ

0
NT (x) · xdx+

∫ w

0
ND(x) · xdx. (5.25)

In a similar fashion, the sum of the built-in potential and quiescent reverse bias dur-
ing the filling pulse is now equal to:

V + VD =

∫ wp−λp

0
NT (x) · xdx+

∫ w0

0
ND(x) · xdx. (5.26)

By equating these two equations then we are left with:∫ w0

w
NT (x) · xdx =

∫ w−λ

wp−λp
ND(x) · xdx. (5.27)

Assuming that the change in capacitance is small in comparison to the quiescent
reverse bias capacitance, and ND(x) slowly changes in the range w ≤ x ≤ w0 and
NT (x) slowly changes in the range wp − λp ≤ x ≤ w − λ, it follows that:

NT (wm − λm)

ND(w)
=

1

(w−λw )2 − (
wp−λp
w )2

, (5.28)

with:
wm − λm =

1

2
[(w − λ)− (wp − λp)], (5.29)

which is the corrected equation to calculate the concentration of deep-level defects.
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If λ is small, i.e. the distance the defects cross the Fermi level of the semiconductor
is close to the depletion region width, then Equation 5.28 reduces to Equation 5.22.
[47]

FIGURE 5.6: DLTS signals obtained during depth profiling. On the
left we have the filling pulse applied to the Schottky diode, with the
bottom being the smallest filling pulse and the top the largest filling
pulse. On the left is the corresponding signals obtained through DLTS

and L-DLTS measurments. DLTS

It should be mentioned that a linear or non-linear relationship between the depletion
region being filled and the signal will be observed for Schottky diodes, depending
on whether the defect concentration is uniform or non-uniform. The resolution may
be increased by reducing the filling pulse for each step, thus increasing the total
number of steps, however this is limited by the Debeye length.
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Chapter 6

Experimental Techniques

6.1 Introduction

In this chapter we start by describing the process used to clean the surface of the
silicon before contact deposition and how the contacts are formed. Afterwards the
radiation source and process for irradiation used will be discussed. Finally the ap-
paratus and system setup for measuring the sample will be discussed.

6.2 Sample Preparation

As mentioned in the first chapter the silicon wafer may be produced using various
techniques. But before any Schottky or Ohmic contact can be formed, the silicon
wafer should be cut into smaller workable pieces, after which the pieces are cleaned.
These pieces shall now be referred to as the samples. The cleaning process can be
divided into two steps, first the degreasing of the sample and then etching of the
sample. The degreasing process is used to remove any organic contamination from
the surface, and the etching process is used to remove any oxide layer from the
surface of the silicon.

6.2.1 Cleaning Procedure

The degreasing process consists of washing in three different chemicals namely tri-
chloroethelyne, isopropanol and methanol. For the etching process only hydrofluo-
ric acid were used. The cleaning process is as follows:

1. For degreasing, the sample was placed in a beaker containing the respective
chemical, in a quantity just enough to cover the surface of the sample. The
beaker was then placed in an ultrasonic bath for five minutes at room temper-
ature, and then rinsed with de-ionised water.

2. After the degreasing process the sample was dipped in a Teflon beaker con-
taining hydrofluoric acid (40%) for approximately twenty seconds after which
the sample was removed. This process is used to remove the native silicon
dioxide from the surface of the sample. Note that the sample should not be left
in the acid for longer than a minute, as pitting may occur.

3. After the twenty seconds in the hydrofluoric acid the sample is dipped in de-
ionised water and then blown dry using high purity nitrogen gas in the fume
hood, to remove any excess hydrofluoric acid.
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6.2.2 Contact Formation

Resistive thermal evaporation is one of the most commonly used techniques for
metal deposition. The system consists of the components shown in Figure 6.1. In this
technique, the crucible containing the metal to be deposited is heated by a large cur-
rent flowing through it, thus heating the metal (which in the case of ohmic contacts
would be AuSb) indirectly to a high enough temperature to undergo evaporation.
The metal vapour is now deposited onto the sample above the crucible, where the
rate of deposition is controlled by adjusting the current through the crucible. This
technique is only used for metals with low enough melting points such aluminium,
gold, lead and nickel and cannot be used to deposit higher melting point metals.

When a material undergoes evaporation it will experience collisions with remain-
ing gas molecules inside the chamber resulting in a fraction of the material being
lost, or contamination to occur. Hence one of the requirements for resistive thermal
evaporation is a good vacuum during deposition. At room temperature the mean
free path at pressures between 10−4−10−6 mbar is approximately 45−4500 cm, with
the distance between the crucible and the mounted sample at approximately 30 cm.
Therefore pressures of at least 10−4 mbar or lower is needed for deposition.

Immediately after the cleaning process the sample was placed in the evaporation
chamber for Ohmic contact formation, as shown in Figure 6.1. This was done by
resistively evaporating 100 nm of AuSb (0.6% Sb) at a rate of 0.1 nm·s-1 on the back
of the silicon samples. The vacuum was at a level of 10−6 mbar to prevent contami-
nation during deposition. Before the Schottky contacts can be made on the front of
the sample the cleaning process, as described in the previous section, was repeated.

FIGURE 6.1: Schematic diagram of the resistive thermal evaporation
system used to deposit the Ohmic and Schottky contacts.

Immediately after the second cleaning process, the sample was placed face down
onto a contact mask consisting of circular holes with 0.6 mm diameter, which was in
turn mounted in the evaporation chamber. The Schottky contacts were then formed
by resistively evaporating 100 nm of pure gold at a rate of 0.1 nm·s-1 on the top of
the sample. The sample with both ohmic and Schottky contacts is shown in Figure
6.2.
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FIGURE 6.2: Schematic diagram showing a sample with both the
Schottky and ohmic contacts deposited using resistive thermal evap-

oration, with (a) the side view and (b) the top view of the sample.

6.3 Sample Irradiation

The defects were introduced by bombarding the sample with high energy alpha-
particles in the 5.4 MeV range, from the Schottky side of the sample. The high energy
particles were produced by an Americium-241 radiation source. It should be noted
that the decay process of Americium-241 consists of multiple decay products each
with different energies and fluencies as shown in Figure 6.3.

FIGURE 6.3: Shows the decay process of Americium-241 with the re-
spective energies and percentage. [49]

Thus depending on the incident particle type, size, energy and angle some of the
particles will be able to penetrate through the sample whereas others may lose all
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their energy due to collision and eventually stop within the sample. There exists
computer simulation programs that is able to simulate particle irradiation through
different materials, with one of these programs known as TRIM simulations. [50]
Figure 6.4 depicts the results of the simulation of alpha particle irradiation through
a gold-antimony Schottky contact of 100 nm thick into a silicon substrate.

FIGURE 6.4: Shows the TRIM simulation of 100 nm gold-antimony
on 200µm of silicon irradiated with alpha particles with 5.4 MeV of

energy.

This shows that the alpha particles penetrate up to a depth of 27.1 µm in the silicon
substrate. During the deep-level transient spectroscopy measurements will only be
observed up to approximately 2 µm beneath the junction. There might be a num-
ber of lower-energy particles present and the alpha particles are emitted in random
directions. However, given the expected range of 27.1 µm, it is expected that most
alpha particles will travel into the silicon significantly deeper than 2 µm. This means
the end of range damage will not be observed during measurements, and the dam-
age produced in the observed region should mostly be due to isolated vacancies and
interstitials.

6.4 Experimental Setup

With the contacts placed onto the sample, current-voltage and capacitance-voltage
measurements were used to determine the quality and electrical properties of the
sample. One the samples were confirmed to be of sufficient quality, deep-level tran-
sient spectroscopy was then used to characterise the defects in the semiconductor
after particle irradiation.

6.4.1 Current-Voltage and Capacitance-Voltage Setup

The electrical properties of a semiconductor that can be determined using current-
voltage and capacitance-voltage measurements are the series resistance, free carrier
density, barrier height, leakage current and finally the ideality factor. These measure-
ments are important to determine if the contacts formed is adequate for deep-level
transient spectroscopy. For deep-level transient spectroscopy the capacitance signal
from the sample should have a high signal-to-noise ratio, this corresponds to a high
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barrier height, low leakage current and low series resistance. The electrical proper-
ties of each sample were measured before each deep-level transient scan, since the
contacts tend to degrade after several temperature scans and to monitor the free car-
rier concentration after irradiation.

Figure 6.3 is a schematic diagram of the system setup used to determine the current-
voltage and capacitance-voltage measurements. [51] The current-voltage measure-
ments were measured using an HP4140B pA meter / DC voltage source, whereas the
capacitance-voltage measurements were done by an HP4192A LF impedance anal-
yser. The samples were placed inside the probe station which consists of a metal box
enclosure to eliminate any light and electrical noise. The personal computer contains
the software used to do the measurements and is connected to the current meter and
impedance analyser, to store the measured data.

FIGURE 6.5: Schematic diagram showing the system setup used for
the current-voltage and capacitance-voltage measurements.

6.4.2 Deep-Level Transient Spectroscopy Setup

Deep-level transient spectroscopy was the primary method used to characterise the
defects present in the sample before and after irradiation. The system setup com-
prised of the following components:

• Cryostat: The sample was mounted inside a cryostat. The cooling is done by
using a closed loop helium gas system which can reach temperatures as low as
20 K relatively fast, where an electric heater is used to maintain or increase the
temperature.

• Vacuum Pump: The vacuum pump places the inside of the cryostat under a
vacuum to thermally insulate the inside of the cryostat from the outside. The
vacuum also insures that no condensation is present on inside of the cryostat.

• Temperature Controller: The temperature controller stabilises the temperature
of the sample by controlling the current flowing to the heater by means of a
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PID loop. In this manner the temperature can be stabilised accurately to the
desired temperature.

• Capacitance Meter: The capacitance meter is used to measure the capacitance
transients produced by the sample at extremely high speeds and precision.

• Variable Capacitor: The variable capacitor is directly connected to the capac-
itance meter and is used to reduce the observed capacitance by subtracting a
constant capacitance. This allows the capacitance meter to be set to a more
sensitive scale than was previously possible.

• Pulse Generator: The pulse generator is used to supply the desired quiescent
bias voltages and the filling pulse to the sample, for instances the laplace card
can not provide.

• Laplace Card: The Laplace card is placed inside a personal computer and is in
turn connected to the pulse generator, capacitance meter and the temperature
controller through the IEEE-488-Bus. The Laplace card reads the analogue sig-
nal from the capacitance meter and translates it to digital data for processing.
[52]

The complete system setup and how they are connected is shown in Figure 6.4. The
sample is placed on indium foil, which is then electrically isolated from the system
by means of a sapphire disk. The two probes used serve the following functions:
firstly connecting the sample electrically to the outside world, secondly to put pres-
sure on the contact to hold it in place and ensure sufficient thermal contact. One of
the probes is connected directly to the Schottky contact with the other probe con-
nected to the Ohmic contact through the indium foil.

FIGURE 6.6: Schematic diagram showing the system setup used for
deep-level transient spectroscopy. [51]
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6.4.3 Annealing Setup

Annealing was performed using a closed chamber consisting of an electric heating
block, which is able to reach a maximum temperature of 750 K in an extremely short
period of time, with a heating rate of 10 K/min with an overshoot of less than 1 K.
The electric heating block is connected to a temperature controller that uses a PID
control loop to decrease or increase the current to stabilise the temperature within
the chamber. The chamber is also connected to a vacuum pump to ensure that no
contamination occurs during annealing, as well as to insulate the inside of the cham-
ber from the outside to ensure constant temperature throughout.

Annealing was carried out by opening the chamber and clamping the sample to the
heating block and then closing it afterwards. The vacuum pump was then used to
create an inert atmosphere before annealing started. When the desired vacuum was
reached the heating block was heated to the desired temperature. After annealing,
the sample was immediately removed from the annealing chamber and placed into
the cryostat for further measurements. [53]
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Chapter 7

Results and Discussion

7.1 Introduction

The type of radiation used for irradiation is important as this may lead to different
defects that are being introduced. For instance, gamma irradiation consists solely of
electromagnetic radiation, hence only point defects will be introduced. With particle
irradiation, not only will point defects be introduced but also cluster related defects.
The rate at which these cluster related defects are introduced will epend on the mass,
charge and energy of the incident particle, where increased rates are observed with
heavier, charged particles. Since some clusters are not stable at room temperature,
annealing occurs during irradiation. [31] Thus it is important that directly after irra-
diation the samples are kept cool to avoid further annealing. Alpha particle irradia-
tion was used, and although the end-of-range depth is significantly greater than the
depletion region width, some end-of-range damage may be expected in the region
probed by DLTS due to the energy spectrum of the particles and their random direc-
tions. Thus some cluster related defects will be expected. These results will then be
compared to literature and previously obtained results using electron irradiation to
highlight differences that might be attributed to end-of-range damage.

In Figure 7.1 is a conventional DLTS spectrum of the sample immediately after irra-
diation at room temperature. The spectrum displays many of the common radiation-
induced defects in silicon. [31] At temperatures below 100 K only one distinct peak
could be identified, which corresponds to the superposition of two peaks. The one is
a vacancy related defect and is attributed to the VOi

(-/0) defect level, also known as
the A-center, with the other peak being the CiCs

(-/0) defect level. Note that the super-
position of the VOi

(-/0) defect level and the CiCs
(-/0) defect level cannot be resolved

by high resolution deep-level transient spectroscopy technique, since both have sim-
ilar capture cross sections and activation energies. However since they anneal out at
different temperatures, they can be distinguished by performing an annealing study.
[54] [55]

In the higher temperature range of the DLTS spectrum, two distinct peaks can be
identified and are attributed to the two charged states of the divacancy defect, with
the first being the V2

(=/-) defect level at round about 125 K and the second being
the V2

(-/0) defect level roughly at 225 K, both of which are well known. Due to the
phosphorus doping of the silicon samples an additional defect containing vacan-
cies can form when the vacancies combines with the phosphorus atoms to form the
PV(-/0) defect level, also known as the E-center. The signal from the V2

(-/0) defect
level overlaps with the PV(-/0) defect level which causes the difference in the ampli-
tude of the peak at 125 K compared with that of the peak at 225 K. Since the peaks
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are due to two charge states of the same defect equal introduction rate for these two
defect levels is expected. This is indeed the case after non-particle irradiation, such
as gamma irradiation. However, this is not the case with particle irradiation, such as
alpha particle irradiation, where the introduction rates of the V2

(-/0) defect level and
the V2

(=/-) defect level are not equal. This will be observed in the annealing curves
discussed later in the chapter, where the concentration of the V2

(-/0) defect level will
be significantly greater than that of the V2

(=/-) defect level. This is well known as the
suppression of the V2

(=/-) defect level associated with the cluster effect. [28]

FIGURE 7.1: Conventional deep-level transient spectroscopy spec-
trum of an n-type silicon Schottky diode after room temperature ir-
radiation with alpha particles. These measurements were recorded at
a quiescent reverse bias of VR = -2 V, with a filling pulse of Vp = 0 V,

pulse width of 1 ms and a rate window of 80 s-1.

This clustering effect does not only suppress the peak height at 125 K but also ac-
counts for the broadening of the peak at 225 K, which is due to a change in the local
conditions of the defect. The clustering effect is also the sole cause of the shoulder
peak at 205 K, which can be separated from the peak at 225 K. With non-particle
irradiation and low energy particle irradiation this shoulder peak is not observed.
[53] [28]

Listed in Table 7.1 are the peaks observed in this study compared to literature val-
ues. A close correlation between the DLTS spectrum in Figure 7.1 and the values
listed in mentioned table can be made. From this, it seems that the most prominent
defects observed in alpha-particle irradiated silicon correspond to those observed in
electron-irradiated silicon. More solid evidence will be presented later in the chap-
ter when their DLTS signatures will be compared. Note that the peak temperature
in this study was determined at a rate window of 80 s-1. Some variation in the peak
temperature from literature values may be due to literature using a different rate
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window. Therefore this provides only a rough comparison.

In the next section, we will use an annealing study to show that there are some
differences, and that there is maybe another new unknown defect present.

TABLE 7.1: Comparing the literature values of the radiation-induced
defects in silicon after particle irradiation at room temperature with

the experimental values obtained during this study.

Defect
Peak Temperature (K) Annealing Temperature (K)

Reference
This Study Literature This Study Literature

Ci
(-/0) - 57 - 300 [56], [30]

CiCs
(-/0) B 65 58 600 - 610 520 [56], [55]

CiCs
(-/0) A 85 - 90 83 600 - 610 520 [55]

VOi
(-/0) 85 - 90 84 620 620 [57], [58]

V2
(=/-) 125 119 630 610 [54], [57], [58]

V2
(-/0) 210 - 225 202 630 610 [54], [57], [58]

PV(-/0) 210 - 225 210 420 460 [59], [60], [61]



Chapter 7. Results and Discussion 70

7.2 Annealing Profiles

Figure 7.2 shows the DLTS spectra after isochronal annealing of the sample after al-
pha particle irradiation. During isochronal annealing temperature steps of 10 K for
15 min each were used. Also, each of the conventional spectra is shifted upwards
for clarity, with the highest spectrum being the un-annealed sample. Looking at the
lower temperature range of the DLTS spectra, the only dominant peak present is the
VOi

(-/0) defect level, with a small unknown peak at 70 K. Initially, the concentra-
tion of the VOi

(-/0) defect level increased during the first few annealing steps where
it reached a maximum after annealing at 440 K. Only at annealing temperatures of
above 440 K do we see a significant decrease of the VOi

(-/0) defect level concentra-
tion. At 540 K it was almost half of its original concentration, and at temperatures
above 620 K it did completely annealed out. [57] [58]

FIGURE 7.2: Conventional deep-level transient spectroscopy spec-
tra of the alpha particle irradiated sample after isochronal annealing
consisting of 10 K steps for 15 min each. These measurements were
recorded at a quiescent reverse bias of VR = -2 V, with a filling pulse

of Vp = 0 V, pulse width of 1 ms and a rate window of 80 s-1.

It should be mentioned that the cooling conditions (with or without an applied re-
verse bias) of the sample had a major effect on the level associated with the CiCs

(-/0)

defect level. This is illustrated in Figure 7.2 where the un-annealed sample had no
peak present at 70 K, but in the DLTS spectra for the annealed sample a peak could
be observed at 70 K. This is due to the fact that the CiCs

(-/0) defect level at 340 K
is known to be a bi-stable defect, and depending on the conditions may be in two
different configurations. If the defect is in the negative charged state (occupied by
an electron) then configuration A is more stable, while in the neutral charged state
configuration B is more stable. Thus by cooling the sample with zero bias such that
the defect is in the negative charge state to low temperatures results in configuration
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A and no peak will be observed at 70 K, as for the un-annealed sample. By placing
the sample under reverse bias such that the defect is in the neutral charge state, then
cooling results in configuration B. The energy required for the configuration change
at such low temperatures cannot be overcome, hence the defect can now be filled
with electrons and the peak at 70 K will be observed. [30]

FIGURE 7.3: Isochronal annealing of the peak at 125 K associated with
the double negative divacancy directly after alpha particle irradiation
measured at a depth of 1 µm. Annealing was done at 10 K steps for 15
min each. The line plots is drawn using a program to show the three

distinct annealing processes.

In the middle of the temperature range of the DLTS spectra the only significant peak
is due to the V2

(=/-) defect level at 125 K. A small increase of its concentration can
be observed during the initial annealing, which can be explained by the relaxation
of cluster regions, which release some vacancies of which some combine to form di-
vacancies. [28] With the first few annealing steps no change in concentration was
observed, not until annealing temperatures reached 360 K. At this point a noticeable
decrease in concentration was observed, which continued up and until 400 K. This
annealing is probably not due to the divacancy, but may be due to an unknown de-
fect not previously detected but needs to be investigated further. For clarity, we will
refer to this defect as defect X. In Figure 7.3 the isochronal annealing for the peak
consisting of the V2

(=/-) defect level is shown. At 420 K another annealing stage can
be observed, where the concentration decreases linearly until annealing at 550 K,
this corresponds to the annealing of the clusters present in the sample. We will also
notice the annealing in the other charge state of the divacancy, providing strong ev-
idence that it is the divacancy annealing out. A possible mechanism might be that
the clusters release interstitial defects that combine with the divacancy leading to
the formation of single vacancies which quickly diffuse away. Another noticeable
decrease in concentration did occur, which corresponds to the V2

(=/-) defect level
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being annealed which will be completely removed from the sample at annealing
temperatures higher than 610 K. These results agree with other literature as listed in
Table 7.1. [62] [63]

After annealing at a temperature of 360 K an unknown peak at approximately 160
K was formed. At higher annealing temperatures the broadening of this unknown
peak is observed, which can be explained by the introduction of another unknown
closely spaced peak. The concentration of this unknown defect seems to be increas-
ing to maximum at an annealing temperature of 440 K, where it then decreases
slowly, but it was still detectable even after annealing at 620 K. Interestingly, the
introduction of this peak seems to correspond to the annealing out of the PV(-/0)

defect level described in the next paragraph. However, no clear relationship could
be established. At annealing temperatures of 580 K another unknown peak can be
observed to be formed at 105 K, which increases in concentration beyond the 620 K
annealing temperature. Both of these peaks have been reported in literature, but no
clear assignment could be made. [28] [63]

FIGURE 7.4: Isochronal annealing of the single negative divacancy
directly after alpha particle irradiation measured at 225 K at a depth
of 1 µm. Annealing was done at 10 K steps for 15 min each. The line
plots is drawn using a program to show the three distinct annealing

processes.

In the higher temperature range there is one peak present throughout the isochronal
annealing process, situated at 225 K. As mentioned earlier this peak is due to two
defect states, namely the V2

(-/0) defect level and PV(-/0) defect level. [60] In Figure
7.2 it can be seen that as soon as annealing at room temperature starts to about 440
K that there is a sharp decrease in concentration, which corresponds to the anneal-
ing of the PV(-/0) defect level. [61] The annealing of the peak is accompanied by the
shift of the peak to slightly higher temperatures after annealing; this is in agreement
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with the higher emission rate of the PV(-/0) defect level compared to the V2
(-/0) de-

fect level at a given temperature. From this temperature the concentration decreases
linearly with annealing temperature to about 550 K, where another sharp decrease
in concentration is observed, in this case corresponding to the V2

(-/0) defect level
being annealed. [62] Both of these annealing stages correlate with the annealing of
the V2

(=/-) defect level, as expected. In Figure 7.4 the isochronal annealing profile
for this peak is shown. In the figure we see three stages of annealing instead of the
expected two, thus this means that there should be three distinct defects involved.
The third defect may correspond to phosphor related defects, possibly the CiPs

(-/0)

defect level. [64] [65]

In summary, comparing the isochronal annealing profiles as shown in Figure 7.3 and
7.4 a few comparisons can be drawn. First, in both spectra three and four annealing
stages can be identified. Secondly, a region where the concentration decreases ap-
proximately linearly with annealing temperature can be distinguished, where this
linear region corresponds to the temperature range of 440 K to approximately 550 K.
This region can only be seen in alpha particle irradiation and not in low energy elec-
tron irradiation. Therefore, we suggest that this linear region is due to the annealing
of cluster related defects. Thirdly, both of these spectra shows the annealing of the
divacancy, which occurs around 550 K to about 610 K to be completely removed.
Finally, there exists an initial annealing stage between 350 K and 400 K the peak at
125 K, which was not observed in the peak at 225 K and is therefore believed to be
due to defect X, only present in alpha particle irradiation.
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7.3 Activation Energy and Apparent Capture Cross-Section

In Figure 7.5 the Arrhenius plots for the peaks at 125 K and at 225 K are shown.
On the left-hand side the blue line corresponds to the PV(-/0) defect level, whereas
the red line corresponds to the V2

(-/0) defect level, as measured by L-DLTS. On the
right-hand side of the figure, we have the black line which corresponds to the defect
X and the V2

(=/-) defect level combined. Where the green line corresponds to only
the V2

(=/-) defect level, with defect X completely removed through annealing.

FIGURE 7.5: Arrhenius plot obtained for the single negative diva-
cancy (red) and single negative phosphorous vacancy after annealing
and the double negative divacancy before (black) and after (green)

annealing.

The activation energy for the PV(-/0) defect level and the V2
(-/0) defect level was

found to be 0.458 eV and 0.416 eV respectively. The apparent capture cross-section
was found to be approximately 2.0×0-15 cm2 defect level for the PV(-/0) defect level
and 1.4 ×10-15 cm2 defect level for the V2

(-/0) defect level. The activation energy for
the V2

(=/-) defect level was found to be 0.231 eV with an apparent capture cross-
section of about 1.7× 10−15 cm2.

In Table 7.2 the literature values of some defects that were introduced during particle
irradiation at room temperature are listed, with corresponding electrical properties.
When comparing the values obtained in Figure 7.5 with that in Table 7.2 we can see
that they correlate with one another. This shows that the peak at 125 K does indeed
correspond to the literature value of the V2

(=/-) defect level and the peak at 225 K
to the V2

(-/0) defect level and PV(-/0) defect level obtained during the conventional
DLTS measurements. By comparing the activation energy and the apparent capture
cross-section of the peak at 225 K before and after annealing step at 350 K , it is
clear that there is a difference. Where the difference in activation is -0.017 eV and
apparent capture cross-section is 2.2×10-15 cm2 which is double the literature value
for the V2

(=/-) defect level and can account for the fact that there exists an unknown
defect. Due to the overlap of these two peaks, the signature of defect X can not be
determined accurately.
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TABLE 7.2: Comparing the literature values of the radiation-induced
defects in silicon after particle irradiation at room temperature with

the experimental values obtained during this study.

Defect
Enthalpy (eV) Capture Cross Section (cm2)

Reference
This Study Literature This Study Literature

Ci
(-/0) - -0.105 - 6.00×10-15 [30], [56], [66]

CiCs
(-/0) - -0.171 - 1.44×10-15 [55]

VOi
(-/0) - -0.172 - 6.15×10-15 [54], [57], [58]

V2
(=/-) -0.231 -0.224 1.70×10-15 2.20×10-15 [54], [57], [58]

V2
(-/0) -0.416 -0.415 1.40×10-15 1.50×10-15 [54], [57], [58]

PV(-/0) -0.458 -0.456 2.00×10-15 3.70×10-15 [59], [60], [61]
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7.4 Introduction Profile

An introduction profile is used to determine the rate at which defects are introduced
after irradiation. In order to attain the introduction rate a graph of concentration as a
function of time is plotted. In Figure 7.6 the black line corresponds to the concentra-
tion of the V2

(=/-) defect level and that of the defect X combined, which corresponds
to the peak at 125 K. Where the red line corresponds to the concentration of the
V2

(=/-) defect level after annealing at 530 K for one hour. By subtracting these, we
obtain the green points, corresponding to the concentration of the defect X. Both the
black and the red points could be fitted by a linear fit, however the green dots were
fitted better by a parabolic curve as shown. We therefore conclude that the intro-
duction rate of the V2

(=/-) defect level follows the zeroth-order rate, meaning that
the concentration increases linearly with time, as can be seen with the red line. [31]
On the other hand, the new defect follows the first-order rate, since its concentra-
tion is fitted better by a parabolic curve, indicating that defect X is dependent on the
concentration of the V2

(=/-) defect level and increases quadratically with time.

FIGURE 7.6: Defect concentration of the double negative divacancy
as function of time directly after alpha particle irradiation (black) and

after annealing (red) at 530 K for 60 min.
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7.5 Depth Profile

A depth profile is used to determine the concentration of defects at a specific depth
below the surface of the semiconductor after irradiation. As discussed in Section
5.6, a depth profile is obtained by plotting the concentration as a function of depth
obtained from the DLTS measurements. [53] In Figure 7.7 is such a profile where the
concentration of the V2

(=/-) defect level is plotted as a function of depth. In order to
investigate the effect of annealing, the sample was irradiated with alpha particles at
room temperature, afterwards isochronal annealing in steps of 10 K for 15 min each
were done, where a depth profile have been taken in between each step.

In Figure 7.7 only three representative depth profiles are shown. Here the red line
represents the depth profile after isochronal annealing at 300 K, which is the concen-
tration of all the defects giving rise to the peak at 125 K present after alpha particle
irradiation. The blue line is after isochronal annealing at 400 K, which corresponds
to the concentration of the linear region in the annealing profile of the V2

(=/-) defect
level, as described previously. Finally, the green line is the isochronal annealing at
550 K, with the concentration of the V2

(=/-) defect level only. This figure shows that
there is a significant difference in concentration between annealing, which again,
substantiates the fact that there should be another new unknown defect X with the
combined concentration being roughly equal to the sum of the concentration of the
two defects. It can also be seen that the concentration of the V2

(=/-) defect level and
the new unknown defect are constant as a function of depth.

FIGURE 7.7: Depth profile of the double negative divacancy after
isochronal annealing at set temperatures.

Again, in Figure 7.8 only three depth profiles for the peak at 225 K are shown. As
before, the red line corresponds to the depth profile after isochronal annealing at 300
K, the blue line is after isochronal annealing at 400 K, and the green line corresponds
to the isochronal annealing at 550 K. Here the red line represents the concentration
of the whole peak after alpha particle irradiation. The blue line is the concentration
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of the PV(-/0) defect level, the linear region and the V2
(-/0) defect level. Whereas the

green line is only the concentration of the V2
(-/0) defect level. By comparing Figure

7.7 and 7.8 a few observation can be made. It can be assumed that the phosphorous
vacancy and both charged states of the divacancy are constant as a function of depth.
It can also be seen that the concentration of the V2

(=/-) defect level is almost three
times less that the concentration of the V2

(-/0) defect level, this is not a one-to-one
relationship as shown by other studies when electrons were used. This discrepancy
is due to the suppression of the V2

(=/-) defect level after irradiation with heavier and
more energetic particles. [67] [28]

FIGURE 7.8: Depth profile of the single negative divacancy after
isochronal annealing at set temperatures.
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7.6 Electric Field Effect

As discussed in Section 4.7 the intrinsic electric field is increased by increasing the
applied bias, and by doing so, increasing the emission rate of charge carriers through
the Poole-Frenkel effect or by means of phonon-assisted tunnelling.

In order to obtain the electric field dependence of the sample after alpha particle
irradiation, the sample was annealed at 550 K to remove any other defects, remain-
ing with only the two charged states of the divacancy. In the figures the emission
rates were plotted as a function of electric field strength, where the reverse bias was
varied from -5 V to -1 V in 0.1 V steps, where both the filling pulses were 0.2 V with
a pulse width of 1 ms.

The electric field dependence for the V2
(=/-) defect level is plotted in Figure 7.9,

where Figure 7.10 is the electric field dependence for the V2
(-/0) defect level. In both

figures the left hand side corresponds to the Poole-Frenkel effect (where the emission
rate depends on E1/2, and with the right hand side corresponding to phonon-assisted
tunnelling (where the emission rate depends on E2). In both figures we can see that
the emission rate does in fact increases with increase in electric field strength, where
the gradient for both charged states of the divacancy to be approximately equal. It
can also be noted that both charged states have a weak field dependence, since the
gradient of the lines is small, and the emission rate increases slowly with in creas-
ing field strength. Finally, by comparing the left with the right hand side for each
charged state it can be observed that the emission rate plotted against E1/2 resulted
in a better linear fit, thus the field enhancement of the emission rate for the divacancy
is best described by the Poole-Frenkel effect.

FIGURE 7.9: Electric field dependence of the double negative diva-
cancy after annealing. With the left hand side Poole-Frenkel effect

and the right hand side phonon-assisted tunnelling.
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FIGURE 7.10: Electric field dependence of the single negative diva-
cancy after annealing. With the left hand side Poole-Frenkel effect

and the right hand side phonon-assisted tunnelling.
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Chapter 8

Conclusions

During this research project we set out to investigate the properties of the diva-
cancy in alpha-particle irradiated silicon. By comparison with literature, the com-
mon radiation-induced defects were identified. Specifically, the peaks related to the
divacancy could be observed.

In the annealing study, two annealing phases of the divacancy were observed that
were not reported in electron-irradiated samples – one in the temperature range 350
to 400 K and the other in the temperature range 440 K to 550 K.

In the range 440 K to 550 K, the annealing was visible in both peaks correspond-
ing to the divacancy, providing strong evidence that the defect annealing out, was
the divacancy. We propose that this is due to clusters breaking up releasing intersti-
tials.

In the range of 350 K to 400 K, the annealing seems to be in only one of the peaks cor-
responding to the divacancy. This provides strong evidence that this might be due to
a new defect level. The activation energy and apparent capture cross-section for the
doubly-charged divacancy was found to be slightly different before and after anneal-
ing, again suggesting that there exists a new unknown defect. It was also found that
the doubly-charged divacancy are introduced linearly as a function of time under a
constant fluence of alpha-particle irradiation. However, it has been shown that the
introduction rate of the new unknown defect is dependent on the concentration of
the doubly-charged divacancy and increases quadratically with time. Both of these
defects are introduced uniformly beneath the surface of the sample. Since there was
not a large change in the DLTS signature of the peak, this defect should have a DLTS
signature close to that of the V2

(=/-) defect level. This new unknown defect can only
be seen in high energy or heavy particle irradiation.

Future work:

Isothermal annealing is needed to determine the annealing activation energy and
the frequency factor, in order to determine the mechanism by which annealing oc-
curs. By obtaining the true capture cross-section and a more accurate value for the
activation energy, then one would be able to conclusively say that both defects are
the same. In other words more electrical properties of the defects at both peaks
needs to be done, to fully characterise this new unknown defect. In addition, by
careful subtraction of transients, it may be possible to characterise the new defect in
isolation.
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