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Empirical investigation of the determinants of 

cybersecurity behaviour among South Africans 

 

Abstract 

 

Cybercrime is a borderless threat that affects both developed and developing 

countries and continues to grow. According to the International Business Machines 

Corporation (IBM), in 2022 the average cost of data breach across the globe was $4.35 

million. The COVID-19 pandemic significantly accelerated the digital landscapes of 

many countries, including South Africa. Subsequently, there was an increase in 

incidents of cyberattacks globally. 

 

Good cybersecurity behaviour encompasses the actions undertaken by individuals to 

protect their data, devices, and networks from cyberattacks. Consequently, this study 

investigated the factors that could influence the cybersecurity behaviours of South 

Africans and determine the factors that could exert the greatest impact on their 

cybersecurity behaviours. 

 

The study employed an online questionnaire to collect data from a sample of 329 

South African participants. The theoretical frameworks used included Theory of 

Planned Behaviour (TPB) and the Protection Motivation Theory (PMT).  

 

The findings revealed that an individual's intention to engage in good cybersecurity 

behaviours is significantly influenced by their Attitude towards good cybersecurity 

behaviours, Subjective norms, Perceived severity, and Response efficacy. Moreover, 

the study results revealed Perceived severity as a mediator in the relationship between 

Perceived vulnerability and Intention to practice good cybersecurity behaviours. The 

research findings underscore the importance of influencing these factors to effectively 

promote good cybersecurity behaviours amongst South Africans. Targeting and 

changing Attitudes towards good cybersecurity behaviours, Subjective norms, 

Perceived severity, and Response efficacy, could increase the practice of good 

cybersecurity behaviours in South Africans and mitigate the risks associated with 

cyberthreats. 
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Chapter 1 Introduction 

The World Economic Forum listed widespread cybercrime and cyber insecurity 

amongst the top ten global risks for the short term (next two years) and long term (next 

ten years) (World Economic Forum, 2023). Cybercrime continues to be a borderless 

threat that affects both developed and developing countries while growing in both size 

and scope (de Bruijn & Janssen, 2017; Peters & Jordan, 2019). Around the world, 

there is an increase in the number of cyber incidents occurring, but there has also 

been a significant increase in cyber incidents on the African continent (Kshetri, 2019). 

As the volume of cyber incidents increases, so too does the cost associated with these 

incidents. The International Business Machines Corporation (IBM) reports the average 

global cost of a data breach in 2022 to be an estimated $4.35 million (IBM Security, 

2022). Around the world, countries are struggling to mitigate the impact of cybercrime 

on citizens, governments and organisations (Peters & Jordan, 2019).  

 

South Africa is no stranger to the cyberworld and technology, with immense growth in 

the number of Internet users in the country (Kemp, 2023). Due to the Coronavirus 

pandemic which started in 2019 (COVID-19), there was a shift in how people socialise 

and conduct business (Naidoo, 2020). Many people had to convert to working and 

socialising from home using the Internet. Unsurprisingly, cybercriminals exploited the 

COVID-19 pandemic and as a result, end-user cyberattacks were on the rise 

worldwide (Mtuze & Musoni, 2023; Naidoo, 2020). Cyberattacks evolved to fit the 

context of COVID-19 by focusing on remote workers and curated COVID-19-related 

scams on end-users (Naidoo, 2020). One of the significant cybersecurity concerns in 

Africa is that Internet users lack experience with technology and are not as technically 

inclined as the more developed countries, which means that users may not know how 

to protect and defend themselves against cyberattacks (Kshetri, 2019). 

 

The growth of cyber incidents across the African continent can be accredited to the 

vulnerability of systems and the laid-back approach to good cybersecurity practices 

(Kshetri, 2019). Cybersecurity continues to go un-emphasised in South Africa 

(Pieterse, 2021), which could be attributed to the fact that cybersecurity is considered 

a luxury in most African economies (Kshetri, 2019). However, given that cyberattacks 

are growing increasingly dangerous to individuals, organisations, and the country's 
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digital infrastructure, cybersecurity in South Africa should be considered as a necessity 

(Mitrovic, Colab, Thakur & Phukubje, 2019). Laws, regulations and policies governing 

cyber incidents continue to lag, while the cyberspace continues to grow (Dill, 2018; 

Pieterse, 2021). 

 

In 2020, one of South Africa’s prominent banks, Nedbank, experienced a significant 

data breach incident, where 1.7 million clients’ data records were compromised due 

to the fault of a third-party marketing organisation (Nedbank, 2020). IBM estimates 

that in South Africa, the average organisational cost of a data breach is around $3.36 

million (IBM Security, 2022), which may seem insignificant to a huge corporation, but 

it can be detrimental to smaller organisations. In South Africa, there is little emphasis 

on the awareness, implementation, and regulation of cybersecurity. If left 

unaddressed, this phenomenon could start to have a much more significant impact on 

businesses and individuals in the country (Mitrovic et al., 2019). 

 

Many studies have warned that humans are the weakest link regarding cybersecurity 

(Bulgurcu, Cavusoglu & Benbasat, 2010; Donalds & Osei-Bryson, 2020; Pham, 

Brennan & Richardson, 2017; Yoon & Kim, 2013; Zwilling, Klien, Lesjak, Wiechetek, 

Cetin & Basim, 2020). The most common cause of security issues are users who do 

not follow proper security procedures and behaviours (Pham et al., 2017; Yoon & Kim, 

2013). Understanding the factors that influence users' engagement in good 

cybersecurity behaviours is vital in contemporary times. This comprehension has the 

potential to enhance overall cybersecurity postures and effectively mitigate the 

consequences of cyberattacks (Almansoori, Al-Emran & Shaalan, 2023; Moustafa, 

Bello & Maurushat, 2021). This study sought to determine the factors that could 

influence the practice of good cybersecurity behaviours by South African citizens while 

online. This study aimed to understand what factors might have the most significant 

impact on good cybersecurity behaviour by South African Internet users. 

 

1.1 Problem statement 
Cybersecurity awareness is an important yet complex challenge facing South Africa 

(Gcaza & von Solms, 2017; Mitrovic et al., 2019; Pieterse, 2021; Veerasamy, 

Mashiane & Pillay, 2019). Cyberattacks, such as violation of privacy, identity theft and 

credit card fraud (Thomas, 2018; Zwilling et al., 2020), unauthorised system 
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compromises (Veerasamy et al., 2019) or curated scam / phishing emails (Naidoo, 

2020) can have adverse effects on the lives of South Africans and their businesses. 

The impact of not practising good cybersecurity behaviours can be severe and so it 

becomes vital to understand the behaviours and processes individuals follow and to 

investigate the determinants of these behaviours (Bulgurcu et al., 2010; Crossler & 

Bélanger, 2014). 

 

This study aimed to evaluate and understand the factors that might influence South 

Africans to practise good cybersecurity behaviours. In South Africa, current research 

on this topic focuses on developing different strategies to increase public cybersecurity 

awareness by creating a good cybersecurity culture (de Bruijn & Janssen, 2017; 

Gcaza & von Solms, 2017) or addressing the cybersecurity skilling issue (Mitrovic et 

al., 2019). Other studies focus on evaluating awareness and implementing awareness 

initiatives in local or rural communities (Grobler, Dlamini, Ngobeni & Labuschagne, 

2011; Grobler, Jansen van Vuuren & Zaaiman, 2013) or the education system 

(Kritzinger, Bada & Nurse, 2017) in South Africa. Some studies focus on existing and 

proposed strategies for developing and implementing effective cybersecurity policies 

and frameworks in South Africa (Grobler, Jansen van Vuuren & Leenen, 2012; Mtuze 

& Musoni, 2023; Sutherland, 2017). 

 

Many international studies researched the factors influencing good cybersecurity 

behaviours, but the results are varied and range from country to country (Crossler & 

Bélanger, 2014; Yoon & Kim, 2013). There seems to be a deficiency of research into 

the wide range of factors that might influence and impact South Africans practising 

good cybersecurity behaviours. Most of the research conducted in South Africa 

focuses on awareness and implementation of awareness in the country, but this does 

not give enough context as to whether awareness is the issue or if other factors might 

be playing a part in South Africans’ good cybersecurity behaviour. There is little to no 

research into what might influence a South African citizen to practice good 

cybersecurity behaviour.  

 

Therefore, this study investigated the factors that might influence South African 

citizens to practice good cybersecurity behaviour to protect themselves while online. 

The potential impact of not addressing the cybersecurity issue in South Africa could 
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be detrimental, not only to individuals but also to the national infrastructure (Grobler et 

al., 2013; Mitrovic et al., 2019). 

 

1.2  Justification 
Globally, cyber incidents are growing, and cybersecurity is becoming more vital. South 

Africa is quickly becoming more reliant on information and communication technology 

(ICT) to provide essential services (van Vuuren, Grobler, Leenen & Phahlamohlaka, 

2014), therefore the country should ensure that they understand the increased 

cybersecurity risks that they may face (van Vuuren et al., 2014; Veerasamy et al., 

2019). Different cyber incidents can range in threat level from a harmless spam threat 

to a much more catastrophic threat (Zwilling et al., 2020) like nation-wide data 

breaches. Data breaches are a more extreme issue in South Africa, as they occur 

more often than other cyber incidents (Pieterse, 2021; Van Niekerk, 2017; Veerasamy 

et al., 2019). Data breaches can impact all the stakeholders in our society (de Bruijn 

& Janssen, 2017); they are not limited to individuals or organisations. Cybersecurity 

awareness and training programmes are used to share knowledge on cybersecurity 

risks and encourage practising good cybersecurity behaviour (Gundu, 2019; Kritzinger 

et al., 2017). Researchers have found that an individual’s good cybersecurity 

behaviours play a vital part in preventing cyberattacks (Almansoori et al., 2023; 

Moustafa et al., 2021).  

 

1.3 Research question and objectives  
The main research question for this study is: What are the factors that could influence 

South Africans to practise good cybersecurity behaviours? The following research 

sub-questions support the main research question: 

• Which of the identified factors has the most significant impact on South 

Africans’ intention to practise good cybersecurity behaviours? 

• What is the influence of an individual’s education level and time spent on the 

Internet daily on the intention to practise good cybersecurity behaviours? 

 

1.4 Significance of the study’s contribution 
Understanding the factors that influence users' engagement in good cybersecurity 

behaviours is vital in contemporary times. This comprehension has the potential to 

enhance overall cybersecurity postures and effectively mitigate the consequences of 
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cyberattacks (Almansoori et al., 2023; Moustafa et al., 2021). Therefore, the audiences 

that will benefit from this study include South African citizens, academics, 

policymakers, the Government, regulators, and organisations in South Africa. 

Academics, regulators, organisations, and the Government will benefit from this study 

by gaining more insight into the factors that influence South Africans to practise good 

cybersecurity behaviours, which can be used in their future cybersecurity awareness 

strategies. This information could also potentially be utilised in the future as the basis 

for other researchers’ studies. 

 

1.5 Delineation and limitation 
The data for this study was collected from individuals who are residents in South 

Africa, who voluntarily participated in the survey. Hence, the results may not be 

generalisable to the entire population.  

1.6 Brief chapter overview 
The dissertation consists of five chapters: 

Chapter one provides an introduction to this study as well as the problem statement, 

justification, research questions and objectives, significance of the study’s contribution 

and limitations. 

Chapter two provides a review of available literature on the current cyberthreat 

landscape in South Africa and a review of international studies focusing on good 

cybersecurity behaviours and the determinants of those behaviours. 

Chapter three presents the methodology used in this study. This includes a discussion 

of the theoretical framework used, the research strategy, sampling, data collection 

procedure and the research instrument.  

Chapter four provides an analysis of the findings from the data collected in this study. 

This includes the statistical methodologies used to analyse the data collected. 

Chapter five presents a general discussion of results and the conclusion of this study. 

This includes the summary of findings, implications for theory and practise and the 

conclusion. 
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Chapter 2 Literature review 

 

2.1 Introduction 

This chapter contextualises the phenomenon of good cybersecurity behaviour 

discussed in this study, extant literature on cybersecurity and the cyberthreat 

landscape in South Africa is discussed in section 2.2. Section 2.3 discusses some of 

the available, mostly international, research into the possible determinants of an 

individual’s good cybersecurity behaviour. 

 

2.2 The cyberthreat landscape in Africa and South Africa 

Around the world, there has been an increase in the number of cyber incidents 

occurring, but there has also been a significant increase in cyber incidents on the 

African continent (Kshetri, 2019; Mphatheni & Maluleke, 2022). The cyberthreat 

landscape in Africa has evolved significantly, reflecting both the technological 

advancements and vulnerabilities of the continent (Mphatheni & Maluleke, 2022). 

Despite the fact that Africa's digital transformation has produced significant 

socioeconomic gains, it has also made the continent vulnerable to a wide range of 

cyber risks (Peter, 2017). Various factors contribute to the complex and growing 

cyberthreat landscape in Africa, including weak cybersecurity infrastructure, 

insufficient legislative frameworks, and the rapid adoption of digital technologies 

without effective security measures (Ifeanyi-Ajufo, 2023; Kshetri, 2019; Mphatheni & 

Maluleke, 2022). Furthermore, the proliferation of mobile devices and the rising rates 

of Internet usage have significantly expanded the attack surface, increasing the 

vulnerability of individuals and organisations. (Interpol, 2023).  

 

A report published by Interpol in 2023, called the African Cyberthreat Assessment 

Report lists the most prominent cyberthreats identified in the African region (Interpol, 

2023). These cyberthreats include phishing, ransomware attacks, business email 

compromise, banking trojans and stealers, online scams and cyber extortions 

(Interpol, 2023). The countries in Africa differ significantly in terms of their capacities, 

competencies and financial resources (Ifeanyi-Ajufo, 2023; Interpol, 2023). While 

some African countries have highly qualified and skilled professionals with 

investigative capabilities and equipment, others are only recently beginning to develop 
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and implement fundamental legal and regulatory frameworks to combat cybercrime 

(Ifeanyi-Ajufo, 2023; Interpol, 2023). Moreover, the vulnerability of African nations to 

cyberthreats is exacerbated by underdeveloped systems infrastructure and the lack of 

access to basic infrastructure needed to enable maximum efficiency of digital 

technologies and cyber protection measures like electricity (Ifeanyi-Ajufo, 2023). One 

of the significant cybersecurity concerns in Africa is that Internet users lack experience 

with technology and are not as technically inclined as the more developed countries, 

which means that users may not know how to protect and defend themselves against 

cyberattacks (Kshetri, 2019). However, despite the multitudes of complex issues 

facing the African nations, cybersecurity legislation, cybercrime strategies and 

protection measures in Africa are gradually improving, especially in the private sector 

(Interpol, 2023; Kshetri, 2019; Peter, 2017).  

 

South Africa has a total population of 60.14 million people, and 43.48 million of those 

people are Internet users (Kemp, 2023). That means South Africa has a 72.3% 

Internet penetration rate (Kemp, 2023). The continued growth of Internet users and 

Internet-capable devices means that there is an increase in attack vectors, which are 

ways to carry out cybercrime (Mtuze & Musoni, 2023; Peters & Jordan, 2019). It was 

reported that 77.5% of households in South Africa have at least one member who has 

access to the Internet (Statistics South Africa, 2021). At 89.1% of households, the 

Western Cape has the highest access to the Internet (Statistics South Africa, 2021). 

 
The South African National Cybersecurity Hub (hereafter ‘the Hub’), under the 

Department of Telecommunications and Postal Services, is mandated to oversee the 

coordination of activities related to information dissemination, the creation of 

awareness and the development of standards on cybersecurity (Cybersecurity Hub, 

2019). Some of the services provided by the Hub to citizens and organisations include 

(Cybersecurity Hub, 2019): 

• Alerts and warnings of cyber incidents. 

• Awareness building. 

• Incident handling. 

• Incident response support. 

• Cybersecurity-related information sharing. 
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The Hub plays a vital role in upholding the National Cybersecurity Policy Framework 

(NCPF), which was passed in 2012 to help South Africa adequately address the issue 

of cybersecurity (Cybersecurity Hub, 2019). Though conducting national surveys on 

cybersecurity readiness is a mandate of the Hub, only one national survey on 

cybersecurity readiness has been conducted since its inception (Cybersecurity Hub, 

2019). The Hub does not share reported incidents with the general public (Pieterse, 

2021). In 2018, it was reported in the media that a member of the Hub admitted that 

the Hub is incredibly under-resourced (Mitrovic, 2018). 

 

Due to a lack of published information on cybersecurity statistics in South Africa, 

researchers turn to industry and academia for information. Industry-led research 

reports and private company reports are the main sources used to highlight 

cybersecurity and cybercrime statistics in South Africa (Pieterse, 2021). 

 

In a report released by a private cybersecurity company called Surfshark (Surfshark, 

2022), South Africa ranked fifth on a global ranking list of cybercrimes in 2022, . In a 

PricewaterhouseCoopers (PwC) 2020 economic crime survey, cybercrime was listed 

in the top five of economic crime / fraud experienced in South Africa 

(PricewaterhouseCoopers, 2020). During their annual ‘Cybersecurity Weekend’, 

Kaspersky Lab revealed that they found Android smartphones in South Africa are the 

second-most targeted devices using banking malware (Shapshak, 2019). Kaspersky 

Lab’s findings can be supported by South Africa’s Banking Risk Information Centre 

(SABRIC), which reported that from 2020 to 2021, there was an increase in gross 

losses attributable to digital banking fraud, from approximately R310 million to R438 

million (South African Banking Risk Information Centre, 2021). 

 

There are very few peer-reviewed articles published that evaluate and investigate 

cyber incidents in South Africa (Pieterse, 2021). One study by Van Niekerk (2017) 

evaluated and classified 54 cyber incidents that took place in South Africa between 

1994 and 2016. According to Van Niekerk (2017), data exposure and financial theft 

were the topmost cyberattack impacts that occurred. However, this study was limited 

to information that was publicly reported, since at the time it was conducted it was not 

a mandatory requirement to report cyber incidents in South Africa (Van Niekerk, 2017). 

A more recent study was published by Pieterse (2021) that analysed 74 newsworthy 
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cyber incidents in South Africa between 2010 and 2020. Pieterse (2021) noted an 

increase in cyber incidents over the past decade, with the majority of cyber incidents 

in South Africa occurring in 2019 (19 cyber incidents). The findings were similar to van 

Niekerk (2017) in that the most prevalent cyber incident type was data exposure, 

followed by compromised websites (Pieterse, 2021). Pieterse (2021) also found that 

hackers were the most common perpetrator type, with more than half of the cyber 

incidents analysed being perpetrated by hackers. These findings by Pieterse (2021) 

indicate just how attractive South Africa is to cybercriminals. The study also noted key 

elements that are negatively affecting South Africa’s cyberthreat landscape, based on 

a report by the private company Accenture. The elements include lack of investment 

in cybersecurity, slow development of cybercrime legislation, lack of awareness of 

cyberthreats, and increasing use of IT (Pieterse, 2021). 

 

Gcaza & von Solms (2017) investigated the environmental factors that contribute to 

the absence of a cybersecurity-focused culture in South Africa. The authors found that 

these factors include a “lack of government-led awareness / research initiatives” 

(Gcaza & von Solms, 2017). “Lack of accountability” from the Government was also 

mentioned, as efforts to cultivate a cybersecurity culture in South Africa are mainly 

championed by academia, industry, and international groups (Gcaza & von Solms, 

2017). 

 

In the year 2020, during the COVID-19 pandemic, South Africa faced two big privacy-

related issues, which made the citizens more aware of what their data is being used 

for than ever before. The first issue was the South Africa ‘COVID Alert SA’ mobile 

application, and the second issue were the changes to the WhatsApp privacy policy. 

Both issues will be discussed to add context to the issue of cybersecurity awareness 

in South Africa.  

 

COVID-19 contributed significantly to the change in the global and South African 

cybersecurity landscape with a huge migration to working remotely and e-learning by 

companies and institutions (Carugati, Mola, Plé, Lauwers & Giangreco, 2020; Jere, 

2020; Naidoo, 2020). Due to COVID-19, there was an exponential increase in the 

adoption of e-learning in higher education institutions worldwide (Jere, 2020). Almost 

all of the universities in South Africa have implemented some form of e-learning (Jere, 
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2020). Organisations had to quite quickly make the transition to employees working 

remotely, and this created more potential security threats (Williams, Chaturvedi & 

Chakravarthy, 2020). Employees at home could potentially be using outdated and 

unsecure devices or networks more than they would at work (Naidoo, 2020; Williams 

et al., 2020). The transition to digital platforms of both students and working adults 

resulted in a rise in online users. Concurrently, the global pandemic further fuelled this 

increase. Consequently, it is expected that the prevalence of cyberattacks will also 

escalate. Globally, when a phenomenon like a pandemic or natural disaster occurs, 

cybercriminals take advantage of this to create more curated, authentic-looking scams 

and websites often imitating trusted organisations like the World Health Organization 

(WHO) (Naidoo, 2020; Williams et al., 2020). COVID-19 contributed to an increase in 

COVID-19 curated end-user cyberattacks worldwide (Naidoo, 2020; Wirth, 2020). 

 

During the COVID-19 pandemic there was a need for increased availability and use of 

technology to develop and enable COVID-19 tracking and tracing via smartphone 

applications globally (Dwivedi, Hughes, Coombs, Constantiou, Duan, Edwards, 

Gupta, Lal, Misra, Prashant, Raman, Rana, Sharma & Upadhyay, 2020) and in South 

Africa. However, in South Africa there were real concerns about privacy and tracking 

individuals’ movements through the ‘COVID Alert SA’ application (Bhana, 2020). The 

concern stemmed from South Africa’s ‘Tracing Database’, established in April 2020 

(Klaaren, Breckenridge, Cachalia, Fonn & Veller, 2020). This database contained 

personal and identifiable data, mobility and locational data on those tested for COVID-

19, and their listed contacts (Klaaren et al., 2020). The mobility data was collected 

from mobile phone operators who were required to share the location and movements 

of those individuals suspected of or had confirmed contracting COVID-19 (Bhana, 

2020; Klaaren et al., 2020). This database infringed on an individual’s constitutional 

right to privacy (Botes, 2020). In order to gain public trust, it was announced that the 

‘COVID Alert SA’ application did not store or record an individual’s personal 

information or their geo-location, but rather generated a random code which was linked 

to a person’s mobile device (Bhana, 2020; Botes, 2020). 

 

Also in 2020, Facebook issued a notice to WhatsApp users, asking them to accept an 

update to their privacy policy and terms of service. This update caused a huge uproar 

in the South African community and resulted in many negative media reports 
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(BusinessTech, 2021; MyBroadband, 2021). Many WhatsApp users then migrated to 

other messaging apps like Telegram and Signal in response to WhatsApp’s update 

(MyBroadband, 2021). The updates to the policies included how WhatsApp and 

Facebook share data between the applications and how WhatsApp processes users’ 

data (BusinessTech, 2021). WhatsApp does not collect ‘chats’, as those are 

encrypted, but it does collect phone numbers of users and their contacts, profile 

pictures, profile names and other diagnostic data (BusinessTech, 2021). The local 

uproar was so negative that the South African Government institutions had to step in 

and address the issue. On 13 January 2021, the Information Regulator of South Africa 

stated that they would be investigating the changes to the WhatsApp privacy policy to 

ensure that changes align to South Africa’s privacy laws (Information Regulator South 

Africa, 2021). This issue heightened the awareness of South African citizens about the 

extent to which their personal data is being used without their knowledge.  

 

The Protection of Personal Information (POPI) Act came into effect in South Africa on 

1 July 2020 and is regulated by the Information Regulator of South Africa (Government 

Gazette, 2013). The primary objective of the POPI Act is to control how private and 

public bodies handle personal information, ensuring that people’s right to privacy is 

protected (Government Gazette (2013). The purpose of the POPI Act is to set 

guidelines, methods and standards for the ethical and responsible gathering, use, 

storage and disclosure of personal data (Government Gazette, 2013). It establishes 

requirements for corporations to manage personal information securely and openly, 

and gives individuals more control over their personal data (Government Gazette, 

2013). According to the Act, businesses must seek authorisation before processing 

personal information, keep it accurate, and take the necessary precautions to prevent 

loss, theft, or destruction (Government Gazette, 2013). Additionally, it gives people the 

ability to access and update any personal information that is held about them. POPI 

act violations can result in fines and other serious legal repercussions for violations 

(Government Gazette, 2013). The Act's overall goal is to improve data protection and 

privacy in South Africa while bringing the nation into line with international best 

practices for the digital age (Michalsons, 2022). 
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2.3 Cybersecurity behaviour 

Cybersecurity can be defined as the process of protecting information systems and 

the data they contain from malicious damage, modification, exploitation or 

unauthorised use or access (Evans, Maglaras, He & Janicke, 2016). Cybersecurity 

behaviour is referred to by many different names in the different literature that was 

analysed. It can be referred to as security practices (Crossler & Bélanger, 2014), 

security policy compliance (Hassandoust, Techatassanasoontorn & Singh, 2020; 

Ifinedo, 2012; Jalali, Bruckes, Westmattelmann & Schewe, 2020), information security 

(Johnston & Warkentin, 2010), cyber hygiene (Cain, Edwards & Still, 2018), protective 

behaviours (Braun, 2014), and computer security-related behaviours (Yoon & Kim, 

2013). 

 

However, no matter what it is called, cybersecurity behaviour refers to the actions 

taken by an individual to protect their data, computing devices and networks from 

malicious online information technology (IT) threats called cyberattacks (Braun, 2014; 

Crossler & Bélanger, 2014). These good cybersecurity behaviours include: 

• The use of technical protective solutions (antivirus software, firewalls, spam-

filters) (Braun, 2014; Cain et al., 2018; Crossler & Bélanger, 2014; 

Hassandoust et al., 2020). 

• Regular data backups (Chen & Zahedi, 2016; Crossler & Bélanger, 2014; 

Hassandoust et al., 2020). 

• Frequently updating the operating system on computing devices (Chen & 

Zahedi, 2016; Crossler & Bélanger, 2014). 

• Strong password use (Cain et al., 2018; Chen & Zahedi, 2016; Crossler & 

Bélanger, 2014). 

• Identifying and adequately responding to phishing emails (Cain et al., 2018). 

• Not posting or sharing personal information online (Cain et al., 2018; Jansen 

& van Schaik, 2019). 

• Not using unsecured, public Wi-Fi hotspots (Cain et al., 2018). 

 

Cybersecurity behaviour has previously been researched at three different levels: an 

individual or user level, a group level, and an organisational level (Hassandoust et al., 

 
 
 



15 
 

2020). This study is focused on cybersecurity behaviour on an individual level in South 

Africans but will discuss relevant literature related to the practice of good cybersecurity 

behaviour, regardless of the level analysed in the research.  

 

Researchers use different models and theories to attempt to investigate and explain 

individual cybersecurity behavioural intentions and the determinants. Measuring an 

individual’s actual cybersecurity behaviour is challenging (Crossler, Johnston, Lowry, 

Hu, Warkentin & Baskerville, 2013; Pham et al., 2017), and therefore the majority of 

these studies focus on an individual’s reported behavioural intentions; what the 

individual says they will do, not what they do in reality (Sommestad, Karlzén & 

Hallberg, 2014b). However, most research posits that behavioural intention has a 

substantial impact on actual behavioural adoption (de Bruijn & Janssen, 2017; 

Siponen, Pahnila & Mahmood, 2010; Sommestad, Hallberg, Lundholm & Bengtsson, 

2014a; Yoon & Kim, 2013). 

 

Several studies attempted to examine individual cybersecurity behaviour in an 

organisational context regarding organisation security policy compliance (Bulgurcu et 

al., 2010; Ifinedo, 2012; Siponen et al., 2010; Vance, Siponen & Pahnila, 2012; Yoon 

& Kim, 2013).  

 

In Finland, an empirical study by Siponen et al. (2010) used a combination of theories 

to investigate and explain employee security policy compliance (Siponen et al., 2010). 

The theories used include the Theory of Reasoned Action, Protection Motivation 

Theory (PMT), Deterrence Theory, Theory of Innovation Diffusion and Rewards 

(Siponen et al., 2010). The researchers found that some constructs (Social norms, 

Threat appraisal, Self-efficacy, Visibility & Deterrence) had a significant effect on an 

employee’s intention to comply with the security policy and actual compliance 

(Siponen et al., 2010). A significant recommendation of the study is that awareness of 

security threats, and their severity through training and education is imperative in the 

battle against cyberattacks (Siponen et al., 2010).  

 

Another empirical study made use of the Theory of Planned Behaviour (TPB) and Risk 

Compensation Theory to identify factors that influence individual security policy 

compliance (Zhang, Reithel & Li, 2009). The factors tested in the study included 
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Subjective norms, Perceived behavioural control, Attitude towards security behaviours 

and Perceived security protection mechanism (Zhang et al., 2009). It was found that 

Perceived behavioural control, Attitude and Perceived security protection mechanism 

have a significant impact on security compliance Behavioural Intention (Zhang et al., 

2009).  

 

A study by Vance et al. (2012) investigated the Behavioural Intention of employees 

using the PMT and habitual behaviour. It was found that habitual security compliance 

had a significant influence on the constructs of PMT (Vance et al., 2012). This means 

that an employee’s past and current habitual security behaviours influence their 

Perceived severity, Perceived vulnerability, Response efficacy, Self-efficacy and 

Response cost, which in turn influences the intention to comply with the organisation's 

security policy (Vance et al., 2012). However, the authors found that contrary to their 

hypotheses, vulnerability has a minor effect on Behavioural Intention. 

 

The study by Yoon & Kim (2013) conducted in Korea, used a similar approach to 

Vance et al. (2012). The study found that Attitude, Moral obligation and Organisational 

norms have a substantial impact on Behavioural Intentions (Yoon & Kim, 2013). The 

researchers included organisational context factors (Organisational norms, 

organisation’s security policy). They found that these factors were shown to have a 

significant impact on employees' security compliance Behavioural Intention (Yoon & 

Kim, 2013). This finding supports the present-day perspective of companies 

emphasising performing security behaviours to their employees as part of their duties 

(Yoon & Kim, 2013). 

 

The study by Sommestad et al. (2014b) analysed the sufficiency of the TPB in 

explaining compliance of an organisation's information security policy (Sommestad et 

al., 2014b). The study tested the TPB and the PMT constructs as well as Anticipated 

regret; they also measured the respondents’ reported Perceived behavioural control 

(Sommestad et al., 2014b). The results from the study found that the TPB can be 

enhanced by including Anticipated regret or the variables in the threat appraisal 

process from PMT (Perceived vulnerability and Perceived severity) (Sommestad et al., 

2014b). Alternatively, they suggest replacing some of the TPB constructs with other 
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constructs that are more suited to security policy compliance (Sommestad et al., 

2014b). 

 

A study by Ifinedo (2012) in Canada, integrated both PMT and TPB to investigate 

security policy compliance behaviour in an organisation (Ifinedo, 2012). The study 

found that the factors of Perceived severity and Response cost were not predictors of 

behavioural compliance intention (Ifinedo, 2012). The most important aspect of the 

study was that it validated the combined use of PMT and TPB to better understand the 

factors that might influence cybersecurity behaviour (Ifinedo, 2012). 

 

In an inter-country study conducted by Chen & Zahedi (2016), PMT was used to 

analyse and compare individuals’ cybersecurity behaviour in the United States of 

America and China (Chen & Zahedi, 2016). The study proposed using a context-

specific approach to investigate security behaviours in individuals across different 

countries (Chen & Zahedi, 2016). The study included new variables in the proposed 

model, such as Seeking help, Taking protective actions and Avoidance (Chen & 

Zahedi, 2016). The results of the study showed that there was a significant difference 

in the perceptions of security threats and coping appraisals across the different 

countries, which influence the practice of cybersecurity behaviours at an individual and 

country level (Chen & Zahedi, 2016). The study by Chen & Zahedi (2016) serves as a 

justification for this study since perceptions of cybersecurity threats and coping 

appraisals in South Africa might also present differently. 

 

Where other studies chose to analyse a specific cyberthreat and user behaviour, 

Crossler & Bélanger (2014) propose adopting a more unified approach. The study 

proposes the use of a Unified Security Practices Instrument when investigating the 

practice of cybersecurity behaviours in individuals (Crossler & Bélanger, 2014). The 

instrument focuses on analysing cybersecurity behaviours using a broader and more 

standardised measure of technical protective solutions and is not focused on one 

cybersecurity behaviour like the use of antivirus software (Crossler & Bélanger, 2014). 

The instrument was empirically tested in the study and was validated by the results 

gathered (Crossler & Bélanger, 2014).  
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A study by Jalali, Bruckes, Westmattelmann and Schewe (2020) examined the 

relationship between compliance intention and compliance behaviour by conducting 

simulated phishing email tests on hospital staff (Jalali et al., 2020). The study was the 

only study reviewed that observed and compared Behavioural Intention with actual 

behaviour. The findings indicated that Attitude towards security compliance, 

Subjective norms and Perceived behavioural control are significant influencers of 

intention to comply (Jalali et al., 2020). It was also found that Collective trust positively 

relates to Subjective norms and Attitudes towards security compliance (Jalali et al., 

2020). High workload was also found to be significantly positively related to the 

likelihood of clicking on a phishing email link (Jalali et al., 2020). Jalali et al. (2020) 

found no significant relationship between intention and actual compliance (Jalali et al., 

2020). Though the finding contradicts prior literature that posits that intention 

translates to actual behaviour, the authors indicate that further investigation is 

necessary in different contexts (Jalali et al., 2020). 

 

2.4 Conclusion 

In summary, this chapter provided an exploration of the intricate nature of the 

cyberthreat landscape in South Africa. It sought to demonstrate that it is continuously 

expanding alongside the evolution of the digital landscape. Existing research on South 

African cybersecurity concerns focused predominantly on the lack of awareness and 

absence of a cybersecurity-oriented culture, along with potential remedies for these 

issues. However, there is a significant research gap pertaining to the factors that might 

influence South African citizens to engage in cybersecurity practices. 

 

Moreover, this chapter discussed existing literature on cybersecurity behaviours which 

included various international studies conducted within diverse contexts and employed 

different theoretical frameworks. Based on the literature discussed, several influential 

factors affecting cybersecurity Behavioural Intentions were identified, with the PMT 

and the TPB emerging as the most frequently utilised frameworks. 

  

 
 
 



19 
 

Chapter 3 Methodology 

 

3.1 Introduction 

This chapter will provide a discussion of the research methodology employed in this 

study. Chapter three details the theoretical underpinnings that form the basis of this 

study and the hypotheses derived from those theories. Research strategy, sampling 

methodology, data collection procedures used, research instrument, data analysis and 

ethical considerations will also be discussed in this chapter. Lastly, the methods used 

to investigate the factors that influence an individual’s behavioural intention towards 

practising good cybersecurity behaviours will be elucidated. 

 

3.2 Theoretical framework 

A combination of two theoretical frameworks formed the basis of this study. The 

frameworks are the TPB, developed by Ajzen (1991) and the Protection Motivation 

Theory (PMT), developed by Rogers (1975), and revised by Maddux & Rogers 

(Maddux & Rogers, 1983; Rogers, 1975). The TPB endeavours to predict human 

behaviour (Ajzen, 1991), while the PMT aims to explore the factor of fear appeals 

influencing attitude and behaviour (Broer & Seydel, 1996). These two theories were 

combined in this study to gain more in-depth insight into the factors that could influence 

study participants’ compliance with cybersecurity behaviour recommendations.  

 

A study on the sufficiency of TPB in explaining security compliance found that the 

addition of the threat appraisal process of PMT improves the overall results of a 

security compliance study (Ifinedo, 2012; Sommestad et al., 2014b). Therefore, a 

combination of the constructs from TPB and PMT was used in this study to identify the 

factors that could influence an individual’s cybersecurity behaviours. The dependent 

variable in this study is the Behavioural Intention, which refers to the practise of good 

cybersecurity behaviours. The hypotheses set out in this study aimed to test the 

degree to which the independent variables affect the dependent variable. An overview 

of the two theories is presented in sections 3.2.1 and 3.2.2. 

3.2.1 Theory of planned behaviour  

The TPB uses constructs to theorise that an individual’s Behavioural Intention is 

shaped and influenced by the individual’s Attitude to the behaviour, the Subjective 
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norm and the Perceived behavioural control (Ajzen, 1991). The TPB consists of four 

constructs shown in Figure 3-1 below and discussed in sections 3.2.1.1 to 3.2.1.4. 

 

3.2.1.1 Behavioural Intention 
In TPB, Behavioural Intention refers to the factors that motivate and influence a 

certain behaviour (Ajzen, 1991). Behavioural Intention relates to the extent to which 

an individual is willing to try to do the action or behaviour (Ajzen, 1991). The theory 

states that a user’s Behavioural Intention is influenced by three key factors, including 

Subjective norms, Attitude towards the behaviour and Perceived behavioural control 

(Aurigemma, 2013). For this study, Behavioural Intention refers to an individual’s 

intent to try and perform good cybersecurity behaviours. Measuring an individual’s 

actual cybersecurity behaviour is challenging (Crossler et al., 2013; Pham et al., 

2017), and therefore the focus is mainly on an individual’s self-reported Behavioural 

Intentions. TPB states that the stronger an individual’s intention to perform that the 

behaviour is, the more likely they will actually perform the behaviour (Ajzen, 1991). 

Researchers like de Bruijn & Janssen (2017), Siponen et al. (2010), Sommestad et 

al. (2014b) and Yoon & Kim (2013) agree with Azjen (1991) that Behavioural 

Intention has a substantial impact on actual behavioural adoption. This study's 

approach required the inclusion of this construct in the in the South African context 

because its goal was to examine and understand the factors that influence South 

Africans' cybersecurity practices. The dependent variable employed to measure the 

practise of good cybersecurity behaviours among South Africans was Behavioural 

Intention. 

3.2.1.2 Attitude towards the behaviour 
This construct refers to whether an individual evaluates or appraises the behaviour as 

positive or negative and whether they see it as favourable or unfavourable to 

themselves (Ajzen, 1991). In this study, Attitude towards the behaviour refers to 

whether an individual views the practice of good cybersecurity behaviours in a positive 

or negative light. Within the South African context, the incorporation of this construct 

was integral to the framework of this study as South African’s attitude towards the 

practise of good cybersecurity behaviours can help provide valuable insight into their 

intentions and actions related to cybersecurity behaviour. South Africans' perspectives 

on cybersecurity may be affected by elements unique to their culture, history, and 

social norms. Therefore, it is essential to take into consideration the cultural nuances 
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that could affect attitude and in turn behaviour. Totest a user’s Attitude towards good 

cybersecurity behaviours, the following hypothesis was formulated:  

• H1: There is a positive association between an individual’s Attitude towards 

good cybersecurity behaviours and the intention to practise good 

cybersecurity behaviours. 

 

3.2.1.3 Subjective norm 
 
Subjective norm is the social factor of the TPB. It refers to an individual’s perception 

of whether society agrees or disagrees with performing the behaviour and the 

perceived pressure from society to perform the behaviour or not (Ajzen, 1991). An 

individual’s Behavioural Intention is influenced by the people who are important to 

them and their opinion of performing the behaviour (Zhang et al., 2009). In this 

research study, the Subjective norm refers to cybersecurity awareness and how loved 

ones and society view the practice of good cybersecurity behaviours. Incorporating 

the construct Subjective norms into this research model in the South African context 

is not only theoretically sound but also practically relevant. It enables a thorough 

investigation of the sociocultural elements affecting cybersecurity behaviours in South 

Africa. This inclusion can aid policymakers, organisations, and educators in 

developing cybersecurity strategies that resonate with the social fabric of South Africa, 

ultimately promoting better cybersecurity practices. By examining Subjective norms, 

this research model can uncover cultural nuances and highlight the impact of these 

norms on South Africans' cybersecurity behaviours. Subjective norms can provide 

insight into what behaviour is considered socially acceptable or not in the context of 

cybersecurity, which is vital for developing effective educational and awareness 

campaigns.  To test the subjective norm towards good cybersecurity behaviours, the 

following hypothesis was formulated: 

• H2: There is a positive association between Subjective norms and an 

individual’s intention to practice good cybersecurity behaviours. 

 

3.2.1.4 Perceived behavioural control 
This construct refers to how an individual’s behaviour is heavily influenced by how 

confident they are in their ability to perform that behaviour (Ajzen, 1991). Perceived 

behavioural control refers to an individual’s perception of the ease or difficulty of 
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practising cybersecurity behaviours (Pham et al., 2017). Perceived behavioural control 

also relates to the Self-efficacy construct of PMT, which is the extent to which an 

individual has the capacity and necessary resources to execute the behaviour or 

action (Pham et al., 2017). TPB states that Perceived behavioural control and 

Behavioural intention can be used to predict actual behaviour (Ajzen, 1991).  

 

In this study, Perceived behavioural control refers to an individual’s cybersecurity 

knowledge and resources that might enable them to practise good cybersecurity 

behaviours. In the context of South Africa, where cybersecurity knowledge, skills, and 

resources vary widely, it is crucial to gauge people's confidence in their capacity to 

practice good cybersecurity behaviours. Understanding the effect of Perceived 

behavioural control / Self-efficacy can reveal empowerment or disempowerment 

factors, contributing to a nuanced understanding of cybersecurity behaviour. The 

construct of Perceived behavioural control / Self-efficacy highlights the importance of 

an individual’s agency, showing that even those with limited knowledge, skills and 

resources can still engage in good cybersecurity behaviours if they believe in their 

capabilities. It enriches this study by considering the empowerment of individuals and 

the individual-level factors that contribute to good cybersecurity practices. Including 

this construct can aid in the development of tailored cybersecurity strategies to 

enhance Perceived behavioural control / Self-efficacy and, consequently, improve 

cybersecurity behaviours in South Africa. Therefore, this study will examine an 

individual's Perceived behavioural control’s influence on behavioural intention, which 

is indicative of an individual’s actual behaviour. Thus, the third hypothesis for this study 

is derived: 

• H3: Self-efficacy / Perceived behavioural control will have a positive influence 

on an individual’s behavioural intention to practice good cybersecurity 

behaviours. 
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Figure 3-1 above illustrates a visual model of the constructs of TPB and the 

relationships that exist between the constructs. TPB hypothesises that with the right 

attitude, combined with an appropriate level of perceived societal pressure to perform 

the behaviour and a high level of Self-efficacy / Perceived behavioural control should 

result in a more definite intention to carry out the particular behaviour (Ajzen, 1991; 

Aurigemma, 2013). In the context of this study, these factors were used to investigate 

the level of influence they have on an individual’s intention to practise good 

cybersecurity behaviours. 

 

3.2.2 Protection motivation theory 

The PMT aims to explain how an individual is driven to respond to fear appeals, 

meaning warnings about threats or risky behaviours (Vance et al., 2012). When an 

individual receives a message in the form of a warning, they utilise a cognitive 

reasoning process to assess their response to the threat (Vance et al., 2012). 

  

Figure 3-1 Theory of Planned Behaviour Source: Adapted from Aizen (1991:182) 

 
 
 



24 
 

Cognitive reasoning is first concerned with the severity of the threat and the probability 

of the threat occurring; these two factors are an individual’s threat appraisal (Maddux 

& Rogers, 1983). Threat appraisal is concerned with the threat's source and the level 

of danger it poses to the individual (Ifinedo, 2012). The next part of the individual’s 

cognitive reasoning is the individual’s perceived ability and capacity to perform the 

suggested coping response or behaviour (Maddux & Rogers, 1983). Coping appraisal 

focuses on an individual’s coping responses available to address or mitigate the threat 

(Broer & Seydel, 1996). The PMT consists of four constructs shown in Figure 3-2 

below, and is discussed in sections 3.2.2.1 to 3.2.2.4. 

 

3.2.2.1 Perceived vulnerability and severity 
Perceived vulnerability refers to an individual’s evaluation of the likelihood of a 

threatening event occurring (Ifinedo, 2012). For this study, Perceived vulnerability is 

an individual’s evaluation of whether they could become a victim of cyberthreats or 

cyberattacks. Perceived severity refers to an individual’s assessment of the severity 

of the impact of a threat event occurring (Ifinedo, 2012). In this study, Perceived 

severity relates to an individual’s understanding of the consequences of being a victim 

of a cyberattack or cyberthreat. If an individual views cyberattacks as a danger to 

themselves, with a high likelihood of occurrence and detrimental after-effects, the fear 

appraisal process will mediate their Perceived severity of a cyberthreat. 

 

In South Africa, understanding people’s perception of their vulnerability to cyberthreats 

and the severity of the potential consequences is essential. If South Africans perceive 

themselves as vulnerable to cyberthreats and believe the consequences of 

cyberattacks are severe, they are more likely to engage in good cybersecurity 

behaviours. Different communities and cultures within South Africa may have varying 

perceptions of vulnerability and severity related to cybersecurity. Including these 

constructs in the research model, allows this study to account for cultural nuances that 

may affect good cybersecurity behaviour as well as providing more insight into why 

some people take cybersecurity seriously while others do not. By knowing the degree 

to which individuals perceive vulnerability and severity, tailored messages and 

interventions can be used to address specific concerns and misconceptions about 

cybersecurity and cybersecurity behaviours. 
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These constructs then form the basis of the next hypotheses in this study: 

• H4: Perceived vulnerability will have a positive influence on an individual’s 

intention to practise good cybersecurity behaviours. 

• H5: Perceived severity will have a positive influence on an individual’s 

intention to practise good cybersecurity behaviours. 

• H6: Perceived severity will mediate an individual’s Perceived vulnerability and 

their intention to practise good cybersecurity behaviours. 

 

3.2.2.2 Response efficacy 
Response efficacy refers to an individual’s perception of the benefits that could accrue 

from performing the recommended behaviour (Ifinedo, 2012). Response efficacy can 

be viewed as an outcome expectancy. This means that the belief that performing the 

recommended behaviour, as opposed to the current behaviour, will help remediate the 

threat event (Maddux & Rogers, 1983). Response efficacy is one of PMT’s coping 

appraisal responses that state when an individual perceives a cyberthreat, they should 

adjust their behaviour to perform the recommended behaviour to avoid the 

consequences of a cyberthreat. This construct helps evaluate whether people believe 

that adopting these practices can effectively mitigate cyber threats and risks. If South 

Africans perceive that the recommended cybersecurity practices are effective, they 

are more likely to take those actions. Including this construct helps to uncover what 

drives people to practice good cybersecurity behaviours and can contribute to a 

deeper understanding of their intentions and behaviours. Response efficacy can 

highlight whether individuals from different social, cultural, and economic groups 

believe that they can effectively practise good cybersecurity behaviours. This insight 

can serve as a guide for policymakers, organisations, and educators in developing 

strategies that not only raise awareness but also emphasize the effectiveness of 

protection measures. 

 

Thus, the construct of Response efficacy is used to form the following hypothesis of 

this study: 

• H7: Response efficacy is positively associated with an individual’s 

behavioural intention to practise good cybersecurity behaviours. 
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3.2.2.3 Response cost 
Response cost refers to an individual’s perceived opportunity costs exhausted when 

performing the suggested behaviour (Ifinedo, 2012). These can be actual monetary or 

non-monetary costs associated with performing the recommended behaviour (Ifinedo, 

2012). Response costs can be barriers that prevent an individual from performing the 

recommended behaviour, for example, a lack of resources (Broer & Seydel, 1996). In 

this study, Response costs refer to any monetary or non-monetary barriers that might 

be experienced when practising good cybersecurity behaviour. Response cost is a 

crucial component of the cost-benefit analysis that individuals perform when deciding 

whether to adopt certain behaviours, including cybersecurity practices. South Africa 

exhibits a wide range of socioeconomic disparities, due to these disparities different 

groups of the population may experience varying costs related to cybersecurity 

practices and behaviours. Therefore, understanding the costs associated with 

practicing good cybersecurity behaviours in South Africa is vital. It is essential to 

understand the specific Response costs that South Africans connect with good 

cybersecurity behaviours in order to identify potential barriers to practising these 

behaviours. By identifying these obstacles, businesses and policymakers can create 

targeted interventions to alleviate them and promote better cybersecurity behaviours. 

By taking into account not just the perceived advantages but also the actual costs and 

challenges people encounter, the inclusion of Response cost in this study model helps 

to provide a comprehensive assessment of the factors influencing people's practice of 

good cybersecurity behaviours. 

 

These response costs can inhibit an individual’s intent to perform good cybersecurity 

behaviours; therefore, the next hypothesis in this study is: 

• H8: Response costs associated with good cybersecurity behaviour will have 

a negative effect on an individual’s intention to practice good cybersecurity 

behaviours. 

 

3.2.2.4 Self-efficacy 
Self-efficacy refers to the extent to which an individual believes that they are capable 

enough, and have enough capacity and the necessary resources to perform the 

recommended behaviour or action (Ifinedo, 2012). In this study, Self-efficacy refers to 

cybersecurity knowledge and resources, which will determine whether an individual 

 
 
 



27 
 

has the capacity to practise good cybersecurity behaviours. Changes in Self-efficacy, 

which translate to increased cybersecurity knowledge and resources in an individual, 

should result in increased behavioural intent and might influence the recommended 

behavioural changes (Maddux & Rogers, 1983). This construct of PMT is also 

represented in the TPB but is referred to as Perceived behavioural control 

(Sommestad et al., 2014b). Thus, Perceived behavioural control and Self-efficacy are 

used to form the H3 of this study, but will be referred to as Self-efficacy from this point 

onwards. 

 

 

 

Figure 3-2 above illustrates a visual model of the constructs of PMT and the 

relationships that exist between the constructs. PMT hypothesises that an individual 

who can appraise the threat level and probability of a threat, combined with the 

effectiveness of the individual’s coping response should result in higher intentions to 

carry out preventative behaviours (Maddux & Rogers, 1983). In the context of this 

study, these factors are combined with the TPB factors to investigate the level of 

influence they have on an individual’s intention to practise good cybersecurity 

behaviours. 

Figure 3-2 Protection Motivation Theory Source: Adapted from Maddux and Rogers 
(1983) 
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3.2.3 Covariates 

This study included the personal characteristics of the respondents as these might be 

factors that influence an individual’s intention to practise good cybersecurity behaviour 

(Zhang et al., 2009). The factors included level of education and time spent on the 

Internet (hours per day). 

 

 

Figure 3-3 above illustrates the proposed research model used for this study based 

on a combination of the constructs of TPB and PMT. 

 

 

Figure 3-3 Proposed research model Source: Researcher’s own 
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3.3 Research strategy 

There are many different research strategies that a researcher could employ while 

embarking on a study. These different research strategies could include design 

research, experiments, surveys, case studies, action research or ethnography.  

 

This study aimed to use the data gathered to determine the factors that could influence 

the study participants to comply with cybersecurity behavioural recommendations and 

infer the findings to the larger population of South African Internet users. A survey is 

a widely used research method that involves collecting data from a sample of 

individuals to gather information about their attitudes, opinions, beliefs, behaviours, or 

characteristics (Oates, 2006). Surveys are typically conducted using structured 

questionnaires or interviews and are designed to gather quantitative or qualitative 

data, depending on the research objectives (Oates, 2006). The use of surveys is better 

suited to quantitative data analysis, which is the analysis methodology that is used in 

this study (Oates, 2006). Surveys are easily replicated and repeatable, which means 

that this study will be able to be repeated and tested again in the future, with other 

factors included. Surveys can be completed via the Internet (Oates, 2006), which is 

imperative for this study, as the COVID-19 pandemic limited in-person contact. 

 

The survey strategy was employed in this study as it is the most suitable way to collect 

data from the sample. This strategy was chosen because it was necessary to collect 

data in a standardised way from a large group of respondents, which is an advantage 

of surveys as a research strategy (Oates, 2006). The survey data gathered could then 

be used to identify patterns in the surveyed group that could be postulated to larger 

population groups (Oates, 2006). 

 

3.4 Sampling 

This study aims to investigate the factors that influence good cybersecurity behaviour 

in South Africa. Therefore, the target population for this study is South African Internet 

users. 

 
Two sampling methods are commonly used in research studies, namely probability 

sampling and non-probability sampling. Probability sampling is when the sample is 

chosen with the help of a probabilistic tool (Fricker, 2008), and there is a high chance 
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that the sample chosen is illustrative of the total population (Oates, 2006), whereas 

non-probability sampling is used when the researcher is unsure as to whether the 

chosen sample is illustrative of the whole population (Oates, 2006). Non-probability 

sampling can be referred to as convenience sampling, as this method is used when 

there is no probabilistic tool to help, and respondents are selected because it is 

convenient for the researcher (Fricker, 2008). The non-probabilistic sampling method 

was used in this study, since in this study it is not possible to know the probability with 

which every person in the sample frame population could have been selected into the 

chosen sample (Fricker, 2008). In this study, the aim is to select respondents who are 

Internet users in South Africa to infer a generalisation about South African Internet 

users’ cybersecurity behaviour. For this reason, the type of non-probability method 

that is used in this study is judgement sampling, which is a form of convenience 

sampling where the researcher uses their judgement to select the sample.  

 

Multi-modal recruitment strategies are discussed in a study by McRobert, Hill, Smale, 

Hay & van der Windt (2018). The authors explored the use of multiple recruitment 

methods using traditional methods, social media and the Internet when sampling 

clinicians. The study made use of traditional methods (email, flyers, verbal) to drive 

people to the website link. They also made use of Twitter, Facebook, Google, LinkedIn 

and other online sources. Furthermore, the study demonstrated that it is possible to 

successfully recruit and sample a mixed sample group through the use of multi-modal 

recruitment strategies (McRobert et al., 2018). 

 

For this study, the use of multi-modal recruitment strategies was employed to broaden 

and diversify the respondent sample. Multi-modal recruitment strategies enabled this 

study to have a mix of respondents with different professions, education levels, age 

groups and other demographic information (McRobert et al., 2018). The different 

methods used in this study included: 

• Email invitation. 

• Online message boards. 

• Other Internet approaches (WhatsApp). 

• Social media (Facebook, Twitter, Instagram, LinkedIn, blogs). 
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These multi-modal methods have the advantages of being moderate effort, lower cost, 

faster survey delivery and faster survey responses (McRobert et al., 2018). The use 

of social media sites enabled this current study to have a much broader potential 

reach. It enabled the researcher to use already existing social media connections and 

enabled easier sharing with those outside their network (McRobert et al., 2018). The 

use of social media added to the benefit of the chance of a snowballing effect 

(McRobert et al., 2018), which means respondents shared the questionnaire link with 

other potential participants. This study opted for a broad focus and did not target 

specific groups like IT security professionals or students because the aim was to 

obtain an accurate representation of general Internet users in South Africa. 

3.5 Data collection procedure 

For this study, questionnaires were used to collect data. These questionnaires were 

Internet-based and self-administered by the participants in this study. The use of 

Internet-based data collection enabled the collection of data from a wider range of 

respondents in a short amount of time (Oates, 2006). The target respondents were 

Internet users residing in South African and were easily sourced by using an Internet 

questionnaire, as respondents needed to use and access the Internet to participate 

(Oates, 2006). An advantage of using Internet surveys to administer the questionnaire 

was that the results were in an electronic format, which made processing and 

analysing the data quicker and easier (Oates, 2006). Questionnaires are best used in 

cases like the one investigated in this study because data needs to be gathered from 

a large number of people (Oates, 2006). The questionnaires were web-based to 

ensure that respondents did not receive an extensive, text-heavy email-based 

questionnaire (Oates, 2006). 

 

For this study, quantitative data was generated using surveys. Quantitative data 

collection was chosen for this study due to the general scientific acceptance of this 

kind of data in the scientific community (Oates, 2006), as well as the fact that 

quantitative data analysis is based on recognised and established techniques (Oates, 

2006). Quantitative data is measurable and logical as opposed to subjective qualitative 

data, and this type of data enables the researcher to analyse greater volumes faster 

using software (Oates, 2006). 
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Multi-modal methods were used to distribute the survey questionnaire link. Mainly 

using email invitations, online message boards, WhatsApp and multiple forms of social 

media (Facebook, Twitter, Instagram, LinkedIn and blogs). The online survey 

questionnaire used in this study was implemented in a survey tool called Qualtrics, 

provided by the University of Pretoria. The questionnaire responses were directly 

captured into the Qualtrics online software The data collection process took place 

between 1 February 2022 and 15 March 2022. At the end of the data collection 

process, the captured responses were exported from Qualtrics into Microsoft Excel. 

The Excel data file was then imported into Statistical Package for the Social Sciences 

(SPSS) software version 28 for data analysis.  

 

3.6 Research instrument 

The questionnaire used in this study quantitatively measured eight factors, namely: 

Behavioural Intention, Attitude towards good cybersecurity behaviour, Subjective 

norms, Self-efficacy, Perceived severity, Perceived vulnerability, Response efficacy, 

and Response cost. Under each construct, there were multiple questionnaire items, 

which were developed and guided by previous studies. A five-point Likert scale was 

utilised in this study’s questionnaire, where one meant strongly disagree, and five 

meant strongly agree.  

 

Table 3-1 below contains the measurement items and Cronbach’s alpha score for 

each factor in this study, derived from previous studies that were used to guide the 

questions used in this study. The Cronbach’s alpha score is used to assess the internal 

consistency or reliability of the constructs (Schumacker & Lomax, 2004). A construct 

is considered reliable if the Cronbach’s alpha score is above 0.70 (Hair, Ringle & 

Sarstedt, 2013). For this study, the measurement items from previous studies were 

used, but the wording was changed slightly to match the objectives of this study. 

  

 
 
 



33 
 

 

Table 3-1 Items used in questionnaires from previous studies 

Factor Items Definition Source Cronbach 

Attitude 
towards good 
cybersecurity 
behaviour 

Att1 Security measures such as implementing 
antivirus software, firewalls, or system 
updates on your home computer are a good 
idea 

(Anderson 
& Agarwal, 
2010) 

0.88 

Att2 Taking security measures to protect your 
home computer is important 

Att3 I like the idea of taking security measures to 
secure my home computer 

Behavioural 
intention 

BehInt1 I intend to periodically use anti-spyware 
applications to protect my computer from 
spyware. 

(Dinev & 
Hu, 2007) 

0.83 

BehInt2 In the immediate future, I intend to 
customise my browser and computer 
settings to prevent the intrusion of spyware 
to my computer. 

BehInt3 I intend to periodically check my browser 
and computer settings to prevent the 
intrusion of spyware to my computer. 

Self-efficacy SelfE1 For me, taking information security 
precautions is: Hard . . . easy 

(Workman, 
Bommer & 
Straub, 
2008) 

0.93 

SelfE2 I have the necessary skills to protect myself 
from information security violations: 
Disagree . . . agree 

SelfE3 I have the skills to implement the available 
preventative measures to stop people from 
getting my confidential information: 
Disagree . . . agree 

SelfE4 I have the skills to implement the available 
preventative measures to stop people from 
damaging my system: Disagree . . . agree 

SelfE5 My skills required to stop information 
security violations are: Inadequate . . . 
adequate 

Subjective 
norm 

Subj1 Most people who are important to me think 
it is a good idea to clean spyware from my 
computers. 

(Dinev & 
Hu, 2007) 

0.86 

Subj2 Most people who are important to me think 
it is a good idea to prevent spyware from 
running on my computer. 

Perceived 
severity 

PSev1 I believe that protecting my confidential 
information is: Unimportant . . . important 

(Workman 
et al., 2008) 

0.97 

PSev2 Threats to the security of my confidential 
information are: Harmless . . . severe 

PSev3 Having my confidential information 
accessed by someone without my consent 
or knowledge is: Harmless . . . severe 

PSev4 Having someone successfully attack and 
damage my system is: Harmless . . . severe 
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Factor Items Definition Source Cronbach 

PSev5 In terms of information security violations, 
[attacks on my information systems and 
equipment] are: Harmless . . . severe 

Perceived 
vulnerability  

PVul1 The vulnerability of my confidential 
information to security violations is: 
Invulnerable . . . vulnerable 

(Workman 
et al., 2008) 

0.85 

Pvul2 I believe that trying to protect my confidential 
information will reduce illegal access to it: 
Unlikely . . . likely 

Pvul3 The likelihood of someone getting my 
confidential information without my consent 
or knowledge is: Unlikely . . . likely 

Pvul4 The likelihood of someone damaging my 
system is: Unlikely . . . likely 

Pvul5 The likelihood of an information security 
violation occurring to me is: Unlikely . . . likely 

Response 
efficacy 

RespE1 Efforts to keep my confidential information 
safe are: Ineffective . . . effective 

(Workman 
et al., 2008) 

0.91 

RespE2 The effectiveness of available measures to 
protect my confidential information from 
security violations is: Ineffective . . . 
effective 

RespE3 The preventative measures available to me 
to stop people from getting my confidential 
information are: Inadequate . . . adequate 

RespE4 The preventative measures available to me 
to stop people from damaging my system 
are: Inadequate . . . adequate 

RespE5 The preventative measures available to 
keep people from violating information 
security are: Inadequate . . . adequate 

Response 
cost  

RespC1 The inconvenience to implement 
recommended security measures: exceeds 
benefits . . . outweighed by benefits  

(Workman 
et al., 2008) 

0.79 

RespC2 The cost to implement recommended 
security measures: exceeds benefits . . . 
outweighed by benefits 

Resp3 The impact to my work from recommended 
security measures: exceeds benefits . . . 
outweighed by benefits 

 

For the pre-testing stage of this study, the questionnaire items were initially reviewed 

by the study supervisor to determine content validity and relevance. A pilot study was 

conducted with a convenience sampling of 50 participants. The pilot questionnaire was 

shared via a uniform resource locator (URL) link to the pilot questionnaire configured 

in Qualtrics. This pilot test was conducted to test the usability and clarity of the 

questionnaire. This helped determine whether the questionnaire needed any 
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modification for the participants to understand the instructions and content of the 

questionnaire thoroughly. The pilot test results revealed a need for minor changes in 

language and word choice for clarity. The final research questionnaire used in this 

dissertation can be found in Appendix B.  

 

3.7 Data analysis 

This study made use of statistical analysis techniques using Statistical Package for 

the Social Sciences (SPSS) software version 28 and IBM SPSS AMOS 28 Graphics 

to analyse the data collected from the survey. 

 

Table 3-2 below indicates the coding that was used for the descriptive statistics. 

Descriptive statistics are commonly used to contextualise and summarise a study’s 

data set (Field, 2013). The multivariate analysis of variance (MANOVA) test was used 

to identify any relationships between the descriptive statistic variables and the factors 

that might influence South African good cybersecurity Behavioural Intention. The 

statistical analysis techniques chosen for this study were MANOVA, Confirmatory 

factor analysis (CFA) and Structural Equation Modelling (SEM). 

 

Table 3-2 Descriptive statistics coding 

Variables SPSS Variable Name Coding Instrument 

Highest Level of Qualification Education 1 - Matric 

2 - Undergraduate (Diploma) 

3 - Undergraduate (Bachelor’s degree) 

4 - Postgraduate (Honours degree) 

5 - Postgraduate (Master’s degree) 

6 - Postgraduate (PhD degree) 

7 - Others (Please specify) 

Do you currently live in South 
Africa 

Resident Yes  

No 

Time spent on the Internet  

 

TimeSpent 1 - Less than 2 Hours per day 

2 - 2-4 Hours per day 

3 - 4-8 Hours per day 

4 - More than 8 Hours per day 

 

3.8 Ethical considerations 

Research ethics refers to the guidelines that ensure that the research is conducted 

responsibly and ethically, that must be used by a researcher when conducting their 
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research (Oates, 2006). This research was conducted in line with the University of 

Pretoria’s Code of Ethics for Research (University of Pretoria, 2007). Ethical clearance 

was obtained from the University of Pretoria’s Faculty of Economic and Management 

Sciences Research Ethics Committee to ensure compliance (University of Pretoria, 

2007). A copy of the ethics clearance is available in Appendix A. 

 

The questionnaire used in this study did not ask the participants for any personally 

identifiable information like identity numbers or names. All participants were required 

to give their consent to participate in this study and could withdraw their consent by 

exiting the survey at any point. The survey was completed anonymously by 

respondents, and their privacy and anonymity were held to the highest standard. The 

researcher has an ethical responsibility to not encroach unnecessarily on participants, 

to act with integrity, not to plagiarise and to adhere to an ethical code of conduct 

(Oates, 2006). 

 

3.9 Conclusion 

This chapter aimed to detail in-depth the theoretical framework used in this study. This 

study utilised a combination of the TPB and PMT to identify and measure the 

constructs that affect a South African's intention to practise good cybersecurity 

behaviour. The research strategy, sampling method, data collection procedures and 

research instrument were outlined in this chapter. Lastly, this chapter outlined the data 

analysis techniques that were used and the ethical considerations that were taken into 

account.  
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Chapter 4 Analysis of findings 

 

4.1 Introduction 

This study aimed to identify the factors that have the most significant impact on a 

South African’s intention to practise good cybersecurity behaviours. The factors 

measured in this study were: Attitude towards good cybersecurity behaviour, 

Behavioural Intention, Subjective norms, Perceived vulnerability, Perceived severity, 

Self-efficacy, Response efficacy and Response cost. The factors were analysed using 

MANOVA, CFA and SEM. The software IBM SPSS and IBM SPSS AMOS were used 

to analyse the data. Chapter 4 presents the results of the analysis of the data collected 

through the questionnaires.  

 

4.2 Data screening 

As discussed in section 3.5, an online questionnaire was used to collect data. The set-

up of the online questionnaire on Qualtrics ensured that participants who were not 

comfortable responding to all items on the questionnaire could exit the survey at any 

stage. This ensured that there was no missing data in the records.  

 

A total of 352 responses were received through the online questionnaire. After the 

data had been collected and entered into Microsoft Excel, empty rows due to 

formatting and unnecessary headers were removed. The data was then imported into 

SPSS, and the variable names and characteristics were defined. The data then went 

through the screening and cleaning phase, where steps were taken to ensure the 

correctness and cleanliness of the data to prepare for data analysis. Screening the 

data involved checking each of the variables for errors and out-of-range scores 

(Pallant, 2011), which was done by checking the Frequencies option and the minimum 

and maximum values for each variable in SPSS. No missing values or out-of-range 

entries were found in the data due to each question being mandatory in the 

questionnaire and the use of a Likert scale. 

 

Two participants’ responses were removed because they were minors in high school, 

and a further 21 responses were removed because the respondents were not currently 

residents of South Africa. This left 329 responses that were included in the final 
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analysis. Table 4-1 below illustrates the education level of the questionnaire 

respondents. The majority of the respondents had an educational level of 

Undergraduate Bachelor’s degree (83 respondents). Table 4-2 below describes the 

time spent on the Internet by the respondents. The majority of the respondents 

indicated that they spend between four and eight hours a day (119 respondents), 

followed by more than eight hours a day on the Internet (111 respondents). The effect 

of these variables on good cybersecurity Behavioural Intention was analysed using 

the MANOVA method. The analysis and discussion of the effect of education level and 

time spent on the Internet are provided in section 4.5. 

 

Table 4-1 Respondents' education level 

Variable Item 
Number of 

respondents 
Percentage 

Education Level Matric 66 20.1 

Undergraduate (Diploma) 47 14.3 

Undergraduate (Bachelor’s 
degree) 

83 25.2 

Postgraduate (Honours 
degree) 

78 23.7 

Postgraduate (Master’s 
degree) 

39 11.9 

Postgraduate (PhD degree) 6 1.8 

Other (mainly certificates) 10 3 

 
Table 4-2 Respondents' time spent on the Internet 

Variable Item 
Number of 

respondents 
Percentage 

Time spent on 
the Internet  

Less than 2 Hours per day 14 4.3 

2-4 Hours per day 85 25.8 

4-8 Hours per day 119 36.2 

More than 8 Hours per day 111 33.7 
 

 

4.2.1 Outliers 

Outliers are cases where respondents' responses are substantially different from the 

others in a set of data (Byrne, 2010). A discrete Likert scale from one to five was used 

in the questionnaire for this study. The Mahalanobis distance, which is usually used to 

identify outliers in responses does not apply to discrete data as the questionnaire data 

collected using Likert scales are not multivariate normally distributed (Zijlstra, 2009). 

Due to the statement above, visual analysis was conducted using the boxplots and 
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stem and leaf plots for the residuals of the composite variables in the dataset using 

IBM SPSS. The visual analysis showed no extreme outliers for the dataset. Therefore, 

there were no outliers in the data used for this study. 

 

4.2.2 Assessing normality  

The data was assessed for normality of distribution by checking the skewness and 

kurtosis values for the factors in the model. The factors were transformed into new 

target factors by taking the mean of all the items in each factor (Boone & Boone, 2012; 

Pallant, 2011; Tabachnick & Fidell, 2013). Kurtosis measures the peakedness of a 

distribution, while skewness measures the asymmetry of the distribution of the 

different data variables. For skewness, values between -3 and 3 are considered 

normally distributed (Brown, 2006; Dhir, Yossatorn, Kaur & Chen, 2018). For kurtosis, 

values between -10 and 10 are considered normally peaked enough to use in factor 

analysis (Brown, 2006; Collier, 2020). The skewness and kurtosis values for the 

composite variables are shown in Table 4-3 below. All the values fall within the 

acceptable threshold. Therefore, the data can be considered normally distributed 

enough to continue with CFA. 
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The Central Limit Theorem states that if the sample sizes are sufficiently large (n > 

30), the means of samples will be normally distributed regardless of the distributions 

of the population (Kwak & Kim, 2017; Tabachnick & Fidell, 2013). Therefore, univariate 

normality was not tested due to the large sample size of this study. It can be assumed, 

according to the Central Limit Theorem, that the underlying data is approximately 

normally distributed (Kwak & Kim, 2017; Tabachnick & Fidell, 2013).  

 

4.2.3 Correlation and factor loadings 

The Kaiser-Meyer-Olkin measure of sampling adequacy (KMO) and the Bartlett test 

of sphericity were used to determine the suitableness of the data for factor analysis. 

The acceptable criteria for the KMO test are values above 0.50. The closer a value is 

to one, the more suitable the data is for factor analysis (Shrestha, 2021; Silva, Sabino, 

Table 4-3 Normality test table 

Variable Measure Value Std. Error 

TotAttitude Skewness -2.18 0.13  
Kurtosis 7.44 0.27 

TotBehInt Skewness -0.72 0.13  
Kurtosis 0.36 0.27 

TotSubj Skewness -0.64 0.13 
 

Kurtosis -0.10 0.27 

TotPVul Skewness 0.01 0.13  
Kurtosis -0.60 0.27 

TotPSev Skewness -0.81 0.13  
Kurtosis 0.17 0.27 

TotRespE Skewness -0.49 0.13 
 

Kurtosis 0.25 0.27 

TotSelfE Skewness -0.84 0.13  
Kurtosis 1.28 0.27 

TotRespC Skewness 0.31 0.13  
Kurtosis -0.59 0.27 

TotAttitude: The scale total for the Attitude towards good cybersecurity behaviours 
measurement items. 

TotBehInt: The scale total for the Behavioural Intention measurement items 

TotSubj: The scale total for the Subjective Norms measurement items 

TotPVul: The scale total for the Perceived Vulnerability measurement items 

TotPSev: The scale total for the Perceived Severity measurement items 

TotRespE: The scale total for the Response Efficacy measurement items 

TotSelfE: The scale total for the Self-efficacy measurement items 

TotRespC: The scale total for the Response Cost measurement items 
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Lanuza, Adina, Villaverde & Pena, 2014). As seen in Table 4-4 below, the KMO value 

for the data was 0.83, which indicates that the criteria of sampling adequacy were met 

for this dataset. 

 

Bartlett’s test of sphericity was performed to determine the suitability of the data for 

factor analysis. Bartlett’s test of sphericity is used to evaluate whether the correlation 

matrix of the variables is significantly different from an identity matrix, indicating 

whether the variables are sufficiently intercorrelated for factor analysis (Shrestha, 

2021). The Bartlett’s test of sphericity was statistically significant (p = 0.000) for the 

dataset used in this study.  

 

Table 4-4 KMO and Bartlett's Test 

 
An initial factor analysis was performed on the 21 measurement items from the 

questionnaire, using IBM SPSS. The extraction method used was Maximum 

Likelihood and the rotation method used was Varimax with Kaiser Normalization. The 

rotated factor matrix shows the item loadings on the different factors (Pallant, 2011). 

The initial rotated factor matrix indicated that some of the items were cross-loading on 

different factors. The items that were cross-loading (BehInt1, PVul2, PSev1, PSev2, 

SelfE1, RespE1) were removed one at a time. The rotated factor matric was checked 

after each item was removed to check if there were still items that were cross-loading. 

 

The analysis was repeated to achieve the results illustrated in Table 4-5 below. Table 

4-5 below shows the final item loadings for the factors used in this study. All items 

showed strong loadings on a single factor, except for one item which cross-loaded 

(SelfE5). However, the item loaded strongly enough on its own factor to be included 

in the further analysis (Pallant, 2011; Schumacker & Lomax, 2004). The eight-factor 

model explained 66.2% variance of the total variance of the model. The total variance 

is a measure of how well the extracted factors capture the variance in the observed 

variables (Tabachnick & Fidell, 2013). Higher total variance values are considered 

KMO and Bartlett's Test 

Kaiser-Meyer-Olkin Measure of Sampling Adequacy. 0.83 

Bartlett's Test of Sphericity Approximate Pearson’s chi-squared 5324.93 

Degrees of Freedom 465 

Significance 0.000 
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more desirable, as they indicate that the extracted factors account for a larger portion 

of the variance in the observed variables (Hair, Black, Babin & Anderson, 2010). 

 

Table 4-5 Rotated factor matrix 

 Factor 

1 2 3 4 5 6 7 8 

Att1    0.72     

Att2    0.89     

Att3    0.72     

BehInt2        0.96 

BehInt3        0.60 

Subj1       0.71  

Subj2       0.98  

PVul1   0.58      

PVul3   0.74      

PVul4   0.79      

PVul5   0.83      

PSev3      0.44   

PSev4      0.89   

PSev5      0.73   

SelfE2  0.76       

SelfE3  0.84       

SelfE4  0.74       

SelfE5 0.32 0.71       

RespE2 0.58        

RespE3 0.82        

RespE4 0.80        

RespE5 0.83        

RespC1     0.71    

RespC2     0.83    

RespC3     0.83    

Only showing the coefficients greater than 0.30 

 

4.3 Confirmatory factor analysis 

 

4.3.1 Model testing 

Using SPSS AMOS, CFA was then conducted on the dataset. The extraction method 

used was Maximum Likelihood. The model was assessed and tested for reliability, 

convergent validity, and discriminant validity. Figure 4-1 below illustrates the first 

model created in AMOS, which shows the interaction between the latent, observed 
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variables and standardised factor loading values for each item and relationship. The 

first model, shown in Figure 4-1 below, was used to evaluate the model fit measures 

to test the suitability of the proposed model. The following model fit measures were 

assessed: Pearson's chi-squared test / degrees of freedom (CMIN/df), the Goodness-

of-Fit Index (GFI), Comparative Fit Index (CFI), Standardised Root Mean Square 

(SRMR) and Root Mean Square Error of Approximation (RMSEA). The acceptable 

values for each model fit measure are shown in Table 4-6 below. As shown in Table 

4-6 below, the initial CFA eight-factor model yielded an acceptable fit for the 

measurement values: CMIN/df = 1.72, GFI= 0.91, CFI= 0.96, SRMR= 0.04, and 

RMSEA= 0.05. 

 

Table 4-6 Initial CFA model fit indices 

Fit 
Indices 

Obtained 
Value 

Recommended 
Value 

References 
Model fit 
outcome 

CMIN/df 1.73 <5 (Marsh & Hocevar, 1985; 
Schumacker & Lomax, 
2004; Wheaton, Muthén, 
Alwin & Summers, 1977) 

Good 

GFI 0.91 >0.90 (Byrne, 2010; Hair et al., 
2010) 

Acceptable 

CFI 0.96 >0.90 (Bentler, 1990; Byrne, 
2010; Schumacker & 
Lomax, 2004) 

Acceptable 

SRMR 0.04 <0.08 (Hu & Bentler, 1998; Kline 
& St, 2022) 

Good 

RMSEA 0.05 <0.10 (Browne & Cudeck, 1992; 
Fabrigar, Wegener, 
MacCallum & Strahan, 
1999; Weston, P. A. & 
Catalano, 2008) 

Good 

CMIN/df: Pearson's chi-squared test / degrees of freedom 

GFI: Goodness-of-Fit Index  

CFI Comparative Fit Index 

SRMR: Standardised Root Mean Square 

RMSEA: Root Mean Square Error of Approximation 
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Figure 4-1 Initial CFA model Source: Researcher’s own using IBM SPSS AMOS 28 
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Though the initial CFA model revealed an acceptable model fit, one measurement item 

had a low standardised factor loading (PSev3<0.50), which can be seen in Figure 4-1 

above. Due to this low factor loading item, further modifications to the model were 

made. The item was removed from the model due to low factor loading (DeVellis, 

2012). The CFA model analysis was repeated to obtain the results shown below in 

Table 4-7 and Figure 4-2.  

 

The final model revealed a good model fit. The CMIN/df = 1.74, GFI = 0.91, CFI = 

0.96, SRMR = 0.04, and RMSEA = 0.05 (see Table 4-7 below). The factor loadings, 

illustrated in Figure 4-2 below, ranged between 0.63 and 0.92. The results of the fit 

indices tested met the criteria for the recommended acceptable values of a model with 

a good fit.  

 

Table 4-7 Final CFA model fit indices 

Fit 
Indices 

Obtained 
Value 

Recommended 
Value 

References 
Model fit 
outcome 

CMIN/df 1.74 <5 (Marsh & Hocevar, 1985; 
Schumacker & Lomax, 2004; 
Wheaton et al., 1977) 

Good 

GFI 0.91 >0.90 (Byrne, 2010; Hair et al., 
2010) 

Acceptable 

CFI 0.96 >0.90 (Bentler, 1990; Byrne, 2010; 
Schumacker & Lomax, 2004) 

Good 

SRMR 0.04 <0.08 (Hu & Bentler, 1998; Kline & 
St, 2022) 

Good 

RMSEA 0.05 <0.10 (Browne & Cudeck, 1992; 
Fabrigar et al., 1999; Weston 
et al., 2008) 

Good 

CMIN/df: Pearson's chi-squared test / degrees of freedom 

GFI: Goodness-of-Fit Index  

CFI Comparative Fit Index 

SRMR: Standardised Root Mean Square 

RMSEA: Root Mean Square Error of Approximation 
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Figure 4-2 Final CFA model Source: Researcher’s own using IBM SPSS AMOS 28 
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4.3.2 Construct reliability of final model 

Before proceeding with SEM analysis, the reliability and validity of the constructs in 

the final model were assessed (Schumacker & Lomax, 2004). Reliability is the 

measure of the internal consistency of the constructs in the data (Schumacker & 

Lomax, 2004). To assess the internal consistency of the items in the final model, the 

Cronbach’s alpha of the items was calculated. A construct is considered reliable if the 

Cronbach’s alpha score is above 0.70 (Hair et al., 2013). 

 

Table 4-8 below shows the results of the construct reliability. All constructs were found 

to be reliable. Composite reliability (CR) was also assessed. Composite reliability is 

“an indicator of the shared variance amongst the observed variables used as an 

indicator of a latent construct” (Fornell & Larcker, 1981). As shown in Table 4-8 below, 

the composite reliability values of the variables in this study ranged from 0.80 to 0.89. 

A higher CR value indicates higher reliability (Ab Hamid, Samil & Sidek, 2017). The 

recommended benchmark value for CR is a value above 0.70 (Ab Hamid et al., 2017; 

Clark & Watson, 1995; DeVellis, 2012; Nunnally & Bernstein, 1994). Therefore, 

construct reliability was established for each proposed factor in the study.  
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Table 4-8 Reliability and convergent validity table 

Variables/ 

Constructs 
Items 

Std Factor 
Loadings 

Cronbach’
s Alpha 

Composit
e 

Reliability 

Avg 
Variance 
Extracted 

Max 
Shared 

Variance 

Attitude towards good 
cybersecurity behaviour 

Att1 0.74 

0.85 0.86 0.67 0.23 Att2 0.92 

Att3 0.77 

Behavioural Intention 
BehInt2 0.75 

0.81 0.82 0.70 0.23 
BehInt3 0.91 

Subjective norms 
Subj1 0.91 

0.85 0.85 0.74 0.15 
Subj2 0.81 

Perceived vulnerability 

PVul1 0.61 

0.84 0.85 0.58 0.11 
PVul3 0.79 

PVul4 0.82 

PVul5 0.82 

Perceived severity 
PSev4 0.89 

0.78 0.80 0.67 0.05 
PSev5 0.74 

Self-efficacy 

SelfE2 0.79 

0.89 0.89 0.67 0.30 
SelfE3 0.87 

SelfE4 0.80 

SelfE5 0.81 

Response efficacy 

RespE2 0.63 

0.88 0.88 0.66 0.30 
RespE3 0.85 

RespE4 0.88 

RespE5 0.86 

Response cost 

RespC1 0.72 

0.85 0.85 0.62 0.09 RespC2 0.86 

RespC3 0.86 

Model Fitness: X2 = 392.05, df = 225, X2/df = 1.74, RMSEA = 0.05, RMR = 0.04, SRMR = 0.04 GFI = 
0.91, CFI = 0.96 

 

4.3.3 Convergent validity 

The convergent validity of the scale items in the final model was calculated using the 

Average Variance Extracted (AVE) (Fornell & Larcker, 1981). As shown in Table 4-8 

above, the AVE values for all the constructs were above the recommended threshold 

of 0.50 (Ab Hamid et al., 2017; Bagozzi & Yi, 1988; Fornell & Larcker, 1981). 

Comparing the Maximum Shared Variance (MSV) to the AVE for each variable is 

another commonly used technique to determine convergent validity. In this case, when 

the MSV is less than the AVE for all variables, it indicates that the variables meet the 
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test. Therefore, based on this criterion, the data satisfies the requirements for 

convergent validity. 

 

4.3.4 Discriminant validity  

Discriminant validity indicates the extent to which a given construct differs from other 

constructs (Anderson & Gerbing, 1988). Since there were multiple constructs 

measured in the current dataset, the constructs should have their own distinct identity 

and should not overlap. The Fornell & Larcker Criterion was used in this study (Fornell 

& Larcker, 1981; Henseler, Ringle & Sarstedt, 2015). According to the Fornell & 

Larcker Criterion, discriminant validity is established when the square root of the AVE 

for a construct is greater than its correlation with the other constructs (Fornell & 

Larcker, 1981). In Table 4-9 below, the highlighted values are the square root of the 

AVE. This value should be higher than the other values in its column. Thus, it can be 

said that the variables meet the criteria for good discriminant validity. 

 

Table 4-9 Fornell and Larcker Criterion 

 ATT SN PVUL PSEV SE RE RC BEHINT 

ATT 0.82               

SN 0.29 0.86             

PVUL -0.10 0.03 0.76           

PSEV 0.12 0.18 0.15 0.82         

SE 0.35 0.08 -0.33 0.02 0.82       

RE 0.26 0.25 -0.31 0.01 0.55 0.81     

RC -0.25 -0.06 0.30 -0.03 -0.27 -0.15 0.81   

BEHINT 0.47 0.38 -0.002 0.23 0.26 0.29 -0.15 0.84 

ATT: Attitude towards good cybersecurity behaviour  

SN: Subjective norms 

PVUL: Perceived vulnerability 

PSEV: Perceived severity 

SE: Self-efficacy 

RE: Response efficacy 

RC: Response cost 

BEHINT: Behavioural Intention 
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4.4 Full structural model analysis 

 

4.4.1 Model identification and testing 

A structural model analysis was created and analysed using SEM in SPSS AMOS, as 

shown in Figure 4-3 below. The model was used to assess the relationships between 

Behavioural Intention and Attitude towards good cybersecurity behaviour, Subjective 

norms, Perceived vulnerability, Perceived severity, Self-efficacy, Response efficacy 

and Response cost. Figure 4-3 below shows the proposed structural model that was 

used for SEM analysis. The factor scores from the CFA model were imputed using 

SPSS AMOS’s Data Imputation function. Specifically, regression imputation was used 

to create the structural model depicted in Figure 4-3 below. As part of hypothesis 

testing, Perceived severity (PSEV) was tested as a mediator between Perceived 

vulnerability and Behavioural Intention.  

 

 

Figure 4-3 Proposed structural model for hypothesis testing Source: Researcher’s own using IBM 
SPSS AMOS 28 
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4.4.2 Model estimation 

 

Figure 4-4 Final Research model Source: Researcher’s own using IBM SPSS AMOS 28 

 

Figure 4-4 above shows the resulting final model produced in AMOS with the path 

estimates. The extraction method used was the Maximum Likelihood method. The 

structural model estimated in AMOS revealed a good model fit (CMIN/df = 3.93, GFI 

= 0.99, CFI = 0.97, SRMR = 0.05, RMSEA = 0.10). 

 

Figure 4-4 above also shows that the square multiple correlations (R2) for Behavioural 

Intention was 0.38. This result indicates that 38% of the variance in Behavioural 

Intention was accounted for by the factors measured in this study (Attitude towards 

good cybersecurity behaviour, Subjective norms, Perceived vulnerability, Perceived 

severity, Self-efficacy, Response efficacy, and Response cost). 

 

4.4.3 Sequential equation modelling path analysis 

Table 4-10 below and Figure 4-4 above illustrate the results of the path estimates from 

the SEM analysis performed. As shown in Table 4-10 below, five of the hypothesised 

paths revealed significant results. Attitude towards good cybersecurity behaviour on 
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Behavioural Intention was significant and positive (β = 0.37, t = 7.38, p < 0.001). 

Subjective norms had a positive and significant impact on Behavioural Intention (β = 

0.24, t = 5.03, p < 0.001). Perceived severity’s effect on Behavioural Intention was 

positively significant (β = 0.14, t = 3.26, p = 0.001). Response efficacy on Behavioural 

Intention was positive and significant (β = 0.13, t = 2.27, p = 0.023). Perceived 

vulnerability’s effect on Perceived severity was significant and positive (β = 0.17, t = 

3.08, p = 0.002). Due to the significant relationship between Perceived severity and 

Perceived vulnerability, mediation testing was performed in section 4.4.4. The 

hypothesis results are further discussed in Chapter five. 

 

Table 4-10 Hypothesis results 

H.No. Path 
Standardised 
Estimates (β) 

t-value 
p-

value 

H1 
Attitude towards good cybersecurity 
behaviour-> Behavioural Intention 

0.37 7.38 <0.001 

H2 Subjective Norm -> Behavioural Intention 0.24 5.03 <0.001 

H3 
Perceived Vulnerability -> Behavioural 
Intention 

0.09 1.74 0.08 

H4 
Perceived Severity -> Behavioural 
Intention 

0.14 3.26 0.001 

H5 
Perceived Vulnerability -> Perceived 
Severity 

0.17 3.08 0.002 

H6 Self-Efficacy -> Behavioural Intention 0.08 1.30 0.19 

H7 
Response Efficacy -> Behavioural 
Intention 

0.13 2.27 0.02 

H8 Response Cost -> Behavioural Intention -0.03 -0.55 0.58 
 

 

4.4.4 Mediation testing  

A mediation analysis was conducted where Behavioural Intention was the independent 

variable, Perceived vulnerability was the dependent variable and Perceived severity 

was the mediator. The Baron & Kenny (1986) approach to mediation analysis based 

on indirect effect was utilised to determine the effect of the mediator. Mediation 

analysis was conducted in SPSS AMOS. Using bootstrapping procedures (2 000 

samples) and bias-corrected bootstrap confidence interval (90%) to determine the 

direct and indirect effects of Perceived severity as a mediator of Perceived vulnerability 
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and Behavioural Intention. The results of the mediation analysis are shown in Table 

4-11 below. 

 

Table 4-11 Mediation analysis 

Path 
Direct 
Effects 

Indirect 
Effects 

Total 
Effects 

Perceived vulnerability > Perceived severity > Behavioural 
Intention 

0.09 0.02 ** 0.11* 

*<0.05 , **<0.001 

 

The results of the mediation analysis show that Perceived severity partially mediates 

the relationship between Behavioural Intention and Perceived vulnerability since the 

indirect effect is statistically significant (β = 0.02, p < 0.001).  

 

4.5 Effect of education level and time spent on the internet on Behavioural 

Intention 

The effect of the descriptive statistics on a user’s intention to practise good 

cybersecurity behaviours was analysed. MANOVA was used to determine if there are 

any differences in Behavioural Intention and education levels and time spent on the 

Internet existed. 

 

MANOVA is a statistical technique that enables researchers to establish if a set of 

categorical predictor variables, that is, the independent variables (IV), can explain the 

variability in a set of continuous response variables, that is, the dependent variables 

(DV) (DeCoster & Claypool, 2004; Tabachnick & Fidell, 2013). MANOVA was chosen 

because there are multiple dependent variables in this study. Two separate MANOVA 

tests, instead of a two-way MANOVA, were run to analyse the effect of the IVs on the 

DVs. This was because this study’s focus was not on the interaction effect between 

education level and time spent on the Internet but rather the differences in the separate 

groups’ levels. 

 

This study employed the use of a Likert scale in the questionnaire to collect data. To 

perform an analysis on the scale items they needed to be transformed into a composite 

score (Boone & Boone, 2012; Retutas & Rubio, 2021). In this study, the means of the 
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scale items were used to determine the composite variables to be analysed 

(TotAttitude, TotBehInt, TotSubj, TotPVul, TotPSev, TotRespE, TotSelfE, TotRespC). 

 

4.5.1 Multivariate analysis on the education level  

Assumption testing 
The assumptions for using a MANOVA were tested to ensure the data did not violate 

any of the assumptions. The assumption tests for MANOVA are as follows (French, 

Macedo, Poulsen, Waterson & Yu, 2008; Tabachnick & Fidell, 2013): 

• The data is normally distributed. 

• There is linearity in the data. 

• There are no univariate or multivariate outliers in the data. 

• There is homogeneity and equality of variance-covariances in the data. 

 

The Central Limit Theorem states that if the sample sizes are sufficiently large (n > 

50), the means of samples will be normally distributed regardless of the distributions 

of the population (Kwak & Kim, 2017; Tabachnick & Fidell, 2013). Due to the sample 

size (n = 329) of this study, univariate normality was not tested. It can be assumed, 

according to the Central Limit Theorem, that the underlying data is approximately 

normally distributed (Kwak & Kim, 2017; Tabachnick & Fidell, 2013). The data was 

tested for outliers and multivariate normality on the residuals of the composite 

variables, and no extreme values were found. 

 

The linearity of the data was tested by visually analysing the scatter plot diagrams of 

the DVs and the IV in SPSS. The visual analysis revealed the relationships between 

the variables appear to be reasonably linear. 

 

The Box’s test of equality of covariance matrices (Box’s M test) and Levene’s test for 

equality of error variance (Levene’s test) were utilised to determine the homogeneity 

and variance-covariance of the data. The Box’s M test for education and the DVs was 

conducted (see Table 4-12 below) and revealed p = 0.02. Due to the large number of 

DVs and seven groups in the IV in the dataset that was analysed, the sample sizes 

across the groups were unequal. According to Tabachnick & Fidell (2013), the 

robustness of the Box M’s test cannot be guaranteed if sample sizes are unequal, and 
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the test revealed significant results at p < 0.001. However, the Box’s M test for this 

dataset showed non-significant results at p > 0.001. The Box’s M test requires a non-

significant result for the assumption of homogeneity of variance-covariance matrices 

to be met (Hahs-Vaughn, 2016). Hahs-Vaughn (2016), Tabachnick & Fidell (2013), 

Field (2013) and Pituch & Stevens (2012) suggest using a more liberal alpha level of 

p = 0.001 for Box’s M test, as this test is known to be highly sensitive to sample size 

and unequal sample sizes across groups (Denis, 2020; Field, 2013; Hahs-Vaughn, 

2016; Pituch & Stevens, 2012; Tabachnick & Fidell, 2013). Based on the suggestions 

of these authors, the dataset was deemed appropriate enough to proceed with the 

MANOVA test (Denis, 2020). 

 
Table 4-12 Box's test of equality of covariance matrices 

Test Value 

Box's M 255.92 

F 1.24 

df1 180 

df2 8788.71 

Sig. (p) 0.02 

Box's M: Box’s M test value 

F: Value on the F distribution 

df1: Degrees of freedom 1 

df2: Degrees of freedom 2 

Sig. (p): Significance level (p-value) 

 

The Levene’s test revealed non-significant results for all variables except for Attitude 

towards good cybersecurity behaviours, which revealed a significance value of p = 

0.008. The value obtained was less than the benchmark alpha value used for this test 

of p < 0.05 (Field, 2013). Therefore, equality of variance was not established. Due to 

this violation, the Pillai trace test was utilised instead of Wilks’ Lambda, as it is known 

to be more robust against violations of the assumptions for MANOVA (DeCoster & 

Claypool, 2004; Pallant, 2011; Tabachnick & Fidell, 2013). 

 

Multivariate Analysis test 
The hypothesis for this MANOVA test was:  

H9: There are significant differences between the different education levels and a 

user’s intention to practise good cybersecurity behaviours. 
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The results of the MANOVA test showed that there was a significant difference 

between the seven education level groups of the independent variable on the 

combined dependent variables (see Table 4-13 below). The different group levels are 

Matric, Undergraduate (Diploma), Undergraduate (Bachelor’s degree), Postgraduate 

(Honours degree), Postgraduate (Master’s degree), Postgraduate (PhD degree), and 

Other (mainly certificates). The Pillai’s trace test results indicated significance, V = 

0.21, F (48,1920) = 1.47, p = 0.02, partial eta squared = 0.04, observed power = 0.99. 

This result indicates that there are significant differences in the effect of education 

level and a user’s intention to practise good cybersecurity behaviours. The effect size 

or partial eta squared refers to the proportion of variance of the DVs that is explained 

by the IVs (Pallant, 2011; Richardson, 2011). In this case, the effect size is large 

(partial eta squared = 0.35 or 35%). The observed power, in this case, was 0.99 or 

99%. 

 
Table 4-13 Education level MANOVA test result 

Effect Value F 
Hypothe

sis df 
Error 

df 
Sig. 
(p) 

Partial 
Eta 

Squared 

Noncent. 
Paramete

r 

Observed 
Power 

Education Pillai's 
Trace 

0.21 1.47 48 1920 0.02 0.04 70.42 0.99 

F: Value on the F distribution 

Hypothesis df: Hypothesis degrees of freedom 

Error df: The number of degrees of freedom associated with the model errors. 

Sig. (p): Significance level (p-value) 

Partial Eta Squared: The proportion of variance of the DVs that is explained by the IVs 

Noncent. Parameter: The degree of misspecification of the model 

Observed Power: The statistical power of the test, based on the effect size estimate 

 

Due to the MANOVA test results being significant, the test of between-subject effects, 

which are a series of subsequent one-way ANOVAs SPSS performs (see Table 4-14 

below). Table 4-14 below shows the test of between-subject effects, which is used to 

determine how the DVs differ for the IV. The Bonferroni method was used to analyse 

the results of the multiple ANOVAs to protect against inflated Type 1 errors 

(Tabachnick & Fidell, 2013). The adjusted Bonferroni alpha value, in this case, is 0.05 

/ 8 = 0.00635. The results of the tests show that all the DVs revealed non-significant 

results at the alpha level p < 0.00635. The effect sizes ranged from low (partial eta 

squared = 0.01) to almost medium (partial eta squared = 0.05) (Richardson, 2011). 
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Table 4-14 Tests of between-subject effects MANOVA results 

IV DV 
Type III 
Sum of 
Squares 

df 
Mean 

Square 
F 

Sig. 
(p) 

Partial 
Eta 

Squar
ed 

Observed 
Power 

Education TotAtt 4.40 6 0.73 1.59 0.15 0.03 0.61 

TotBehInt 4.17 6 0.70 1.10 0.36 0.02 0.43 

TotSubj 2.34 6 0.39 0.48 0.82 0.01 0.20 

TotPVul 4.64 6 0.77 1.42 0.21 0.03 0.55 

TotPSev 6.27 6 1.05 2.59 0.02 0.05 0.85 

TotSelfE 2.52 6 0.42 1.01 0.42 0.02 0.40 

TotRespE 2.14 6 0.36 0.67 0.68 0.01 0.27 

TotRespC 13.00 6 2.17 2.11 0.05 0.04 0.76 

TotAttitude: The scale total for the Attitude towards good cybersecurity behaviours questionnaire items. 

TotBehInt: The scale total for the Behavioural Intention questionnaire items. 

TotSubj: The scale total for the Subjective norms questionnaire items. 

TotPVul: The scale total for the Perceived vulnerability questionnaire items. 

TotPSev: The scale total for the Perceived severity questionnaire items. 

TotRespE: The scale total for the Response efficacy questionnaire items. 

TotSelfE: The scale total for the Self-efficacy questionnaire items. 

TotRespC: The scale total for the Response cost questionnaire items. 

 

Due to the conflicting results of the MANOVA and ANOVA tests, a post hoc analysis 

was performed on all the DVs (Chen, Xu, Tu, Wang & Niu, 2018). This test entails 

conducting pairwise comparisons to determine which education level affected the 

dependent variables the most (Chen et al., 2018; Ruxton & Beauchamp, 2008). The 

Games-Howell post hoc test was used to perform the post hoc analysis, as it is often 

used when there are unequal sample sizes or unequal variances (Field, 2013; Ruxton 

& Beauchamp, 2008). The Games-Howell post hoc test revealed non-significant 

results for all DVs at every group level. 

 

Considering the results of the post hoc analysis, there is not enough evidence to prove 

the hypothesis. Therefore, the hypothesis is rejected, and it can be concluded that 

education level does not have any influence on a user’s intention to practise good 

cybersecurity behaviours. 
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4.5.2 Multivariate analysis on time spent on the Internet 

Assumption testing 
The assumptions for using a MANOVA were tested in section 4.5.1. The Box’s M test 

and Levene’s test were used to determine the homogeneity and variance-covariance 

of the data. The Box M’s test for time spent on the Internet and the DVs was conducted 

(see Table 4-15 below) and revealed p = 0.02. This value indicates non-significant 

results as p > 0.001. Due to the large number of DVs and seven groups in the IV in 

this dataset, the sample sizes across the groups were unequal. As discussed in 

section 4.5.1, Hahs-Vaughn (2016) and Tabachnick & Fidell (2013) suggest using a 

more liberal alpha level of p = 0.001 for Box’s M test. That being considered, the 

dataset was deemed appropriate enough to proceed with the MANOVA (Denis, 2020). 

 
Table 4-15 Box's test of equality of covariance matrices 

Test Value 

Box's M 157.87 

F 1.30 

df1 108 

df2 7406.26 

Sig. (p) 0.02 

Box's M: Box’s M test value 

F: Value on the F distribution 

df1: Degrees of freedom 1 

df2: Degrees of freedom 2 

Sig. (p): Significance level (p-value) 

 

Levene’s test revealed non-significant results for all variables except for Attitude 

towards good cybersecurity behaviours (p = 0.047) and Self-efficacy (p = 0.002), these 

values were less than the benchmark alpha value used for this test of p < 0.05 (Field, 

2013). Therefore, equality of variance was not established. Due to this violation, the 

Pillai’s trace test was utilised instead of Wilks’ Lambda, as it is known to be more 

robust against violations of the assumptions for MANOVA (Pallant, 2011; Tabachnick 

& Fidell, 2013). 

 

Multivariate Analysis test 
The hypothesis for this MANOVA test was: 

H10: There are significant differences between the different levels of time spent on the 

Internet and a user’s intention to practise good cybersecurity behaviours. 
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The results of the MANOVA showed that there was a significant difference between 

the four levels of time spent on the Internet of the independent variable on the 

combined dependent variables (see Table 4-16 below). The different group levels are 

Less than two hours per day, 2-4 hours per day, 5-8 hours per day, and more than 8 

hours per day. 

 

The Pillai’s trace test results were significant, V = 0.15, F (24,960) = 2.12, p = 0.001, 

partial eta squared = 0.50, observed power = 0.99. The results in Table 4-16 below, 

indicate that there are significant differences in the effect between the amount of time 

spent on the Internet and a user’s intention to practise good cybersecurity behaviours. 

The effect size or partial eta squared refers to the proportion of variance of the DVs 

that is explained by the IVs (Pallant, 2011; Richardson, 2011). The effect size, in this 

case, is large (partial eta squared = 0.50 or 50%). The observed power, in this case, 

was 0.99 or 99%. 

Table 4-16 MANOVA test results for time spent on the Internet 

Effect Value F 
Hypothe

sis df 
Error 

df 
Sig. 
(p) 

Partial 
Eta 

Squared 

Noncent. 
Paramete

r 

Observed 
Power 

Time Spent Pillai's 
Trace 

0.15 2.12 24 960 0.001 0.05 50.76 0.99 

F: Value on the F distribution 

Hypothesis df: Hypothesis degrees of freedom 

Error df: The number of degrees of freedom associated with the model errors. 

Sig. (p): Significance level (p-value) 

Partial Eta Squared: The proportion of variance of the DVs that is explained by the IVs 

Noncent. Parameter: The degree of misspecification of the model 

Observed Power: The statistical power of the test, based on the effect size estimate 

 

 

Table 4-17 Tests of between-subjects effects ANOVA test results 

IV DV 
Type III 
Sum of 

Squares 
df 

Mean 
Square 

F Sig. (p) 
Partial Eta 
Squared 

Observed 
Power 

Time spent TotAtt 5.57 3 1.86 4.10 0.007 0.04 0.85 

TotBehInt 8.47 3 2.82 4.60 0.004 0.04 0.89 

TotSubj 7.26 3 2.42 3.07 0.028 0.03 0.72 

TotPVul 2.85 3 0.95 1.74 0.158 0.02 0.45 

TotPSev 1.29 3 0.43 1.03 0.380 0.01 0.28 

TotSE 3.90 3 1.30 3.18 0.024 0.03 0.73 

TotRE 2.57 3 0.86 1.62 0.184 0.02 0.43 

TotRC 1.84 3 0.62 0.59 0.625 0.01 0.17 
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Due to the results of the MANOVA test being significant, there is a need to test each 

DV using the ANOVA method, to determine which variables were causing the 

significant MANOVA result. The Bonferroni method was utilised to determine the 

adjusted alpha value. The adjusted Bonferroni alpha value, in this case, is 0.05/8 = 

0.00635. The results of the univariate tests revealed that there were significant results 

only for Behavioural Intention (p = 0.004). The effect sizes ranged from low (partial eta 

squared = 0.01) to almost medium (partial eta squared = 0.04) (Richardson, 2011). 

These results show that there is a difference in a user’s behavioural intention to 

practise good cybersecurity behaviours and the time they spend on the Internet. 

 

Post hoc analysis was performed on all the DVs by conducting pairwise comparisons 

to determine which time spent on the Internet group level affected the IV the most 

(Chen et al., 2018; Ruxton & Beauchamp, 2008). The Games-Howell post hoc test 

was used to perform the post hoc analysis as it is often used when there are unequal 

sample sizes or unequal variances (Field, 2013; Ruxton & Beauchamp, 2008), which 

was indicated by the failed Levene’s test. The Games-Howell post hoc test with 95% 

bias-corrected confidence intervals on the mean differences revealed significant 

results at p < 0.05 for the different groups’ comparisons across the dependent 

variables.  

For DV = Attitude towards good cybersecurity behaviours 

• Less than 2 hours vs. 2-4 hours: p < 0.001  

• Less than 2 hours vs. 5-8 hours: p = 0.002 

• Less than 2 hours vs. More than 8 hours: p = 0.02 

• 2-4 hours vs. More than 8 hours: p = 0.04 

For DV = Behavioural Intention 

• Less than 2 hours vs. 2-4 hours: p < 0.001 

• Less than 2 hours vs. 5-8 hours: p = 0.001 

• Less than 2 hours vs. More than 8 hours: p = 0.02 

For DV = Subjective norms 

• Less than 2 hours vs. 5-8 hours: p = 0.01 

• Less than 2 hours vs. More than 8 hours: p = 0.04 
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Table 4-18 Games-Howell results for time spent on the Internet (Only significant pairs shown) 

DV 
(I) Time Spent 

on Internet 
(J) Time Spent on 

Internet 

Mean 
Differenc

e (I-J) 

Std. 
Error 

Sig. (p) 

95% Confidence 
Interval 

Lower 
Bound 

Upper 
Bound 

TotAtt 

Less than 2 
Hours per day 

2-4 Hours per day 0.58 0.11 <0.001 0.28 0.87 

5-8 Hours per day 0.43 0.11 0.002 0.14 0.72 

More than 8 Hours 
per day 

0.33 0.10 0.02 0.05 0.60 

2-4 Hours per 
day 

Less than 2 Hours 
per day 

-0.58 0.11 <0.001 -0.87 -0.28 

More than 8 Hours 
per day 

-0.25 0.09 0.04 -0.49 -0.01 

5-8 Hours per 
day 

Less than 2 Hours 
per day 

-0.43 0.11 0.002 -0.72 -0.14 

More than 8 
Hours per day 

Less than 2 Hours 
per day 

-0.33 0.10 0.02 -0.60 -0.05 

2-4 Hours per day 0.25 0.09 0.04 0.01 0.49 

TotBehI
nt 

Less than 2 
Hours per day 

2-4 Hours per day 0.75 0.16 <0.001 0.32 1.18 

5-8 Hours per day 0.65 0.15 0.001 0.23 1.07 

More than 8 Hours 
per day 

0.49 0.15 0.02 0.08 0.90 

2-4 Hours per 
day 

Less than 2 Hours 
per day 

-0.75 0.16 <0.001 -1.18 -0.32 

5-8 Hours per 
day 

Less than 2 Hours 
per day 

-0.65 0.15 0.001 -1.07 -0.23 

More than 8 
Hours per day 

Less than 2 Hours 
per day 

-0.49 0.15 0.02 -0.90 -0.08 

TotSubj 

Less than 2 
Hours per day 

5-8 Hours per day 0.69 0.19 0.01 0.17 1.21 

More than 8 Hours 
per day 

0.55 0.18 0.04 0.03 1.06 

5-8 Hours per 
day 

Less than 2 Hours 
per day 

-0.69 0.19 0.01 -1.21 -0.17 

More than 8 
Hours per day 

Less than 2 Hours 
per day 

-0.55 0.18 0.04 -1.06 -0.03 

TotAttitude: The scale total for the Attitude towards good cybersecurity behaviours questionnaire 
items. 

TotBehInt: The scale total for the Behavioural Intention questionnaire items. 

TotSubj: The scale total for the Subjective norms questionnaire items. 

 

Based on the results presented in Table 4-18 above, there is sufficient evidence to 

accept the hypothesis. These results showed that there is a difference in a user’s 

behavioural intention and the time they spend on the Internet, specifically DV’s Attitude 

towards good cybersecurity behaviour, Behavioural Intention and Subjective norms.  
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4.6  Conclusion 

Chapter four of this research study provided a detailed description of the data 

screening, analysis, and results of the study. The data collected for the study was 

screened and analysed using IBM SPSS and SPSS AMOS software. CFA was 

performed in both software to ensure that the data, constructs, and proposed model 

were suitable for the use of SEM to determine the hypotheses path. The iterative 

process of CFA resulted in a model with good fit indices, indicating that the model 

accurately represented the data. Construct reliability, convergent validity, and 

discriminant validity were established in the final construct items, ensuring that the 

measures used to assess the constructs were reliable, valid, and distinct from each 

other. 

 

The full structural model analysis was conducted to determine the relationship 

between the constructs and test the hypotheses. Six out of the eight hypotheses were 

supported by the data, indicating that Attitude towards good cybersecurity behaviours, 

Subjective norms, Perceived severity, and Response efficacy have significant effects 

on an individual's intention to practice good cybersecurity behaviours. Perceived 

severity was found to have a mediating effect on the relationship between Perceived 

vulnerability and intention to practice good cybersecurity behaviours. 

 

Furthermore, MANOVA was performed in SPSS on the dataset. The purpose of this 

analysis was to test whether there were any significant differences in a user's intention 

to practice good cybersecurity behaviours based on their levels of education and time 

spent on the Internet. It was found that there were no significant differences across 

the education levels. However, there were significant differences in the levels of time 

spent on the Internet, suggesting that the amount of time spent on the Internet has an 

impact on a user's intention to practice good cybersecurity behaviours.  
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Chapter 5 General discussion of results and conclusion 

5.1 Introduction 

User behaviour is a prevalent area of interest in information security research 

(Almansoori et al., 2023). Understanding the factors that influence users' engagement 

in good cybersecurity behaviours is vital in contemporary times. This comprehension 

has the potential to enhance overall cybersecurity postures and effectively mitigate the 

consequences of cyberattacks. Therefore, this study focused on investigating the 

factors that influence South African citizens to practice good cybersecurity behaviours 

while online to protect themselves. Chapter five presents a general discussion of 

results and the conclusion of this study. This includes the summary of findings, 

implications for theory and practise and the conclusion. 

 

5.2 Summary of findings 

This study aimed to investigate the factors that influence good cybersecurity 

behavioural intention amongst South Africans and which factors have the most 

significant impact on behavioural intention. The results of the research model in this 

study (see Figure 4-4 in section 4.4.2) showed that 38% of the variance in Behavioural 

Intention was accounted for by the factors measured (Attitude towards good 

cybersecurity behaviour, Subjective norms, Perceived vulnerability, Perceived 

severity, Self-efficacy, Response efficacy, and Response cost). The hypotheses 

tested in this study were based on the theoretical frameworks of TPB and PMT. The 

results of the hypothesis testing are shown in Table 5-1 below. 
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Table 5-1 Summary of hypotheses 

H.No. Statement Status 

H1 There is a positive association between an individual’s Attitude towards 
practising good cybersecurity behaviours and the intention to practise good 
cybersecurity behaviours. 

Supported 

H2 There is a positive association between Subjective norms and an individual’s 
intention to practice good cybersecurity behaviours. 

Supported 

H3 Perceived vulnerability will have a positive influence on an individual’s intention 
to practise good cybersecurity behaviours. 

Not 
Supported 

H4 Perceived severity will have a positive influence on an individual’s intention to 
practise good cybersecurity behaviours 

Supported 

H5 Perceived severity will mediate an individual’s Perceived vulnerability and the 
intention to practise good cybersecurity behaviours 

Supported 

H6 Increased cybersecurity Self-efficacy/Perceived behavioural control will have a 
positive influence on an individual’s behavioural intent to practice good 
cybersecurity behaviours. 

Not 
Supported 

H7 Response efficacy is positively associated with an individual’s behavioural 
intention to practise good cybersecurity behaviours 

Supported 

H8 Response costs associated with cybersecurity behaviour will have a negative 
effect on an individual’s intention to practice good cybersecurity behaviours 

Not 
Supported 

H9 There are significant differences in the effect between education level and a 
user’s intention to practise good cybersecurity behaviours 

Not 
Supported 

H10 There are significant differences in the effect between the level of time spent on 
the Internet and a user’s intention to practise good cybersecurity behaviours. 

Supported 

 

The first research hypothesis examined whether a positive Attitude towards practising 

good cybersecurity behaviours would result in increased intention to practise good 

cybersecurity behaviours. The results shown in Table 4-10 (section 4.4.3) show the 

impact of Attitude towards practising good cybersecurity behaviours on Behavioural 

Intention was highly positive and significant (β = 0.37, t = 7.377, p < 0.001), where β is 

the path coefficient, and t is the critical ratio. The path coefficient (β = 0.37) indicates 

the strength of the relationship between Attitude towards practising good cybersecurity 

behaviours and Behavioural Intention. A positive coefficient suggests that there is a 

positive relationship between the two variables, meaning that as Attitude towards 

practising good cybersecurity behaviours increases, so does Behavioural Intention. 

The critical ratio (t = 7.377) indicates the level of statistical significance of the 

relationship between the two variables. The p-value (p < 0.001) indicates that this 
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relationship is highly significant, meaning that it is unlikely to have occurred by chance. 

Thus, the first hypothesis is supported. 

 

This result is consistent with the TPB, and other similar studies performed in an 

organisational context like Ifinedo (2012), and Siponen et al. (2013). This finding is 

similar to those of Aigbefo, Blount & Marrone (2020), Yoon & Kim (2013), Zhang et al. 

(2009), Foltz, Newkirk & Schwager (2016), Grimes & Marquardson (2019), Aderibigbe 

& Ocholla (2020); Farooq, Ndiege & Isoaho (2019).This finding suggests that having 

a positive attitude towards practising good cybersecurity behaviours is positively 

associated with the intention to practise those behaviours. In other words, people who 

have a positive attitude towards good cybersecurity behaviours are more likely to have 

the intention to engage in those behaviours than people who have a negative or 

neutral attitude.  

 

The second hypothesis examined whether there is a positive association between 

Subjective norms (societal influence) and an individual’s intention to practice good 

cybersecurity behaviours. The results (see Table 4-10 in section 4.4.3) revealed that 

the effect of Subjective norms on Behavioural Intention was positive and highly 

significant (β = 0.24, t = 5.03, p < 0.001), supporting H2. This is consistent with TPB 

and other studies utilising the theory in an IS behaviour context like Ifinedo (2012), 

Foltz et al. (2016), Grimes & Marquardson (2019), Aderibigbe & Ocholla (2020); 

Farooq et al. (2019), Siponen, Mahmood & Pahnila (2014). 

 

One study by Siponen et al. (2014) investigated the factors that influence employees' 

intention to comply with information security policies in organisations. The study found 

that Subjective norms, along with Self-efficacy, Perceived severity, Perceived 

vulnerability, and Attitude, had a significant positive effect on the intention to comply 

with information security policies. A study by Ifinedo (2012) found that Subjective 

norms were positively associated with security Behavioural Intention, suggesting that 

organisational culture can influence employees' intentions to practice good 

cybersecurity behaviours.  
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Overall, these studies provide support for the idea that Subjective norms can have a 

positive impact on individuals' intentions to practice good cybersecurity behaviours. 

By considering the social and cultural factors that influence individuals' attitudes and 

behaviours towards cybersecurity, organisations can develop more effective 

strategies to improve overall cybersecurity awareness and practices This finding 

supports the expectation that an individual’s intention to practise good cybersecurity 

behaviours is influenced by society and the people who are important to the individual. 

This means that perceived societal pressure can positively influence an individual to 

practise good cybersecurity behaviours. 

 

The third hypothesis of this study posited that Perceived vulnerability would have a 

positive influence on an individual’s intention to practise good cybersecurity 

behaviours. The analysis of data (see Table 4-10 in section 4.4.3) revealed that the 

effect of Perceived vulnerability on Behavioural Intention was positive but not very 

significant (β = 0.09, t = 1.74, p = 0.08). Due to this, H3 was not supported. Perceived 

vulnerability looks at measuring an individual’s perceived probability that a threat 

exists. This finding implies that an increase in an individual’s Perceived vulnerability 

to a cybersecurity threat does not increase their intention to practise good 

cybersecurity behaviours. 

 

This result is not consistent with the proposition of PMT, but other studies have found 

similar results in the IS domain like Johnston & Warkentin (2010), Vance et al. (2012) 

and Mills & Sahi (2019). A similar study by Farooq et al. (2019) on factors affecting the 

security behaviour of Kenyan students, found similar results on the non-effect of 

perceived vulnerability on behavioural intentions.  

 

Overall, previous studies suggest that the relationship between Perceived vulnerability 

and intention to practice good cybersecurity behaviours may not always be 

straightforward. While some studies have found a positive relationship between 

Perceived vulnerability and intention to practice good cybersecurity behaviours 

(Ifinedo, 2012; Siponen et al., 2014; Workman et al., 2008), other studies have found 

no significant relationship or a more complex relationship (Johnston & Warkentin, 

2010; Mills & Sahi, 2019; Vance et al., 2012; Yoon, Hwang & Kim, 2012). Factors such 
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as individual differences and situational factors may play a role in shaping this 

relationship. 

 

The fourth hypothesis of this study aimed to investigate whether Perceived severity 

would have a positive influence on an individual's intention to practice good 

cybersecurity behaviours. Perceived severity refers to an individual's perception of the 

seriousness and magnitude of a cyberthreat and the extent to which they believe that 

damage would occur if they were the victim of a cybersecurity event. The results of 

the analysis (see Table 4-10 in section 4.4.3) showed that the effect of Perceived 

severity on Behavioural Intention was highly positive and significant (β = 0.14, t = 3.26, 

p = 0.001), thus supporting H4.  

 

This finding suggests that individuals who perceive cyberthreats as severe are more 

likely to engage in good cybersecurity behaviours. This finding is consistent with PMT 

and other previous studies in the field. For instance, Crossler & Bélanger (2014) tested 

their Unified Security Practices instrument and found that Perceived severity was a 

significant predictor of good cybersecurity Behavioural Intention. Similarly, Yoon et al. 

(2012), Siponen et al. (2013), and Vance et al. (2012) found that Perceived severity 

was positively associated with intention to practice good cybersecurity behaviours.  

 

Overall, these findings suggest that the Perceived severity of a cybersecurity threat is 

an important factor in predicting an individual's intention to practice good cybersecurity 

behaviours. Organisations and policymakers can leverage this information to design 

interventions that emphasise the severity of cybersecurity threats to motivate 

individuals to engage in more secure online behaviours. 

 

The fifth hypothesis posited that Perceived severity mediates an individual's Perceived 

vulnerability and Behavioural Intention. Though H3 found that the influence of 

Perceived vulnerability on Behavioural Intention was not significant, the mediation test 

results (see Table 4-11 in section 4.4.4) indicated that the relationship between 

Behavioural Intention and Perceived vulnerability is partially mediated by Perceived 

severity. The results showed that Perceived severity is partially mediating the 

relationship between Behavioural Intention and Perceived vulnerability as the indirect 

effects were statistically significant (β = 0.02, p < 0.001). The coefficient (β = 0.02) 
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indicates the strength of the indirect effect of Behavioural Intention on Perceived 

vulnerability through Perceived severity. A positive coefficient suggests that there is a 

positive relationship between the variables (i.e., as Behavioural Intention increases, 

so does Perceived vulnerability through Perceived severity). The p-value (p < 0.001) 

indicates the level of statistical significance of the mediation effect. A p-value less than 

0.05 suggests that the mediation effect is statistically significant, meaning that the 

indirect effect is unlikely to have occurred by chance. 

 

In summary, the results of the mediation test suggest that Perceived severity partially 

mediates the relationship between Behavioural Intention and Perceived vulnerability, 

meaning that the perceived severity of the problem or issue is influencing the extent 

to which an individual perceives themselves as vulnerable, and this effect is 

statistically significant.  

 

There is an absence of identified information security studies that measured the 

mediation effect of Perceived severity on Perceived vulnerability and Behavioural 

Intention in the context of practising information security or good cybersecurity 

behaviours. This gap highlights the need for more research on this finding, however 

by examining and establishing this relationship, this study contributed to addressing 

the existing knowledge gap. By investigating this mediation relationship, this study 

provides empirical evidence for the relationship, which contributes to a broader 

understanding of the psychological and cognitive factors that shape individuals’ 

attitudes and behaviours regarding practising good cybersecurity behaviours. This 

finding identifies a factor that enhances an individual’s Perceived vulnerability and 

subsequently influences their intention to practise good cybersecurity behaviours. This 

knowledge can help inform future development of targeted interventions, education 

programmes and awareness campaigns to promote better cybersecurity practices.  

 

The sixth hypothesis of this study explored the impact of Self-efficacy on an individual's 

behavioural intention to practice good cybersecurity behaviours. The results showed 

(see Table 4-10 in section 4.4.3) a positive but not very significant effect (β = 0.08, t = 

1.30, p = 0.19), which led to H6 not being supported. Self-efficacy refers to an 

individual's belief in their capacity and resources to carry out a specific behaviour 

(Pham et al., 2017). This finding contradicts previous research that found Self-efficacy 
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to have a significant positive influence on behavioural intention, such as the studies 

conducted by Johnston & Warkentin (2010), Crossler & Bélanger (2014), and Zhang 

et al. (2009). However, similar results were found in previous research by Kim, Yang 

& Park (2014) and Hovav & Putri (2016). To further understand why Self-efficacy may 

improve behavioural intention in some cases and not others, additional research is 

needed. This could involve exploring other factors that may moderate the relationship 

between Self-efficacy and behavioural intention or investigating how Self-efficacy is 

perceived and measured in different contexts. 

 

The seventh hypothesis aimed to examine the relationship between Response efficacy 

and an individual's Behavioural Intention to practice good cybersecurity behaviours. 

The findings (see Table 4-10 in section 4.4.3) indicate that there is a positive and 

significant effect of Response efficacy on Behavioural Intention, which supports H7 (β 

= 0.13, t = 2.27, p = 0.02). Response efficacy refers to the belief that taking the 

recommended action will help in mitigating the threat event. The results of the study 

suggest that an individual's belief in the effectiveness of their actions can influence 

their intention to adopt good cybersecurity practices. This is consistent with the PMT 

and is supported by previous studies in the IS domain (Crossler & Bélanger, 2014; 

Hanus & Wu, 2016; Hovav & Putri, 2016; Ifinedo, 2012; Johnston & Warkentin, 2010; 

Kim et al., 2014; Yoon et al., 2012). The findings suggest that it is important to educate 

individuals on the effectiveness of good cybersecurity behaviours to increase their 

response efficacy beliefs. This can help in promoting positive intentions towards 

practising good cybersecurity behaviours.  

 

The eighth hypothesis of this study examined whether Response Costs associated 

with good cybersecurity behaviours have a negative effect on an individual’s 

behavioural intention to practise good cybersecurity behaviours. The analysis showed 

(see Table 4-10 in section 4.4.3) that the effect of Response Cost on Behavioural 

Intention was negative but not significant (β = -0.03, t = -0.55, p = 0.58). Response 

costs refer to any monetary, non-monetary barriers that might be experienced when 

practising good cybersecurity behaviour. The results indicate that Response cost 

negatively influences an individual’s intention to practice good cybersecurity 

behaviours, but the effect is not significant, hence H8 was not supported. This does 
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not support the original PMT theory, but similar results have been found in previous 

studies like Ifinedo (2012) and Hanus & Wu (2016). Ifinedo’s (2012) study in an 

organisational context found similar results to this study. The results of their study 

showed that Response cost does have a negative effect on compliance intention but 

the strength of the relationship was not significant (Ifinedo, 2012). Alternatively, the 

study by Hanus & Wu (2016), which investigated desktop security behaviour of home 

users found the effect of Response costs to be insignificant. The authors posited that 

the insignificant effect of Response cost could be due to the high availability and 

affordability of software countermeasures like antivirus (Hanus & Wu, 2016). 

 

The ninth hypothesis in this study was related to the differences in education levels 

and the factors that influence an individual’s intention to practise good cybersecurity 

behaviours. The different groups of levels of education are Matric, Undergraduate 

(Diploma), Undergraduate (Bachelor’s degree), Postgraduate (Honours degree), 

Postgraduate (Master’s degree), Postgraduate (PhD degree) and Other (mostly 

certificates). The analysis revealed that there were no differences across the 

education level groups and an individual’s behavioural intention to practise good 

cybersecurity behaviours. Thus, the ninth hypothesis is rejected. This result 

contradicts a similar study on information security awareness by Öğütçü, Testik and 

Chouseinoglou (2016). In their research, they found that higher education levels 

resulted in more information security awareness (Öğütçü, Testik & Chouseinoglou, 

2016). A study by Fatokun, Hamid, Norman & Fatokun (2019) found that, though 

education level had some impact on good cybersecurity behaviours, the impact was 

minute compared to age and gender of respondents. The authors posit that this nearly 

insignificant impact could suggest that education level may not necessarily effect an 

individual’s good cybersecurity behaviours (Fatokun, Hamid, Norman & Fatokun, 

2019). 

 

The tenth and final hypothesis for this study posited that there would be significant 

differences between the levels of time spent on the Internet and the factors that 

influence an individual’s behavioural intention to practise good cybersecurity 

behaviours. The different group levels are Less than two hours per day, 2-4 hours per 

day, 5-8 hours per day, and more than 8 hours per day. The results of the analysis 

revealed differences across the levels of time spent on the Internet and the factors of 
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Attitude towards good cybersecurity behaviour, Behavioural Intention and Subjective 

norms. This suggests that the amount of time spent on the Internet had a significant 

effect on an individual's Attitude towards good cybersecurity behaviours, Subjective 

norms, and Behavioural Intention. Thus, the tenth hypothesis is accepted. The finding 

of this study that Internet usage has a significant effect on an individual’s cybersecurity 

behaviours is similar to findings from previous studies. 

 

A study by Zwilling et al. (2020) found that there was a relationship between Internet 

usage and cybersecurity behaviours, through the mediation variable of cybersecurity 

awareness. The authors posit that, though usage is a factor in performing good 

cybersecurity behaviours, it is the level of awareness that has the most significant 

effect (Zwilling et al., 2020). Another study by Duman (2022) found that students’ 

cybersecurity behaviours do differ according to daily Internet usage levels. The 

authors found that students with lower daily Internet usage levels have higher cyber 

security awareness levels (Duman, 2022). 

 

5.3 Implications for theory and practise 

 

5.3.1 Theoretical implications 

This study made use of a combination of two theoretical frameworks which formed the 

basis of this study. The TPB was developed by Ajzen (1991) and the PMT was 

developed by Rogers (1975) and revised by Maddux & Rogers (Maddux & Rogers, 

1983). The TPB endeavours to predict human behaviour (Ajzen, 1991), while the PMT 

aims to explore the factor of fear appeals influencing attitude and behaviour (Broer & 

Seydel, 1996). The findings of this study supported two of the three constructs from 

TPB as significant influencers of behavioural intention in individuals (Attitude towards 

good cybersecurity behaviour and Subjective norm). However, the Self-efficacy 

construct of TPB was not supported by the findings in this study. To further understand 

why Self-efficacy may improve Behavioural Intention in some cases and not others, 

additional research is needed. This could involve exploring other factors that may 

moderate the relationship between Self-efficacy and Behavioural Intention or 

investigating how Self-efficacy is perceived and measured in different contexts. 
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The findings of this study supported two of the five constructs of PMT as significant 

influencers of an individual’s behavioural intention, mainly Perceived severity and 

Response efficacy. The findings of this study did not support the influence of Perceived 

vulnerability, Self-efficacy, and Response cost on an individual’s intention to practice 

good cybersecurity behaviours. 

 

The findings of this study identified a mediation relationship between Perceived 

vulnerability and Behavioural Intention through Perceived severity. This mediation 

relationship is not hypothesised in the original PMT model; therefore, the identification 

of the mediation relationship could potentially enrich the original PMT theory. The 

dearth of studies quantifying the mediation effect of Perceived severity on Perceived 

vulnerability and Behavioural Intention in the context of information security points to 

the necessity of further study in this field. This research extends the theoretical 

landscape of information security studies and offers insights into the underlying 

mechanisms influencing people's decision-making processes by employing mediation 

analysis in this particular setting. This finding identifies a factor that enhances an 

individual’s Perceived vulnerability and subsequently influences their intention to 

practise good cybersecurity behaviours. This knowledge can help inform future 

development of targeted interventions, education programmes and awareness 

campaigns to promote better cybersecurity practices. 

 

5.3.2 Practical implications 

This study contributes to the existing research on information security and good 

cybersecurity behaviours and the factors that influence them. This study mainly 

contributes to the cybersecurity body of knowledge, specifically focusing on South 

Africans. Many international studies researched the factors influencing good 

cybersecurity behaviours, but the results are varied and range from country to country 

(Crossler & Bélanger, 2014; Yoon & Kim, 2013). There seems to be limited research 

into the wide range of factors that might influence and impact South Africans practising 

good cybersecurity behaviours while online. Most of the research conducted in South 

Africa focuses on awareness and implementation of awareness in the country (de 

Bruijn & Janssen, 2017; Gcaza & von Solms, 2017; Grobler et al., 2011). Therefore, 
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this study focusing on influencers of South African's good cybersecurity behavioural 

intention is crucial. 

 
The audiences that might benefit from this study include South African citizens, 

academics, policymakers, government regulators and organisations in South Africa. 

Academics, regulators, organisations, and the Government will benefit from this study 

by gaining more insight into the factors that influence South Africans to practise good 

cybersecurity behaviours, which can be used in their future cybersecurity strategies. 

This knowledge can help inform future development of targeted interventions, 

education programmes and awareness campaigns to promote better cybersecurity 

practices. This information could potentially be utilised in the future as the basis for 

other researchers’ studies.  

 

5.3.3 Limitations 

One limitation of the study is that it only focused on South African participants, which 

may limit the generalisability of the findings to other populations with different cultures, 

backgrounds, and contexts. Therefore, it is crucial to consider the potential cultural 

and regional factors that could influence the participants' good cybersecurity 

behaviours. 

 

Another limitation of the study is that the data collected relied on self-reported 

measures, which may be subject to social desirability bias, leading participants to over-

report their cybersecurity behaviours. Thus, future research could use additional 

methods to measure behavioural intention, such as direct observation or behavioural 

logs. 

 

Furthermore, as cybersecurity is a complex and multifaceted issue, the study's 

quantitative nature may have overlooked some important nuances in the participants' 

experiences and behaviours. A qualitative approach could help gain a deeper 

understanding of the subjective experiences and motivations that drive good 

cybersecurity behaviour. Additionally, a qualitative research approach could explore 

the individual, social, and cultural factors that influence users' good cybersecurity 

behaviours. 

 

 
 
 



74 
 

5.3.4 Future research  

There is a need for further research on Self-efficacy and its impact on good 

cybersecurity behaviour. It may be beneficial to explore additional factors that may 

moderate or mediate this relationship. For example, factors such as age, gender, and 

education level may influence how Self-efficacy impacts behavioural intention. It may 

be useful to examine how situational factors, such as the type of cyberthreat or the 

context in which the behaviour occurs, may impact this relationship. 

 

Future research could include measuring actual behaviour instead of self-reported 

Behavioural Intention. This approach could provide a more accurate picture of the 

cybersecurity behaviours of South Africans. A study using this approach could explore 

the factors that influence actual behaviour, such as perceived control, and the 

availability of resources. 

 

Furthermore, investigating cybersecurity behaviour on mobile devices in South Africa 

could be a valuable extension of this study. As mobile devices are becoming more 

prevalent and are often used to access sensitive personal information, understanding 

the cybersecurity behaviours of South Africans on these devices could provide insights 

into the vulnerabilities of these devices and how to address them. The study by Giwah, 

Wang, Levy & Hur (2020) provides a useful framework for investigating this topic and 

could be adapted for use in a South African context. 

 

5.4 Conclusion 

 

This study aimed to discover what factors had the most influence on a South African’s 

behavioural intention to practise good cybersecurity behaviours. This study was able 

to show Attitudes towards good cybersecurity behaviours, Subjective norms, 

Perceived severity, and Response efficacy have the most significant effect on an 

individual’s intention to practice good cybersecurity behaviours. This means that to 

increase the practice of good cybersecurity behaviours amongst South Africans, there 

needs to be a focus on how to influence these factors in individuals. Cybersecurity 

awareness and training programmes are used to share knowledge on cybersecurity 

risks and encourage practising good cybersecurity behaviour (Gundu, 2019; Kritzinger 
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et al., 2017). Using awareness campaigns or training to target and change the attitude 

towards good cybersecurity behaviours in South Africa has the potential to influence 

cybersecurity behaviour in the county. Subjective norms could be targeted similarly, 

through awareness campaigns and training. 

 

Due to the adverse effects of cyberattacks and cyberthreats on the individual, it 

becomes vital to understand the cybersecurity behaviours and processes individuals 

follow and to pinpoint the determinants of these behaviours (Bulgurcu et al., 2010; 

Crossler & Bélanger, 2014). Perceived severity was found to have a significant effect 

on behavioural intention. Targeted cyberthreat severity campaigns could be used to 

increase the understanding of the severity of cyberthreats, which could have a 

significant impact on South Africans practising good cybersecurity behaviours. 

Response efficacy was found to be a significant influencer of behavioural intention. 

This means that South Africans do believe that practising good cybersecurity 

behaviours will result in a positive outcome of not being a victim of a cyberthreat. 

 

Overall, this study highlights the importance of understanding the factors that influence 

individuals' intentions to practice good cybersecurity behaviours. By targeting and 

changing Attitudes, Subjective norms, Perceived severity, and Response efficacy, it 

might be possible to increase the practice of good cybersecurity behaviours in South 

Africans and mitigate the risks associated with cyberthreats. 
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Appendix B Research instrument 
 

 Strongly 
Disagree 

Disagree Neither 
agree or 
disagree 

Agree Strongly 
agree 

Attitude towards cybersecurity behaviour [Anderson & Agarwal, 2010] Cronbach’s alpha = 0.88 

1. Security measures such as 
implementing antivirus software, 
firewalls, or system updates on my 
devices (computer, smartphone, or 
tablet) are a good idea 

     

2. Practising recommended cybersecurity 
behaviours (such as using an antivirus 
/ firewall or updating my device 
software frequently) to protect my 
devices (smartphone, computer, or 
tablet) is important. 

     

3. I like the idea of practising 
recommended cybersecurity 
behaviours (e.g. using a strong 
password or being aware of phishing 
emails) to secure my devices 
(smartphone, computer, or tablet) and 
information. 

     

Behavioural intention [Dinev & Hu, 2007] Cronbach’s alpha = 0.83 

4. I intend to periodically use protective 
solutions like antivirus software, spam 
filters, and firewalls to protect my 
devices (smartphone, computer, or 
tablet) from malicious software (virus, 
malware, spyware). 

     

5. In the immediate future, I intend to 
change the privacy and security 
settings on my Internet browser to 
prevent malicious intrusion on my 
devices (smartphone, computer, or 
tablet). 

     

6. I intend to periodically check the 
privacy and security settings on my 
Internet browser to prevent malicious 
intrusion on my devices (smartphone, 
computer, or tablet). 

     

Subjective norms [Dinev & Hu, 2007] Cronbach’s alpha = 0.86 

7. Most people who are important to me 
think it is a good idea to practise 
recommended cybersecurity 
behaviours (e.g.. using firewalls or 
using a strong password). 

     

8. Most people who are important to me 
think it is a good idea to prevent 
cyberattacks by practising 
recommended cybersecurity 
behaviours (e.g. not sharing 
confidential information online). 
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 Strongly 
Disagree 

Disagree Neither 
agree or 
disagree 

Agree Strongly 
agree 

Perceived vulnerability [Workman, Bommer, Straub, 2008] Cronbach’s alpha = 0.854 

9. My confidential information is 
vulnerable to security violations or 
illegal access. 

     

10. I believe that trying to protect my 
confidential information is likely to 
reduce illegal access to it. 

     

11. The likelihood of someone getting my 
confidential information without my 
consent or knowledge is high.  

     

12. The likelihood of someone damaging 
my system on my devices 
(smartphone, computer, or tablet) is 
high. 

     

13. The likelihood of an information 
security violation/ cyberattack 
occurring to me is high. 

     

Perceived severity [Workman et al., 2008] Cronbach’s alpha = 0.974 

14. I believe that protecting my confidential 
information is important. 

     

15. Threats to the security of my 
confidential information are severe. 

     

16. Having my personal information 
accessed by someone without my 
consent or knowledge is a serious 
problem for me.  

     

17. Having someone successfully attack 
and damage the operating systems on 
my devices (smartphone, computer, or 
tablet) is severe. 

     

18. Cyberattacks on my devices 
(smartphone, computer, or tablet) and 
information stored on my devices are 
severe. 

     

Self-efficacy / Perceived behavioural control [Workman et al., 2008] Cronbach’s alpha = 0.929 

19. For me, practising the recommended 
cybersecurity behaviours is hard (such 
as updating my device software, using 
strong passwords, not posting my 
confidential information online). 

     

20. I have the necessary skills to protect 
myself from information security 
violations / illegal access to my 
information, data or devices 
(smartphone, computer, or tablet).  
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 Strongly 
Disagree 

Disagree Neither 
agree or 
disagree 

Agree Strongly 
agree 

21. I have the skills to implement the 
available preventative measures (such 
as using an antivirus/firewall, updating 
my device software, not falling for 
phishing emails) to stop people from 
illegally gaining access to my 
confidential information. 

     

22. I have the skills to implement the 
available preventative measures (e.g.. 
using an antivirus/firewall, using strong 
passwords, and not using unsecured 
Wi-Fi hotspots) to stop people from 
damaging the operating systems on 
my devices (smartphone, computer, or 
tablet). 

     

23. My skills on what is required to stop 
information security violations/illegal 
access to my information, data or 
devices (smartphone, computer, or 
tablet) are adequate. 

     

Response efficacy [Workman et al., 2008] Cronbach’s alpha = 0.913 

24. Efforts to keep my confidential 
information safe are effective. 

     

25. The effectiveness of available 
measures (such as not posting my 
confidential information online, not 
falling for phishing emails etc.) to 
protect my confidential information 
from being illegally accessed/used is 
effective. 

     

26. The preventative measures available 
to me (such as antivirus, strong 
passwords, not posting my confidential 
information online, not falling for 
phishing emails etc.) to stop people 
from getting my confidential 
information are sufficient. 

     

27. The preventative measures available 
to me (such as using an 
antivirus/firewall, updating my device 
software etc.) to stop people from 
damaging my systems on my devices 
(smartphone, computer, or tablet) are 
sufficient. 

     

28. The preventative measures (such as 
using strong passwords, not posting 
my confidential information online, not 
falling for phishing emails) available to 
keep people from violating my 
information security are sufficient. 

     

Response cost [Workman et al., 2008] Cronbach’s alpha = 0.793 
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 Strongly 
Disagree 

Disagree Neither 
agree or 
disagree 

Agree Strongly 
agree 

29. The inconvenience to practise 
recommended cybersecurity 
behaviours (such as using an antivirus 
/ firewall, updating my device software, 
using strong passwords etc.) 
outweighs the benefits. 

     

30. The cost to practise recommended 
cybersecurity behaviours (e.g.. using 
an antivirus / firewall, updating my 
device software, using strong 
passwords etc.) outweighs the benefits  

     

31. The impact on my life from practising 
the recommended behaviours (such as 
updating my device software, using 
strong passwords, not posting my 
confidential information online, not 
falling for phishing emails) outweighs 
the benefits 
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