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Executive Summary 
Mental health is an increasing global crisis. It has large social, economic, and health costs, 

with stress and anxiety disorders accounting for a large portion of the impact. Subjective 

measures, misdiagnosis, and social stigma may interfere with the detection, prevention, and 

treatment of mental health problems. As a result, more objective measures such as 

biomarkers are necessitated to aid in the identification and treatment of mental health 

disorders. As aberrations in the autonomic nervous system (ANS) are implicated in stress and 

anxiety, biomarkers measuring ANS activity were investigated in this study, namely heart rate 

variability (HRV), blood pressure (BP), blood-volume pulse (BVP), electrodermal activity 

(EDA), and quantitative encephalography (qEEG). Additionally, inflammation appears to have 

a bidirectional relationship with stress and anxiety. Therefore, the inflammatory marker 

neopterin was also investigated as a possible biomarker of stress and anxiety symptoms. The 

study aimed to determine whether the aforementioned biomarkers correlated with scores of 

stress and anxiety. Thus, the Depression, Anxiety, and Stress Scale (DASS-21) scoring 

system was used to stratify participants between Group A (n = 20), who had high levels of 

symptoms, and Group B (n = 20) who had normal levels of stress and anxiety. The participants 

were students from the Faculty of Health Sciences who were recruited using an online 

questionnaire (n = 158) with biographical questions and the DASS-21 questionnaire. 

Respondents (n = 74) who met the inclusion criteria were invited to partake in the 

neurophysiological measurements and provide a urine sample, which was tested for neopterin 

using an enzyme-linked immunosorbent assay (ELISA). 

 

Group A had higher mean neopterin and delta power compared to Group B (p < 0.05). Group 

A also had lower HRV and alpha waves. Significant correlations (p < 0.05) were as follows: 

anxiety, depression, neopterin, delta waves, and hibeta waves, all positively correlated with 

the stress score. Mean HRV and alpha waves were negatively correlated with the stress score. 

Stress, depression, neopterin, delta waves, and hibeta waves, positively correlated with the 

anxiety score. Mean HRV, minimum BVP amplitude, mean BVP amplitude, and alpha waves, 

negatively correlated with the anxiety score. In summary, neopterin positively correlated with 

the stress and anxiety scores, while HRV and BVP were negatively correlated with these 

scores. In terms of qEEG, delta and hibeta wave activity increased in the left and frontal brain 

regions of participants with mental health struggles, whereas alpha wave activity decreased 

in these regions. 

 

The prevalence of stress and anxiety is high in this Health Sciences student population and is 

associated with physiological changes. According to the results, BP and EDA did not correlate 
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with stress and anxiety scores. Whereas, neopterin and parameters of HRV, BVP, and qEEG, 

did correlate with these scores and could therefore be used as potential biomarkers in 

conjunction with existing measures. 

 

The associations between inflammation, neurophysiology, and mental health need to be 

addressed and further investigated to mitigate further health and economic burden. Especially 

given that anxiety is the leading mental health disorder, and it is associated with inflammation, 

another large contributor to disease. As such, universities have a responsibility to help reduce 

and prevent mental health conditions and mitigate their effects.  

 

Keywords: anxiety, autonomic nervous system, biomarkers, brainwaves, depression, health 

science, heart rate variability, inflammation, mental health, neopterin, stress 
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1. Introduction 
 
1.1 Mental Health 
Good mental health is defined by the World Health Organisation (WHO) as a state of well-

being in which the individual can cope with the normal stresses of life, can work productively, 

can contribute to their community, and realise their abilities.1 Conversely, when people have 

mental health struggles they may suffer from mental health disorders such as anxiety, 

depression, anorexia, bulimia, or bipolar disorder.2  

 

The number of people who suffer from mental health conditions is increasing. Between 1990 

and 2019, cases of mental health disorders increased by 48%.2 Of these, the cases of anxiety 

disorders increased by nearly 50% and depressive disorders increased by 64%.2-3 In South 

Africa, almost one in every three people experience a mental health disorder in their lifetime, 

with anxiety disorders being the most common.4 The effects of living with a mental health 

condition permeates into all areas of life, affecting both personal and professional aspects, 

such as impacting performance, productivity, and relationships.5-8 Mental health conditions 

can cause disability to a similar degree as some physical conditions, like heart disease and 

arthritis.9 Some ways in which mental health conditions can be debilitating is by having a 

negative impact on concentration, self-care (e.g. washing and eating), the ability to perform 

daily activities, social interactions, and leaving the house.9 It is then not surprising that mental 

health disorders are among the leading contributors to the burden of disease worldwide,2 with 

financial, social, and medical consequences. Even in sub-Saharan Africa, a region with the 

highest burden of contagious diseases, mental disorders account for nearly 10% of the total 

burden of disease.10 Mental health conditions are among the most costly disorders in terms of 

projected healthcare expenditures needed to treat them,10 accordingly, the global economic 

impact of these conditions is estimated to be US$3-7 trillion each year (due to medical costs, 

disability, and lost productivity).11 Despite the pervasive and increasing effects of mental 

health, the medical resources, interventions, and funding allocated to treating them are not 

proportional to the actual burden. In many countries, less than 1% of government health 

expenditure goes towards mental health services, with the average expenditure being only 

2.8%.12-14 

 

Not only is mental health a major concern globally, but it is also of particular importance for 

medical students who have a high incidence of anxiety, depression, burnout, and mental 

health struggles.15-16 Studies suggest that medical students often have higher levels of 

psychological distress than the general population and their age-matched peers.17-19 This may 
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have an adverse effect on academic performance, empathy, and the care of their patients, as 

well as contributing to other negative professional and personal aspects.20-22  

 

As mental health conditions are highly prevalent with extensive negative ramifications,2,5-9 it 

raises the question of why so many people are suffering and what can be done about it? How 

can the immense impact on aspects such as well-being, daily activities, social relationships, 

and cost be reduced?9,11 This is particularly prudent for Health Science students who are not 

only at greater risk for mental health struggles, but also represent the future of the medical 

profession and the prospective quality of patient care. 

 

In this chapter, stress, anxiety, and depression will be discussed. Due to the emerging role of 

inflammation in mental health, aspects of inflammation and its relation to mental health are 

also considered. Biomarkers may be of use in improving the management of mental health 

conditions. Thus, potential biomarkers of inflammation and neurophysiological activity are 

discussed and any associations they may have with mental health aspects. 

 

1.1.1 Stress 
Stress is commonly defined as the response to a real or perceived threat to homeostasis.23-25 

This response involves physiological, endocrine, and cognitive reactions, which aid in 

survival.25 Behavioural effects of the stress response include enhanced cognition, awareness, 

analgesia, and euphoria. Physiological effects include vasoconstriction, and inhibition of 

growth, metabolism, digestion, reproduction, and immune function.24,26  

 

The stress response involves two main pathways: the sympathetic nervous system (SNS) and 

the hypothalamic-pituitary-adrenal (HPA) axis. The SNS is part of the autonomic nervous 

system (ANS), thus providing a rapid response to stress with short-term effects. The 

secondary phase of the stress response involves the slower endocrine response of the HPA 

axis, which has longer-lasting effects.25,27 

 

When the SNS is stimulated by a stressor it activates the ‘fight-or-flight’ response. This results 

in the release of catecholamines, namely adrenaline and noradrenaline, from sympathetic 

neurons and the adrenal medulla into circulation. Catecholamines interact with adrenergic 

receptors in the central nervous system (CNS) and on the cell membranes of smooth muscles 

and other organs. The activation of these receptors have many effects such as increasing 

blood glucose levels, metabolic rate, heart rate, cardiac output, vasoconstriction, oxygen 

consumption, thermogenesis, muscle contraction, and blood flow to skeletal muscles.28-29 

Additionally, SNS activation enhances arousal, alertness, vigilance, cognition, attention, and 
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analgesia.28 Responses of the SNS are very fast and occur almost simultaneously with the 

detection of a threatening stimulus.25  

 

In terms of the HPA axis, the secondary phase of the stress response, the main effectors are 

the paraventricular nucleus (PVN) of the hypothalamus, the anterior pituitary gland, and the 

adrenal gland. The PVN is innervated by afferent projections from many brain regions, which 

provide psychological, visceral, humoral, and endocrine information.23 Activation of the HPA 

axis causes the sequential release of three main molecules: corticotrophin-releasing hormone 

(CRH), adrenocorticotropic hormone (ACTH), and glucocorticoids.23 

 

CRH is produced in the PVN and is released into the hypophyseal portal vessels in response 

to stress. This carries CRH to the anterior pituitary gland, where it binds to its receptor and 

causes the release of ACTH.23 The main target of ACTH is the zona fasciculata of the adrenal 

cortex, where it stimulates the synthesis and secretion of glucocorticoids, namely cortisol, 

which affects metabolic, cardiovascular, immune, and behavioural processes.24,26  

 

Activation of the HPA axis leads to an increase of glucocorticoids in circulation - peak levels 

are reached within 30 minutes after the commencement of a stressor.30 Thereafter, 

glucocorticoids provide negative feedback by inhibiting further CRH and ACTH release from 

the hypothalamus and pituitary gland, thereby regulating the duration and magnitude of HPA 

activation.23  

 

In summary, danger signals in the form of neuroendocrine mediators are released in response 

to stressors. The primary mediators are glucocorticoids (released by the HPA axis) and 

catecholamines (released by the SNS). The effects of these mediators assist individuals with 

responding to and surviving a threat.25 

 

Although the stress response is a normal and healthy physiological process to help restore 

homeostasis, prolonged stress can become maladaptive and detrimental. Chronic stress is an 

important risk factor for the development of many disorders, including anxiety,31 depression,32 

and cardiovascular disease (CVD).33 Anxiety and depression are discussed in the next 

sections. 

 

1.1.2 Anxiety 
Anxiety is a physiological, psychological, and behavioural state induced by an actual, 

perceived, or potential threat.34 As such, fear and anxiety function as danger signals and 
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trigger appropriate adaptive responses to promote survival and reduce harm.34 However, 

pathological levels of anxiety interfere with quality of life, impacting health, emotion regulation, 

social and occupational functioning, and the ability to cope successfully with challenges.34-35 

Anxiety disorders are among the most prevalent and disabling mental illnesses worldwide.9 

They are characterised by excessive worry, fear, and other related behavioural alterations, 

such as avoidance and panic.36 

 

Fear and anxiety are largely similar and overlap in terms of neurocircuitry and behavioural 

responses.37 However, fear is usually associated with SNS activation for the fight-or-flight 

response, escape behaviours, and thoughts of immediate danger. Whereas, anxiety more 

often involves hypervigilance, avoidant behaviours, muscle tension, and anticipation of future 

threats.36 As such, anxiety disorders are distinguished from normal levels of fear or anxiety by 

their excessive and persistent nature. This can in part be caused by dysregulation of the fear 

circuitry leading to fear in response to benign or non-threatening stimuli, and then failing to 

extinguish fear responses. This contributes to exaggerated fear, recurrence of traumatic 

memories,38 and the promotion of a chronic state of hypervigilance.39 

 

In terms of neurocircuitry in anxiety, the amygdala plays a key role and is often found to be 

hyperresponsive.40 Pathways between the amygdala, the medial prefrontal cortex, and the 

hippocampus are important in anxiety and signalling safety.37,41 The amygdala plays an 

important role in threat detection, as well as being involved in fear conditioning (creating an 

association between a stimulus and fear) and the emotional enhancement of memories.42-44 

During fear conditioning, the amygdala can be activated even when the conditioned stimulus 

is below perceptual thresholds.40 This means that the amygdala can orchestrate a response 

without an individual being consciously aware of the threat-causing stimulus and can 

coordinate a response to the threatening signals.38-39 Brain regions involved in anxiety are also 

implicated in the stress response, suggesting a relationship between stress and anxiety.40 For 

example, the amygdala can modulate autonomic activity and activate the fight-or-flight 

response.45 It is then not surprising that the ANS may be involved in anxiety.46-47 This is 

supported by a study which found autonomic hypersensitivity in patients with anxiety when 

they were administered an adrenergic receptor agonist.48 

 

Factors affecting the development of anxiety disorders include genetic predisposition, 

psychological vulnerability (e.g. adverse early life experiences), and other environmental 

factors.34 Anxiety is a complex phenomenon that involves many neurotransmitters, peptides, 

and hormones.34 Neurotransmitters that are implicated in anxiety-related behaviours include 

changes in noradrenaline,49 serotonin,50 g-aminobutyric acid (GABA)51-52 and their related 
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receptors, which are the targets of several anxiolytic drugs. It should be noted that the brain 

region and type of receptor are essential in determining the anxiogenic, anxiolytic or neutral 

effects of these neurotransmitters.34 For example, serotonin has both anxiolytic and 

anxiogenic effects. The nature of the effect is dependent on the receptor subtype and the brain 

region. Activation of the 5-HT2A receptor promotes or increases anxiety-like behaviour, 

whereas activation of 5-HT1A receptors inhibit anxiety-like behaviour and have anxiolytic 

effects.53-54 The paradoxical effect of serotonin is also supported by clinical evidence – 

benzodiazepines have an anxiolytic effect by decreasing serotonin,55 whereas some 

antidepressants increase serotonin and are beneficial in several anxiety disorders.56 In terms 

of having effects in different brain regions, the dual serotonin fear hypothesis suggests that 

serotonin may enhance conditioned fear in the amygdala while inhibiting innate fear in the 

posterior periaqueductal gray matter.57 Considering the aforementioned, anxiety is a complex 

condition, which complicates its management and contributes to the potential heterogeneous 

treatment thereof. 

 

In addition to neurotransmitters, HPA axis hormones, such as CRH and glucocorticoids, are 

also involved in anxiety-like behaviour.34,58 For example, a study found that rats who were 

administered glucocorticoids showed increased anxiety and altered dendritic plasticity in the 

amygdala.59 Furthermore, a murine study found that mutations in glucocorticoid receptors 

resulted in altered anxiety-related behaviours.60 Another study involving rats found that 

exposure to gestational stress had long-lasting consequences for the offspring, such as 

impaired regulation of the HPA axis to stress, increased CRH, increased anxiety, and altered 

brain morphology in adulthood.61 Therefore, stress is thought to precipitate anxiety.  

 

In summary, anxiety disorders are a considerable problem worldwide,9 and are characterised 

by excessive fear and other psychological and physiological alterations.34-36 Aberrations in 

neurotransmitters,49-52 hormones,34,59 and the ANS46-48 are thought to be involved in its 

pathophysiology. In addition to stress, genetic, environmental, or experiential factors also 

contribute to the risk of developing anxiety.  

 

1.1.3 Depression 
According to the Diagnostics and Statistical Manual of Mental Disorders (DSM), depressive 

disorders are characterised by feelings of sadness, emptiness, and/or irritability, which are 

accompanied by somatic and cognitive changes that significantly impact a person’s capacity 

to function.36 It should be noted that these symptoms are present every day and are 

distinguished from normal feelings of sadness or grief, which reduce in intensity over time.36 

The incidence of depression is increasing and it is already a leading cause of disability 
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worldwide, ranking the highest of all mental disorders.2 Additionally, depression contributes to 

significant morbidity, mortality, and economic burden globally.11 Part of the burden of 

depression is due to its association with several comorbidities, including diabetes,62 CVD,63 

and cognitive impairment.64  

 

Many factors contribute to the risk of developing depression in university students, these 

include confidence, personality, academic pressure, pre-existing conditions, lifestyle choices, 

social support, and financial struggles.65. In addition to these, stress is also a risk factor for 

depression.32,66 There are many ways in which stress can contribute to depression, one such 

mechanism is through the aberration of CRH levels.67-68 

 

In terms of aetiology, the monoamine hypothesis is often used to explain the pathophysiology 

of depression. In brief, this hypothesis suggests that a reduction in brain monoamines 

(serotonin, noradrenaline, and dopamine) can result in depressive symptoms.69-70 As such, 

the main pharmacological focus of antidepressants is to increase the levels of these 

neurotransmitters in the brain.71 Reduced serotonin in depression has been largely studied. 

Factors which contribute to decreases in serotonin levels include stress, cytokines, and 

tryptophan depletion.69,72-73 However, the monoamine (or serotonin) hypothesis alone cannot 

explain all the facets of depression e.g. onset, course, or remission.74 For example, not all 

depressed patients respond to drugs that enhance serotonergic neurotransmission,75 and 

other drugs which do not affect the serotonergic system also show antidepressant effects.71 

Therefore, serotonin and other monoamines are not solely involved. There are other 

hypotheses such as the glutamate hypothesis which postulates that glutamate is increased in 

depressed patients, leading to neuronal damage through excessive glutamate excitation. The 

results of this excitation include dendritic atrophy, neuronal death, and changes in brain 

function.70,72 Additionally, a glutamate receptor antagonist, ketamine, has anti-depressive 

effects, which support the involvement of glutamate in depression.70 There is also the 

neurotrophic hypothesis which suggests that decreased growth factors, such as brain-derived 

neurotrophic factor, contribute to depression via decreased neurogenesis and increased 

neuronal atrophy.76 Of particular interest to the present study is the cytokine (or macrophage) 

hypothesis in which inflammation and cytokines contribute to depression through various 

mechanisms.77 For example, cytokines can alter neurotransmitter metabolism, thereby 

decreasing the availability of serotonin.69,72 Lastly, the microbiota-inflammasome hypothesis 

suggests that stress activates the NLRP3 inflammasome and can cause gut dysbiosis, 

resulting in bacteria and concomitate molecules leaking from the gut, which induces the 

release of inflammatory cytokines from the immune system. Together, inflammasomes and 
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cytokines lead to neuroinflammation which increases depression and anxiety.78-79 The relation 

between inflammation and mental health is discussed further in later parts of this chapter. 

 

Considering the aforementioned, depression is a complex condition with the pathophysiology 

being affected by many factors including stress, neurotrophins, inflammation, cytokines, 

neurodegeneration, intestinal microbiota, and the dysregulation of neurotransmitters (e.g. 

serotonin and glutamate).69-70,72,77,80-82 

  

In summary, stress, anxiety, and depression are highly prevalent and largely contribute to the 

burden of disease worldwide.2,9,11 In order to mitigate their effects, quantitative evaluation is 

necessitated to facilitate diagnosis, treatment, and the understanding of mental health 

conditions, thus improving outcomes and reducing associated stigma.83 Questionnaires and 

biomarkers could be useful in assessing these conditions - to paraphrase physicist Lord Kelvin 

“if you cannot measure it, you cannot improve it”.84 Therefore, reliable ways to measure and 

assess mental health parameters are of importance.  

 

1.2 Questionnaires 
One method that can be used to measure mental health symptoms are questionnaires. 

Numerous studies have been conducted to verify the validity and reliability of questionnaires 

in assessing mental health conditions, such as anxiety and depression.85-89 If administered 

properly, they can be very useful research tools. Questionnaires allow researchers to gather 

a significant amount of data quickly and at relatively little cost. They are also considered to be 

a very good method of obtaining quantitative data.90 

 
1.2.1 DASS-21 
One questionnaire that has been used to assess mental health parameters is the Depression, 

Anxiety, and Stress Scale (DASS). This questionnaire was designed to measure mental health 

aspects on three scales – Depression, Anxiety, and Stress. The Depression scale reflects self-

esteem and motivation, while the Anxiety scale reflects feelings of fear, panic, and arousal. 

The third scale, Stress, measures tension, irritability, and difficulty relaxing.91 The questions 

are in the format of a Likert scale and interpretation is based on the use of cut-off scores for a 

severity rating of ‘normal’ to ‘extremely severe’ (Appendix D). The short-form version of the 

DASS, which consists of 21 questions (DASS-21), was used in this study.  

 

One way to think about and visualise the symptoms of depression and anxiety is as a Venn 

diagram, whereby some symptoms appear in both conditions while some are unique to either 
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depression or anxiety.92 For example, low mood and negative emotions are unique to 

depression, whereas hyperarousal is unique to anxiety.92 Each scale of the DASS assesses 

unique features of each of the three conditions, which reduces the overlapping or 

intercorrelation of the measurements, thus increasing the ability to distinguish between 

depression, anxiety, and stress. Due to this setup, the DASS scales were found to have less 

overlap than other questionnaires such as the commonly used Beck Anxiety Inventory and 

Beck Depression Inventory,93 which means that the DASS may be better at discriminating 

between conditions than these other questionnaires. 

 

The DASS questionnaire was first developed in 1995 by Lovibond and Lovibond91 using a 

sample of almost 3000 participants. It has since been found to be a reliable and validated 

measure in a number of different populations including Canadian outpatients,94 Chinese 

hospital workers,95 rural Vietnamese women,96 Nepalese adults,97 British adults,86,98 Dutch 

substance-use disorder inpatients,99 Turkish university students,100 and Dutch first-year 

university students.101 A study conducted in a South African sample also found this to be true 

of the DASS-21 questionnaire.102 Thus, the DASS-21 can be considered reliable and valid in 

measuring depressive, anxious, and stressed symptoms in both clinical and non-clinical 

samples.  

 

In addition to the body of evidence suggesting the reliability and validity of the DASS-21 

questionnaire, its use is also favourable for other reasons. Unlike some questionnaires, the 

DASS is in the public domain, which means it can be used without permission or cost. 

Furthermore, the DASS is easy to use and administer and the scores are not significantly 

affected by gender,95 age or years of education,98 which simplifies interpretation. The short-

form version is preferable to the longer version with 42 questions because it is quicker to fill 

in, reducing the burden on respondents and potentially increasing response rates. The DASS-

21 also produces similar reliability and validity compared to the longer version.94,103 

 

The DASS questionnaire is a dimensional rather than a categorical measure. A categorical 

approach uses diagnostic criteria, such as in the DSM, to determine the presence or absence 

of abnormal behaviours, which is used to diagnose a patient with a disorder. Whereas, a 

dimensional assessment considers these disruptive behaviours on a continuum of frequency 

and/or severity.104 In other words, a dimensional approach comments on the severity of 

symptoms rather than the presence or absence of a diagnosed disorder. As such, The DASS 

should not be used to diagnose participants into discrete categories proposed in classification 

systems such as the DSM, but rather should be used as a screening tool to assess symptom 

severity. 
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Although mental health aspects can be determined through the administration of self-

assessment questionnaires, suitable physiological measurements may be necessary to 

complement and substantiate the questionnaire facets surveyed. Adjunct physiological 

biomarkers may contribute to the scientific understanding of mental well-being and may be 

advantageous in improving the management thereof. For example, some but not all depressed 

patients present with elevated inflammation,105 as such an inflammatory biomarker could be 

useful in identifying this subset of patients and thus prescribing an appropriate course of 

treatment. The contribution of biomarkers to mental health aspects is further discussed in the 

next section. 

 

1.3 Biomarkers 

Biomarkers have been gaining interest as tools to assist with the management of mental health 

disorders. Biomarkers are features that can be measured as an indicator of normal biological 

processes, pathogenic processes, or responses to an intervention.106 Suitable biomarkers are 

non-invasive, affordable, and easy to measure. These markers can be measured in many 

different ways, including the use of sensors, electrodes, imaging technology, or from samples 

of body fluids or tissues. For example, a biomarker that is regularly used in clinical practice is 

low-density lipoprotein found in the blood, which is used to assess cholesterol levels and the 

risk of atherosclerosis.107 

 

In relation to mental health, biomarkers could be used to facilitate diagnosis, elucidate 

underlying pathophysiology, predict and monitor clinical outcomes, and improve the 

understanding of these disorders.108-109 Additionally, biomarkers may help to improve the 

personalisation of mental health management and therapeutic outcomes,108 which is essential 

given the heterogeneous nature of mental health conditions.110 They could also be useful in 

the development of new drugs to treat mental health disorders107 and to predict the outcome 

of treatment, such as anticipating the efficacy and the likelihood of developing side effects.110 

For example, quantitative electroencephalography (discussed later in this chapter) has been 

used to predict antidepressant effectiveness.111-112 

 

Furthermore, the use of diagnostic criteria, such as those found in DSM, can lead to 

subjectivity and underdiagnosis or misdiagnosis,113 which largely contributes to the clinical and 

financial burden of mental health conditions.114 The use of biomarkers in conjunction with 

questionnaires may be necessitated to minimise this, by providing a potential solution to 

reduce diagnostic and treatment errors. For example, a patient may meet the criteria for 
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anxiety or depression, but the cause could be due to a different physical condition, such as 

autoimmune encephalitis,115 tumours,116-117 vitamin B12 deficiency,118 hypothyroidism, or 

Parkinson’s disease,119 to name a few.109 Therefore, biomarkers may be useful in confirming 

the mental condition diagnosis and prompting the physician to do further investigation and 

testing if necessary. Besides the use of biomarkers in verification to reduce misdiagnosis and 

to prescribe appropriate treatment, biomarkers may help to reduce the stigma associated with 

mental health. Biomarkers may also help patients to have more confidence and acceptance 

in that they were accurately diagnosed, which is something some patients struggle with.120 

Furthermore, the use of biomarkers in conjunction with a questionnaire may be of use given 

that people suffering from anxiety may have altered perceptions and introspection, thus 

physiological markers could be used to verify self-rated aspects of patient evaluation.121-123 

 

In addition to possible misdiagnosis of a physical disorder as a mental disorder, there is also 

a high rate of misdiagnosis between mental disorders, such as misdiagnosing bipolar disorder 

as major depressive disorder (MDD),124 which increases burden and cost.125-127 In these 

situations, biomarkers can also be of use; a recent study combined a questionnaire and blood 

biomarkers to create an algorithm to distinguish between bipolar disorder and MDD. The 

algorithm was found to improve the accuracy of diagnosis, and to reduce misdiagnosis of 

bipolar disorder as MDD.114 Considering this, biomarkers could aid in the identification and 

treatment of mental health disorders, although further research is required.114 

 

In summary, biomarkers may be of great assistance in reducing the increasing problem of 

mental health disorders.2 They could be used to confirm a diagnosis, identify subtypes of a 

disorder, identify the stage and severity of a disorder, help to redefine diagnostic categories, 

identify at-risk individuals, personalise treatment, predict treatment outcomes, and help to 

identify pathophysiology in mental health disorders.110,128 Additionally, current high rates of 

misdiagnosis and low response rates to treatment fuel the need for further research to improve 

the management and treatment of mental health conditions.110 However, sufficient evidence 

has not been established to verify the reliability, validity, and reproducibility of biomarkers in 

clinical use for mental health, therefore further research is required. 

 

Potential biomarkers of inflammation, autonomic activation, and brain activity in relation to 

mental health are discussed further in the upcoming sections. These biomarkers involve taking 

measurements from the fingers, heart, scalp, and urine.  
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1.4 Inflammation 
 
1.4.1 What is Inflammation? 
The inflammatory response is produced by the immune system. It is a defence mechanism 

against infection, general tissue injury, stress, and malfunction.129 It can be triggered by both 

infectious and non-infectious agents.130 These agents include exogenous inducers (i.e. 

microbes, irritants, allergens, and toxic compounds) and endogenous inducers (i.e. signals 

produced by stressed, damaged or otherwise malfunctioning tissues).129 Irrespective of the 

cause, inflammation is thought to be an adaptive response tasked with restoring homeostasis 

and removing detrimental stimuli.129 Acute inflammation is considered beneficial, however, 

when it becomes chronic, it can contribute to a variety of chronic inflammatory diseases, such 

as CVD, stroke, cancer, obesity, and diabetes.131-132 This is a concern given that inflammatory 

diseases are the largest cause of death worldwide.131 

 

Inflammatory responses are complex, involving many signalling molecules, cells, and 

elaborate regulatory networks. The process also depends on the location in the body and the 

nature of the initial stimulus.130 A generic inflammatory pathway consists of inducers, sensors, 

mediators, and effectors. Inducers are molecules that can cause an inflammatory response 

and they are detected by sensors. Sensors activate mediators which then alter the functions 

of effectors (cells and tissues).129 For example, cell-surface pattern receptors (sensors) can 

recognise detrimental stimuli (inducers) and cause the release of inflammatory mediators 

which recruit immune cells (effectors) to the affected site.130 

 

A site of inflammation is marked by increased blood flow, increased capillary permeability, 

leukocyte infiltration/recruitment, and localised mediator production – these aforementioned 

are the four main events of an inflammatory response.133 Inflammatory mediators include 

peptide mediators (e.g. cytokines, chemokines), lipid mediators (e.g. prostaglandins, 

eicosanoids, leukotrienes), reactive oxygen species (ROS), vasoactive amines (e.g. 

histamine), enzymes (e.g. matrix proteases), and products of proteolytic cascades.129,133 The 

type of mediators released depend on the trigger of inflammation, the inflammatory response 

stage, and the tissue involved.133 The production of mediators by leukocytes, namely tissue-

resident macrophages, after the initial recognition of infection or injury, have many effects. 

These effects include changes in vasculature permeability, which allows an exudate to form 

locally. This allows leukocytes and plasma proteins, which are normally restricted to the blood 

vessels, to gain access to the site.129 Particular mediators can act as chemoattractants to 

amplify the inflammatory process, and other mediators can leave the site of inflammation, 

entering circulation and exerting systemic effects. Consequently, inflammation at one site can 
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cause inflammation-driven changes in other sites.133 The release of chemoattractants from the 

inflammatory site promotes attraction and migration of leukocytes from the capillaries to the 

site,133 where they fight the infection or injury via phagocytosis, antibodies, antigen 

presentation, and/or the release of cytotoxic molecules.134 For example, neutrophils release 

toxic compounds, such as ROS, which are highly potent and nonspecific, thus damaging both 

microbial and host cells.135  

 

In a successful acute inflammatory response, the offending agent is eliminated and there is a 

resolution and repair phase. This is mediated mainly by tissue-resident and recruited 

macrophages.136-137 As such, macrophages are critical in the initiation, maintenance, and 

resolution of inflammation.138 When the acute response is not successfully resolved, chronic 

inflammation may occur. Reasons for unsuccessful resolution include genetic disorders, 

systemic metabolic dysregulation, macrophage dysfunction, and continuous insult.137  

 

Due to the cascade of molecules released during the inflammatory response, there are a 

number of potential biomarkers of inflammation. One such biomarker is discussed next. 

 

1.4.2 Neopterin: a biomarker of inflammation 
Neopterin is a molecule that forms part of the pteridine family. It is also known as 2-amino-4-

hydroxy-(erythro-1,2,3-trihydroxypropyl)-pteridine.139 Neopterin is synthesized from 

guanosine-5¢-triphosphate (GTP) and forms part of the tetrahydrobiopterin (BH4) synthetic 

pathway.140  

 

The main source of neopterin in humans is monocytes and macrophages, which produce 

neopterin when stimulated by interferon-g (IFNg); a cytokine produced by immune cells (Figure 

1).141 Activated T-lymphocytes, particularly Th1 cells, produce IFNg which stimulates 

macrophages, resulting in the production of neopterin.141-142 Therefore, neopterin is reflective 

of immune activation and is considered to be a non-specific biomarker of cell-mediated 

immunity,143-144 because it reflects the production and effects of IFNg, in addition to Th1 cell 

and macrophage activity. As such, neopterin has been used as a marker of immune activation 

during inflammation in a broad range of conditions, including cancer,143 CVD,145-146 and 

infectious diseases.147  
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Figure 1: Neopterin production. When macrophages are stimulated by interferon-g (IFNg), which is produced 
by Th1 cells (a type of T-lymphocyte), they produce neopterin and reactive oxygen species (ROS). Adapted 
from Murr et al. 2002.148 

 
The synthesis of neopterin starts with the conversion of GTP to 7,8-dihydroneopterin 

triphosphate (DHNTP) by the enzyme GTP-cyclohydrolase I. DHNTP is then converted to 7,8-

dihydroneopterin, which is converted to neopterin (Figure 2).140 Interferon-activated 

macrophages largely produce neopterin because IFNg stimulates the activity of GTP-

cyclohydrolase I, which leads to a build-up of DHNTP.149 In macrophages, DHNTP can be 

converted to 7,8-dihydroneopterin faster than it can be converted to BH4, because the BH4-

synthesising enzyme is slower and rate-limiting. As a result, IFNg increases neopterin 

production.149 

 

Neopterin and BH4 share a pathway, whereby the precursor DHNTP can be converted to either 

7,8-dihydroneopterin or BH4 (Figure 2).140 BH4 is an essential cofactor for the biosynthesis of 

dopamine, serotonin, and tyrosine.140,150 Inflammation and oxidative stress can result in 

decreased levels of BH4, which consequently decreases the availability of neurotransmitters 

such as dopamine.81,150-152 As such, neopterin may provide a link between mental health and 

inflammation, as it could reflect one mechanism by which immune system activation can affect 

neurotransmitters.152 In addition, neopterin levels have been found to change significantly 

during periods of psychological stress, suggesting a correlation between mental state and 

alterations in cell-mediated immunity.153 Furthermore, inflammation-induced stimulation of 

indoleamine 2,3-dioxygenase (IDO) and the kynurenine pathway can contribute to tryptophan 

depletion and decreased serotonin, which has been associated with depression69,72-73,80,154-155 

and anxiety.50,156 This relates to neopterin as tryptophan depletion and increased kynurenine 

have been found to be correlated with neopterin.154,157 Despite the potential mental health 

effects, tryptophan depletion by the immune system is purposeful, as it can reduce microbial 

proliferation.158 Considering these findings, neopterin has the potential to be an immunological 

marker for mental health conditions.  
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Figure 2: Inflammation, neurotransmitters, and neopterin synthesis. The left arm of the diagram shows 
neopterin synthesis. The enzyme GTP-cyclohydrolase I converts guanosine-5¢-triphosphate (GTP) to 7,8-
dihydroneopterin triphosphate (DHNTP). DHNTP can then be converted to 7,8-dihydroneopterin or 
tetrahydrobiopterin (BH4). BH4 is a cofactor of several enzymes and is involved in the production of nitric 
oxide, dopamine, serotonin, and tyrosine. Tyrosine is used to make dopamine, noradrenaline, and adrenaline. 
When interferon-g (IFNg) stimulates the activity of the enzyme GTP-cyclohydrolase I, it leads to a build-up of 
DHNTP which exceeds the capacity of the rate-limiting enzyme that converts DHNTP to BH4. This means 
more DHNTP is converted to 7,8-dihydroneopterin. Therefore, IFNg stimulation increases neopterin 
production. IFNg also stimulates the activity of indoleamine 2,3-dioxygenase (IDO) which converts tryptophan 
to kynurenine. This reduces the availability of tryptophan for the synthesis of serotonin. Kynurenine has some 
neurotoxic metabolites which affect glutamate neurotransmission and cause excitotoxic neuronal 
damage.72,81,159-160 Kynurenine metabolites also contribute to oxidative stress, neurodegeneration, depression, 
anxiety, and changes in cognition.69,81,159,161-163 Therefore, IFNg stimulation leads to greater production of 
neopterin and kynurenine, and it provides a mechanism by which inflammation can alter levels of 
neurotransmitters, namely, dopamine, serotonin, and glutamate. This diagram was designed with information 
from multiple sources.72,140,159,164 

 
Neopterin is not just a by-product of the BH4 pathway, it also has physiological roles. The 

precursor of neopterin, 7,8-dihydroneopterin, is an antioxidant which can react with and 

neutralize free radicals, such as ROS, to protect macrophages from oxidants through a 

scavenging reaction.165 Neopterin is a result of this reaction as oxidation of 7,8-

dihydroneopterin creates neopterin.140,165 Neopterin is also involved in modulating the 

cytotoxic effects of ROS released by activated macrophages.166 Therefore, neopterin levels 

can be considered an indirect marker of the amount of ROS and oxidative stress induced by 

the immune system.145,165  
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In terms of assessing immune activity, cytokines, such as IFNg, can be measured. However, 

monitoring neopterin instead may be superior as it is biochemically inert and has a longer half-

life. These properties allow neopterin to reach and stay in circulation, unlike other cytokines, 

which have a short half-life and may not reach circulation.145 Once in circulation, neopterin 

levels can be measured with ease due to its unchanged excretion by the kidneys,143 allowing 

it to be quantified in the urine using validated assays such as an enzyme-linked 

immunosorbent assay (ELISA).145,165 Thus, neopterin is a good potential biomarker as it is 

relatively easy to measure and can be obtained non-invasively. 

 

As neopterin is an inflammatory marker and inflammation is related to mental health 

(discussed in the next section), neopterin may be a viable biomarker for mental health 

symptoms and was therefore investigated in the present study. 

 
1.4.3 Inflammation and Mental Health 
Inflammation is thought to have many effects on the brain, resulting in cognitive decline, 

abnormalities in brain structure, changes in brain metabolism, and in the pathogenesis of 

neurodegeneration.82,167-168 As such, it is not surprising that there is increasing evidence 

suggesting a causal link between inflammation and the pathogenesis of neuropsychiatric 

disorders.82,169 One way in which inflammation may be involved in the pathophysiology of 

mental health conditions is the release of pro-inflammatory cytokines (PICs) which can 

influence feelings of anxiety and depression.170-174 This is due to PICs, such as IFNg, affecting 

the brain by altering neurotransmitter metabolism, neuroendocrine activity (HPA axis 

hormones), brain function, and synaptic plasticity. These changes have emotional, cognitive, 

and behavioural effects (Figure 3).77,81,173,175 Additionally, Bauer and Teixeira169 stated that 

“depression facilitates inflammatory reactions and inflammation promotes depression and 

other neuropsychiatric disorders”, which suggests a bidirectional effect between inflammation 

and mental health.  

 

Negative emotional states can be influenced by inflammation; daily social interactions that are 

negative and competitive are associated with heightened PIC activity176 and higher cytokine 

levels are associated with increased negative mood.177 Supporting this, interferon-a (IFNa) 

treatment produces negative biases in emotional processing, whereby patients can more 

accurately detect negative rather than positive facial expressions.178 Stimulated increases in 

PICs are also associated with negative mood, cognitive impairment, fatigue, changes in 

appetite, anhedonia, and social withdrawal.170 One mechanism by which inflammation can 

cause these changes is by affecting serotonergic neurotransmission. PICs, like IFNg, increase 
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the activity of the enzyme IDO, which leads to increased conversion of tryptophan to 

kynurenine instead of serotonin (Figure 2).170,179-180 Thus, PICs can increase tryptophan 

catabolism, leading to serotonin deficiency. In addition, increased kynurenine and its 

neurotoxic metabolites can affect glutamate neurotransmission and cause excitotoxic 

neuronal damage.72,81,159-160,164 These kynurenine metabolites also contribute to 

neurodegeneration, depression, anxiety, and changes in cognition.69,81,159,161-163 Figure 2 

demonstrates one way in which inflammation can affect the neurotransmitters, namely 

serotonin, dopamine, and glutamate, which as discussed previously, contribute to the 

pathophysiology of anxiety and depression.50,69-70,72-73 Therefore, inflammation is important 

when discussing mental health. In addition, inflammation may increase the interplay between 

emotional negativity and mental health vulnerability, and vice versa. 

 

The body of research investigating the links between mental health and inflammation is 

growing. Studies involving the effects of PICs on the brain suggest that inflammation may have 

a pivotal role in the pathophysiology and symptom severity of stress, anxiety, and depression, 

which is discussed next.105,169,181-187 

 

1.4.3.1 Inflammation and Stress 
Stress can influence inflammation as immune cells can respond to SNS and HPA axis signals, 

due to their expression of adrenergic and glucocorticoid receptors.188 This means that immune 

cells can be ‘informed’ about a stressor via catecholamines and glucocorticoids and then 

coordinate an appropriate response. Therefore, the immune system is involved in, and 

affected by the fight-or-flight response.188 In return, the immune system can affect the stress 

response. For example, PICs can activate the HPA axis at the level of the hypothalamus, the 

pituitary gland, and the adrenal gland, which causes the release of CRH, ACTH, and 

glucocorticoids.189 Therefore, the stress response and immune response do not function 

independently, but rather influence one another. 

 

Although stress is often thought to be immunosuppressive or anti-inflammatory, growing 

evidence shows that psychological stress can also activate an inflammatory response.177,190 

Normally the activation of the HPA axis and the consequent release of glucocorticoids 

modulates further immune responses.189 Typically, acute increases in glucocorticoid levels 

inhibit the production of PICs in the brain and decreases their transcription.25 However, chronic 

release of PICs and activation of their signalling pathways may disrupt glucocorticoid signalling 

by altering the function and number of glucocorticoid receptors, thus reducing the negative 

feedback loop between the HPA axis and the immune system.181-182 An example of this is 
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IFNg, which can reduce the number of glucocorticoid receptors through diminishing mRNA 

transcription (although this response appears to be tissue-specific).191 This results in a blunted 

response to glucocorticoids. The effects of this diminished glucocorticoid signalling (or 

glucocorticoid resistance) include altered feedback regulation of CRH, increased HPA axis 

activation, further release of PICs,66,77 and it contributes to the pathophysiology of diseases 

including depression.181-182 Therefore, chronic stress and HPA axis activation can result in 

increased inflammation, by altering responses to glucocorticoids which leads to insufficient 

signalling and diminished anti-inflammatory responses.66,192 

It should be noted that glucocorticoids are not solely immunosuppressive; they also prepare 

the body to respond to future stimuli by facilitating inflammatory responses. These actions 

include the stimulation and priming of peripheral monocytes and increasing their infiltration 

into the brain.25 

 
 

 

Figure 3: Stress and inflammation. Psychological stress can cause inflammation via the HPA axis and the 
SNS. The effects of stress include increased ROS, oxidative stress, pro-inflammatory cytokines, 
catecholamines, glucocorticoids, monocyte sensitisation & brain infiltration, and BBB disruption. 
Catecholamines and glucocorticoids can increase pro-inflammatory cytokines. ROS and pro-inflammatory 
cytokines both increase each other. These effects cause changes in neurotransmitters, brain function, 
behaviour, and mood. BBB - Blood-brain barrier; HPA - hypothalamic-pituitary-adrenal; IFNg - interferon-g; 
ROS - reactive oxygen species; SNS - sympathetic nervous system; D - change in. This diagram was adapted 
from Inserra et al. 201874 with additions from other sources.25,77,81,167,188 

 

Besides glucocorticoids, catecholamines are the other main group of molecules that are 

released by the stress response. Catecholamines facilitate the acute increase of cytokines in 

the brain and the periphery after stress exposure, via the activation of adrenergic receptors 

on immune cells.25,193 They are also involved in the recruitment of monocytes into the brain 
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and the stimulation of microglia. Although, it should be noted that catecholamines are not 

exclusively pro-inflammatory; they also mediate various anti-inflammatory responses.25  

 

Stress can disrupt the blood-brain barrier (BBB)194 allowing greater infiltration of cytokines and 

monocytes into the brain.195 As such, peripheral cytokines can induce central cytokines during 

stress.25 In addition to PICs affecting the HPA axis, they also influence neurotransmitter 

metabolism, as seen in changes in serotonin, dopamine, and noradrenaline metabolism in 

brain areas vital for the regulation of emotion and reward, resulting in cytokine-induced 

behavioural changes.77,81 Stress-induced production of cytokines (such as IFNg), and 

concomitant inflammation, decrease neurotrophins, neurogenesis, neuroplasticity, and 

monoamines (and their precursors). These effects contribute to increased depression and 

anxiety, thus providing a link between stress and mental health (Figure 3).74  

 

Monocytes are formed in the bone marrow. Through the effects of catecholamines and 

glucocorticoids on the bone marrow and lymph nodes, prolonged stress exposure can promote 

primed and glucocorticoid-insensitive monocytes to leave the bone marrow and enter 

circulation. These monocytes have an increased capacity to travel throughout the body, 

infiltrate the brain, and promote inflammation.196 Supporting this is a study that used social 

defeat stress. Social defeat uses social conflict to generate emotional and psychological 

stress.197 In this study, mice exposed to social defeat stress had higher monocyte infiltration, 

specifically in brain areas that are associated with anxiety.198 In addition to the altered 

distribution of primed monocytes, sensitisation of microglia are also suspected to be involved 

in anxious behaviour. Chronic stress can also alter the activation and morphology of microglia, 

which increases neuroinflammation.196 

 

Stress also leads to cytokine-induced production of ROS, which increases oxidative stress 

and activates a feedback loop which further increases cytokine production.74 Neurons are 

particularly susceptible to damage caused by oxidative stress, resulting in cognitive 

impairment and neurodegeneration.199 As such, increased oxidative stress may also be 

involved in the pathophysiology of depression (see 1.4.3.2 Inflammation and Depression) and 

increase the probability of developing comorbid illnesses, such as Alzheimer's, Parkinson's, 

multiple sclerosis, rheumatoid arthritis, chronic fatigue syndrome, chronic obstructive 

pulmonary disease, systemic lupus erythematosus, psoriasis, and diabetes.200 As there is an 

association between neopterin and oxidative stress,201 it is not surprising that neopterin may 

increase during times of psychological stress.153 
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In summary, PICs can be produced in response to psychological stress, which is considered 

to be a form of ‘sterile inflammation’, as it is an inflammatory response that occurs in the 

absence of infection.25 In addition to increased PIC production, stress activates the HPA axis 

and the SNS, which leads to the disruption of the BBB and the increased production of ROS, 

PICs, catecholamines, and glucocorticoids. These changes have many effects including 

increased oxidative stress, infiltration of monocytes into the brain, and neuroinflammation. 

Consequently, stress leads to changes in brain metabolism and function, as well as increasing 

the likelihood of comorbid illness, such as depression and anxiety (Figure 3).31-32  

 
1.4.3.2 Inflammation and Depression 
Depression has been found to be accompanied by inflammation and changes in cell-mediated 

immunity.77,202 There are associations between depression and increased leukocytes in 

circulation and in the brain.198,203 In addition, increased levels of PICs are found in a subset of 

depressed patients and these levels correlate with symptom severity.105,183-184 Although, this 

is not surprising considering the high rate of depression and inflammatory disease 

comorbidity.200,204  

 

Stimulated increases in PICs have been associated with symptoms such as cognitive 

impairment, anhedonia, fatigue, depressed mood, and social withdrawal.170,202 This is also 

supported by a study which found stimulated inflammation to be associated with levels of 

cognitive impairment and depressive symptoms in the following week.205 Moreover, another 

study found that the therapeutic administration of IFNa leads to depression in up to 50% of 

patients77 and a recent study found that peripheral inflammation precedes the onset of 

depression. In this recent study, the subsequent risk of developing depression between the 

ages of 9 and 18 years old was found to be related to interleukin (IL)-6 levels, whereby higher 

IL-6 levels increased the risk.206 Additionally, a meta-analysis found that non-steroidal anti-

inflammatory drugs (NSAIDs), particularly celecoxib, may have antidepressant effects.207 

Inflammation and cell-mediated immunity is thought to cause depressive-like behaviours 

through various mechanisms, such as altering neuroplasticity and neurotransmitter systems 

(e.g. the serotoninergic system).188,202 Considering this, inflammation may be a cause or a 

contributing factor in the pathophysiology of depression.  

 

Of particular interest are studies in which increased systemic IFNg and neopterin production 

have been found in depressed patients.74 A study using ex vivo peripheral blood mononuclear 

cells from depressed patients found that these cells displayed increased IFNg and neopterin 

production.154 Furthermore, a recent study found a correlation between elevated IFNg and 

depressive-like behaviour in rats.208 To support this, transcriptional levels of IFNg in multiple 



 20 

sclerosis patients correlated with depressive symptoms209 and some antidepressants have 

been found to suppress IFNg production.210 Additionally, a polymorphism in the IFNg gene has 

been associated with changes in key metabolites such as serotonin. This is due to IFNg 

transcriptionally inducing IDO, which degrades tryptophan and thus induces serotonin 

depletion. Therefore, it is suggested that carriers of the aforementioned polymorphism might 

be more susceptible to developing depression.80  

 

Oxidative stress also plays a role in the pathophysiology of depression and appears to be 

related to depression severity and duration.211-213 Relating to this is the finding that some 

antidepressants can reduce oxidative stress, and that antioxidants have shown antidepressant 

properties.214-215 As neopterin can be related to oxidative stress, it is not entirely surprising that 

multiple studies have found increased levels of plasma and urinary neopterin in depressed 

patients.144,152,154,216 In addition, neopterin is not significantly affected by psychotropic drug 

therapy, namely antidepressants, therefore neopterin may be a useful marker for measuring 

immunological changes in depressed patients.144  

 

In summary, as depression appears to be affected by inflammation, neopterin could be a 

potential biomarker thereof. However, it should be noted that neopterin cannot be used as a 

single marker for the diagnosis of mental health conditions; but should rather be combined 

with other measures and professional psychological assistance. This is compounded by 

conflicting results reported by some studies regarding neopterin concentration and mental 

health, thus further research is warranted into neopterin as a potential biomarker.  

 

1.4.3.3 Inflammation and Anxiety 
There is less research on the connection between anxiety and inflammation than there is on 

stress and depression. However, one study has found that men with anxiety disorders had 

low-grade systemic inflammation.217 In addition, social stress is linked to changes in the 

immune system and increased incidence of anxiety-related disorders.198 As discussed 

previously, stress leads to changes in the immune system and since there is an association 

between stress and anxiety,31 anxiety may also present with inflammation. This is supported 

by increasing evidence linking anxiety to conditions in which low-grade systemic inflammation 

is involved in the aetiology, such as CVD and atherosclerosis.185 

 

Research has mainly focused on post-traumatic stress disorder (PTSD), a type of anxiety 

disorder, in which higher levels of inflammatory markers have been found, including C-reactive 

protein,218 IL-1b, IL-6 and lower anti-inflammatory IL-4.185 As such, PTSD patients have been 
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found to show a low-grade systemic pro-inflammatory state, which relates to their PTSD 

symptom severity. Supporting this, a positive correlation between tumour necrosis factor-a 

(TNFa) and symptom severity has been found.185 Furthermore, other research has found 

correlations between PTSD, cortisol, neopterin,219 and elevated IFNg.186 Increased levels of 

the inflammatory markers have also been recorded in patients with panic disorder186 and 

generalized anxiety disorder (GAD).187 

 

Macrophages may provide a link between stress, anxiety, and inflammation. A murine study 

found that repeated social defeat, a form of social stress, primed and promoted the trafficking 

of peripheral macrophages into the brain, including infiltration into specific brain regions that 

respond to stress. These macrophages then alter the neuroinflammatory profile and promote 

anxiety-like behaviour.198 

 

In summary, inflammation and PICs may contribute to stress, anxiety, and depression through 

various mechanisms, such as activating the HPA axis and the SNS, disrupting the BBB, 

increasing oxidative stress, and increasing the infiltration of monocytes into the brain.195 Due 

to this association, neopterin was investigated in this study as a potential biomarker of 

inflammation in relation to mental health. In the next section, biomarkers of autonomic activity 

in connection to mental health aspects are discussed. 

 

1.5 Measures of Autonomic Nervous System Activity 
The main pathways activated by stressors are the SNS and HPA axis.27 The SNS is part of 

the ANS, which is the primary mechanism by which most of the bodily functions are 

unconsciously regulated e.g. heart rate, respiratory rate, and digestion.220 There are two 

branches of the ANS; the SNS and the parasympathetic nervous system (PNS). These two 

branches work antagonistically to regulate autonomic functions.221 During acute stress, the 

SNS is activated as part of the ‘fight-or-flight’ response to ensure survival. The PNS is involved 

in ‘rest-and-digest’ activities, thus PNS activation is decreased during periods of stress.221 

Fluctuations between SNS and PNS dominance is part of normal and healthy responses to 

maintain homeostasis, however, when stress becomes chronic, an imbalance between the 

SNS and PNS can result in negative health outcomes. Namely, chronic stress and the 

imbalance of the ANS are implicated in the pathogenesis of anxiety and depression.27 As such, 

measuring aspects of ANS activity and finding suitable biomarkers thereof may contribute to 

the management of mental health symptoms. 
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Heart rate variability (HRV) is a measure of ANS activity; it measures fluctuations in heartbeat 

intervals.222 As stated by Shaffer and Ginsberg,223 “a healthy heart is not a metronome; the 

oscillations of a healthy heart are complex and constantly changing, which allow the 

cardiovascular system to rapidly adjust to sudden physical and psychological challenges to 

homeostasis”. Therefore, HRV is indicative of ANS flexibility in response to stressors and can 

be used to assess the links between the stress response and neuropsychological 

parameters.222 Abnormalities in HRV may serve as a biomarker for various mental health 

disorders and stress-related variables.222,224 For example, there is an association between 

reduced HRV and mental health conditions, such as anxiety and depression.222,225 This is not 

entirely surprising given the high comorbidity observed between CVD and depression.226 

Conversely, higher HRV is associated with increased resilience; greater recovery from acute 

stressors; changes in cognitive performance and emotional regulation; and less vulnerability 

to depressive-like states.222 Due to this, HRV could serve as a measure of neuropsychological 

parameters and ANS activity. However, HRV should not be used as a single indicator or as a 

diagnosis. 

 
Other measures of ANS activity include blood-volume pulse (BVP) and electrodermal activity 

(EDA), which have been used as biomarkers of psychological arousal227 and emotional states 

such as depression.228 BVP is a measure of the volume of blood in the arteries, which is related 

to the constriction and dilation of the vessels.228 Greater vasoconstriction leads to a lower 

volume of blood in the vessels, so BVP decreases. Greater vasodilation leads to a greater 

volume, so BVP increases. Therefore, BVP is reflective of ANS activity, as autonomic 

activation of adrenergic receptors on blood vessels can cause vasoconstriction.228-230 Of 

relevance, ANS activity changes with emotions, thus an emotion like fear can lead to 

vasconstriction.231 

 

Previous research using BVP as a biomarker found it to be useful in measuring anxiety levels, 

although it was more accurate when combined in a model with other physiological 

measures.232 Another study used BVP to create a model for short-term anxiety recognition.233 

BVP might also be useful in assessing pain.234 Pain, like mental health, is subjective, thus BVP 

might be a potential biomarker for the quantitative and objective evaluation of subjective 

experiences. Little research has been done on the use of BVP as a biomarker, particularly in 

the area of mental health, thus warranting further investigation.  

 

EDA (also known as skin conductance) depends on the electrical conductivity of the skin, 

which is altered by sweat levels. ANS activity affects the amount of sweat on the skin due to 

eccrine sweat glands having sympathetic innervation. Thus, EDA can be used to measure the 
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sympathetic activity of the ANS.227-228 EDA could be used as a biomarker for mental health as 

studies have found electrodermal hypoactivity in depression. Thus, EDA can be useful in 

distinguishing depressive patients from healthy patients.228  

 

Blood pressure (BP) can also be used to assess ANS activity. For example, hypertension may 

be indicative of ANS abnormalities and imbalance.235 In addition, chronic stress has been 

shown to increase heart rate and BP.236 Given that many physiological systems influence BP, 

it cannot be used in isolation as a single biomarker for mental health conditions. This warrants 

further studies for its link and usefulness when combined with other measures. 

 

Due to the association between the ANS and mental health aspects,27 biomarkers of 

autonomic activity such as HRV, BVP, EDA, and BP may be of assistance. In addition to these 

markers, another method of measuring nervous system activity, particularly in the brain, is 

through the use of electroencephalography (EEG) and brain waves - this is discussed in the 

next section. 

 

1.6 Quantitative Electroencephalography (qEEG) 
 
1.6.1 Electric Signals 
The brain works by relaying signals between neurons. Signals arrive at the dendrites of 

neurons, where they are processed at the soma and may result in the production of an action 

potential (AP). The AP is then carried along the neuronal axon and transmitted to the dendrites 

of other neurons via synapses. These signals produce electromagnetic fields, which can be 

detected through the use of EEG.237 The electromagnetic field is formed through the 

production of local currents due to sodium, potassium, calcium, and chloride ion movement 

across neuron membranes when they are activated.238 

 

Two types of potentials contribute to the formation of electric currents in the brain: post-

synaptic potentials (PSPs) and APs. 

 

PSPs are signals in the dendrites. When an AP reaches the end of an axon terminal, it causes 

the release of neurotransmitters which affect the post-synaptic neuron’s membrane 

permeability. This results in the entry of ions, such as sodium and potassium ions, into the 

post-synaptic neuron, which increases the resting state potential for 10 milliseconds.237 
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Contrastingly, APs are signals that move along the axon. They occur if many post-synaptic 

potentials sum up. This results in the membrane potential of the soma reaching a threshold, 

which causes some voltage-gated channels to open, allowing cations to flow into the cell. This 

rapidly increases the potential inside the neuron and propagates the AP along the axon. 

However, the potential returns rapidly to its resting state in one millisecond.237 

 

APs and PSPs create movements of charges that result in some very small currents within 

the neuron, which create electromagnetic fields. However, these electromagnetic fields are 

minuscule and therefore cannot be measured outside of the head with EEG. For these signals 

to be detectable, they need to sum up. The duration of APs is only a millisecond, which makes 

it difficult for them to synchronize and sum up. In contrast, PSPs have a duration of 10 

milliseconds, making them more likely to sum up and produce measurable electromagnetic 

fields outside the head. However, the electrical currents produced by the neurons must have 

a common direction to sum up. The result is that about ten thousand neurons must produce 

field amplitudes that have a common direction to create an electric field which is detectable 

outside the head. The only neurons in the brain which have the organisation required to sum 

up PSPs are pyramidal cells.237 

 

Pyramidal cells make up about 70-80% of the neocortex. They are found primarily in the grey 

matter of the cerebral cortex and have a thick dendrite (called the apical dendrite) that extends 

toward the exterior of the cortex, perpendicularly to its surface.237 

 

In brief, the summed PSPs of pyramidal neuron dendrites in the cortex produce electric 

currents. These currents and differences in dipoles are mainly what EEG detects and 

records.238 

 

1.6.2 Electroencephalography (EEG) 
EEG is a medical imaging technique that measures the electrical activity of the brain. EEG 

uses electrodes that are placed on the scalp, which measure the electrical signals generated 

by brain structures.239-240 Therefore, EEG can determine the position and relative strength of 

electrical activity in different brain regions.240  

 

The presence of electrical currents in the brain was discovered by Richard Caton in 1875. He 

performed EEGs on the exposed brains of monkeys and rabbits. Later in 1924, Hans Berger 

reported that the human brain also produces electrical activity and that these currents could 

be measured on the scalp and thus could be recorded without opening the cranium. He noted 
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that electrical activity changed in the brain during different functional states (e.g. sleep, 

anaesthesia, hypoxia, epilepsy).240  

 

An EEG can record both normal and abnormal electrical activity in the brain, which makes it a 

helpful tool in the field of neurology and clinical neurophysiology.240 For example, EEG is used 

to diagnose and monitor a range of medical conditions including epilepsy, attention deficit 

hyperactivity disorder, tumours, encephalopathies, brain death, sleep disorders, and many 

other conditions.241-247 EEG is also used in research areas such as neuromarketing and 

psychology.239 Additionally, EEG can be used to study areas such as emotion, learning, 

memory, perception, attention, and language in adults and children.240  

 

An advantage of using EEG is that it is a non-invasive and painless technique which can be 

repeatedly applied to children and adults with minimal risk.240 Another advantage is the speed 

at which EEG records neural activity. Within fractions of a second after a stimulus, EEG can 

record complex patterns that occur in the brain.240  

 

Quantitative EEG (qEEG) involves the digitalisation of raw EEG measurements. Complex 

algorithms then allow for the creation of brain maps using the EEG readings. These maps can 

be used to examine the power, amplitude, coherence, and lag phase. There are two types of 

power measured by qEEG: absolute power (the electrical power at each site of measurement) 

and relative power (the distribution of power at one site compared to other sites).248 The 

electrical currents detected by an EEG are called brain waves; their functions and relevance 

are discussed next. 

 

1.6.3 Brain Waves 
Brain waves are measured from the peak of one wave to the peak of another and normally 

have an amplitude between 0.5 and 100 μV.240 They are measured in Hertz (Hz) cycles per 

second. There are four main categories of brain waves: delta (1-4 Hz), theta (4-8 Hz), alpha 

(8-12 Hz), and beta (12-38 Hz) (Figure 4). The brain also produces gamma waves, which are 

the highest frequency. However, the current clinical use of gamma waves is limited due to the 

current EEG technology, which does not effectively measure gamma waves due to muscle 

contamination.248 Different brain regions do not simultaneously produce the same frequency 

of brain waves, they produce varying amounts of each frequency. Therefore, signals between 

EEG electrodes consist of many waves that have differing characteristics. Even a single EEG 

recording will result in a large amount of data, which can make interpretation difficult.240  
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Figure 4: Different brain waves. Gamma is the highest frequency and delta is the lowest frequency.249  

Image licensed from Elsevier. License Number 5544221255028 

Different brainwaves are associated with different states. For example, when an individual’s 

eyes are open, beta waves are usually dominant. When an individual is relaxed or drowsy, 

alpha activity rises. As an individual moves into a sleep state, lower frequency waves such as 

theta and delta increase.240  

 

Alpha waves are the most studied of these waves and are usually recorded in the posterior 

and occipital regions of the brain,240 and tend to be higher in the right hemisphere.248 Alpha 

activity can be induced by relaxation and closing the eyes. It can be minimised by opening the 

eyes or by being alert e.g. thinking or calculating.240 These waves are associated with aiding 

mental coordination, mind/body integration, calmness, alertness, learning, and consolidating 

information. Alpha waves decrease in the brain as a result of falling asleep, focusing on tasks 

and also with ageing.248 Changes in normal alpha wave rhythms correlate with undesirable 

behaviours such as social withdrawal, depression, Parkinson’s disease, and cognitive 

decline.248 

Beta waves are associated with being awake, focused, conscious, alert, decision-making and 

problem-solving. Higher frequencies of beta are linked to integrating new experiences, very 

complex thoughts, and high anxiety or excitement levels.240 Abnormally high levels of beta 

have been associated with anxiety, insomnia, and migraines.248 
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Theta waves are associated with daydreaming, meditation, and sleep states. Excessive theta 

waves in wakeful states can lead to feelings of being scattered, lack of organisation, 

impulsivity, or attention disorders. The level of theta activity observed in the brain changes 

from childhood to adulthood.248 

 

Delta waves largely appear in the deepest stages of sleep. This stage of sleep is associated 

with being restorative, regenerative, and healing. High levels of delta waves are also 

associated with walking and talking whilst asleep. During wakeful hours, high delta activity 

makes it difficult to focus and perform conscious tasks.248 

 

1.6.4 qEEG and Mental Health 
Quantification of EEG recordings may give further insight into mental health and potential 

markers. For example, qEEG allows the identification of abnormalities, such as frontal alpha 

asymmetries that are often observed in depressed patients.250 A preliminary study also found 

that participants with higher activity in the right anterior of the brain reported a greater tendency 

to feel anxious a year later. Thus, right frontal EEG activity may act as a vulnerability marker 

and predict the future onset of anxiety symptoms.251 Other studies have also found greater 

relative right frontal EEG activity in those with anxious or depressive symptoms.251 The power, 

asymmetry, communication speed, and efficiency of different brainwave frequencies can be 

further investigated to find potential markers for mental health conditions. 

 

1.7 Rationale for the Study 
Student populations may have elevated stress and anxiety, especially Health Science 

students.15-19 Questionnaires are often used to assess symptom severity. However, in view 

that questionnaires do not elucidate underlying pathophysiology in individuals presenting with 

mental health symptoms, objective biomarkers may help to complement questionnaire scores. 

Therefore, the rationale for this study was to investigate the aforementioned biomarkers to 

complement the DASS-21 scoring system for anxiety and stress. The purpose of this was to 

contribute to furthering our knowledge and understanding of biomarkers in relation to mental 

health, thus furthering the potential benefits of using biomarkers in this field. 

 

1.8 Aims and Objectives 
The aim of this study was to investigate whether neopterin and certain neurophysiological 

measures could be used as complementary markers for stress and anxiety symptoms as 

determined by the DASS-21 questionnaire. 
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The objectives to accomplish the aim were to: 

1. Determine anxiety and stress symptom scores using the DASS-21 and to further 

stratify between participants with high and normal stress and anxiety scores. 

2. Compare neopterin levels between participants with high and normal stress and 

anxiety scores. 

3. Compare each neurophysiological measurement between participants with high and 

normal stress and anxiety scores. 

4. Identify which of the proposed markers correlate with the DASS-21 scores for stress 

and anxiety. 

 

 

This chapter introduced the topics of mental health, inflammation, measures of ANS activity, 

and qEEG. As there appears to be a link between inflammation and mental health, neopterin 

may be a useful biomarker to assess this relationship. In addition, there appears to be a link 

between ANS activity and mental health, thus neurophysiological biomarkers may be of use.  

 

The next chapter will highlight the methodology used to assess the biomarkers discussed 

(neopterin, HRV, BPV, EDA, BP, and qEEG) to determine if they correlate with scores of 

stress and anxiety. 
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Chapter 2 
2. Methods and Materials 
 
This chapter includes information on the participants and how they were recruited and 

assigned to either the Group A or B using the DASS-21 questionnaire. Furthermore, details 

on how each of the biomarkers was measured is discussed. A flow diagram outlining the study 

is shown below (Figure 5). 

 
Figure 5: Planned Research Methodology. BP – blood pressure; BVP – blood-volume pulse; DASS – 
Depression, Anxiety and Stress Scale; EDA – electrodermal activity; ELISA – enzyme-linked immunosorbent 
assay; HRV – heart rate variability; qEEG - quantitative electroencephalograph. 
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2.1 Materials 
A list of equipment and materials used for this study is detailed below: 

qEEG: • Earbuds 

• Nuprep Preparation gel (Weaver and Company, Aurora, United States) 

• Ten20 conductive paste (Weaver and Company, Aurora, United States) 

• 22 EEG grade Ag/AgCl electrodes (BrainMaster Technologies Inc., Bedford, 

United States) 

• 24-channel DC amplifier (BrainMaster Technologies Inc., Bedford, United 

States) 

• Brainmaster Atlantis and Discovery qEEG system (BrainMaster 

Technologies Inc., Bedford, United States) 

• Brain Avatar 4.6.4 software (BrainMaster Technologies Inc., Bedford, United 

States) 

• QEEG Pro program (BrainMaster Technologies Inc., Bedford, United States) 

 

HRV: • Zephyr BioHarness 3.0 (Medtronic PLC., Midrand, South Africa) 

• ModFLEX Mini Gateway USB, ProFLEX01-R2 for Zephyr (LS Research 

LLC., Chesterfield, United States) 

• Zephyr OmniSense Live software (Medtronic PLC., Midrand, South Africa) 

• OmniSense Analysis 3.9.7 software (Medtronic PLC., Midrand, South Africa) 

• Kubios HRV Standard 3.5.0 software (Kubious Oy., Kuopio, Finland) 

 

BVP & 
EDA: 

• Infiniti Pro biofeedback apparatus (Thought Technology Ltd., Montreal, 

Canada) 

• SC-Flex/Pro sensor (Thought Technology Ltd., Montreal, Canada) 

• BVP-Flex/Pro sensor (Thought Technology Ltd., Montreal, Canada) 

• BioGraph Infiniti 3.0 software (Thought Technology Ltd., Montreal, Canada) 

 

BP: • Clicks Upper Arm Blood Pressure Monitor GMDN: 16157 (Clicks Retailers 

(Pty) Ltd., Woodstock, Cape Town) 

ELISA: • Demeditec neopterin ELISA kit, purchased via Biocom Africa (Demeditec 

Diagnostics GmbH., Kiel, Germany) 

• 50ml urine collection vials 

• Double distilled water (purified via separations filter) 

• Adhesive light protection foil 
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• Disposable reagent reservoir, catalogue 097802 

• 200μl pipette tips 

• 1000μl pipette tips 

• Gilson 100μl and 1000μl single channel pipettes (Gilson Inc., Middleton, 

United States) 

• Gilson 200μl 8 x multichannel pipette Gilson Inc., Middleton, United States) 

• Orbital shaker, benchtop plates (Thermo Fisher Scientific Inc., Waltham, 

United States) 

• BioTek Epoch Photospectrometer, SN 255743 (BioTek Instruments, 

Winooski, United States) 

• BioTek Gen5 1.11 software (BioTek Instruments, Winooski, United States) 

 

2.2 Participants 
The participants for this study were students (³18 years old) from the Faculty of Health 

Sciences at the University of Pretoria. Approval for the recruitment of participants was 

obtained from the Research Ethics Committee (reference 210/2022, Appendix A) and the 

Dean of the Faculty of Health Sciences. The study was carried out in accordance with the 

POPI Act. These students were from any degree or year of study within the faculty. The 

research population was a convenience sample, and this was a non-interventional, 

observational, cross-sectional study. A total of 158 respondents completed the DASS 

questionnaire and biographical questionnaire. Of these, 78 respondents met the inclusion 

criteria and provided their email addresses. The inclusion criteria for this stage included 

signing informed consent, being ³18 years old, completing the questionnaires, enrolled in a 

degree in the Faculty of Health Sciences at the University of Pretoria, not having epilepsy or 

an infection, not taking medication that is anti-inflammatory or would affect EEG readings, and 

having DASS scores that were in the high or low range. 

 

The 78 respondents who met the inclusion criteria were invited via email to participate in the 

physiological measurements. The email provided information about the study, what to expect 

from the measurement session, and a link to book a time slot for the measurements. All 

recruitment and related administration were done by Rouxzan Cronjé.  

 

The participants were divided into Group A (n = 20) and Group B (n = 20) based on their DASS 

questionnaire scores. Participants qualified for Group A if they scored Moderate, Severe or 

Extremely Severe in the Anxiety and/or Stress categories of the DASS questionnaire. 
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Participants qualified for Group B if they scored Normal or Mild on all three DASS categories 

(see 2.3 Questionnaires for the scoring system). The reason for this division was to investigate 

if there were any differences in the physiological measurements between participants with 

high or normal DASS-21 scores. Additionally, the neopterin kit allowed for 40 samples (with 

two repeats). The use of 40 participants was also cleared by the biostatistician. The 

participants comprised the first twenty respondents who booked a slot and met the inclusion 

criteria for Group A and the first twenty respondents who booked and met the inclusion criteria 

for Group B. In other words, booking followed until a total of 40 participants, of which 20 with 

high DASS-21 scores and 20 with normal scores, were recruited. The sample cohort consisted 

of 40 participants, of whom 30 were female and 10 were male. The age range of the 

participants was 18-34 years old. 

 

Participants were not included if they did not sign informed consent, complete the 

questionnaires, and/or withdrew from the study at any time, thus not completing the 

measurements (qEEG, HRV, BP, BVP, EDA, and donate a urine sample). Other exclusion 

criteria included epilepsy, use of recreational drugs, use of medication that may alter EEG 

readings (e.g. barbiturates, antidepressants, antipsychotics, antihypertensives), use of anti-

inflammatory drugs, a chronic/recent infection, or an inflammatory disorder (e.g. diabetes, 

Crohn’s disease, inflammatory bowel disease, multiple sclerosis, Parkinson’s). These were 

determined using a biographical questionnaire (Appendix C). In line with the University of 

Pretoria’s Survey Policy, as well as the POPI act, students were not asked other biographical 

questions such as disclosing additional medication and supplements they might be taking. 

This was also done to shorten the questionnaire thus avoiding survey fatigue252-253 and to 

increase response rates.254  

 

2.3 Questionnaires 
The DASS was used to assess the perceived severity of depressive, anxious, and stressed 

symptoms. The short-form version of this scale, DASS-21, which consists of 21 questions, 

was used. The questions were divided into 3 scales which were designed to measure the 

emotional states of depression, anxiety, and stress in the participants. Each scale had 7 

questions. The DASS-21 questionnaire is a dimensional rather than a categorical assessment. 

A categorical approach to assessment relies on diagnostic criteria to determine the presence 

or absence of disruptive or abnormal behaviours, such as in the DSM. Whereas, a dimensional 

assessment places such behaviours on a continuum of frequency and/or severity.104 

Therefore, the DASS-21 was appropriate for this research context as the aim was to assess 
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symptoms and their severity in relation to biomarkers, and not to diagnose participants with a 

mental health disorder. 

 

Participants were asked to answer each of the questions using a rating of 0 to 3. A rating of 0 

indicated “Did not apply to me at all” and a rating of 3 indicated “Applied to me very much or 

most of the time”. The ratings were then tallied accordingly, and the resultant scores were 

used to assess whether the participant could be categorised as normal, mild, moderate, 

severe, or extremely severe for depression, anxiety or stress symptom severity.  

 

Participants qualified for the physiological measurements if they scored Moderate, Severe or 

Extremely Severe in the Anxiety (score ≥ 10) and/or Stress (score ≥ 19) categories of the 

DASS questionnaire. These participants comprised Group A. Participants also qualified for 

the physiological measurements if they scored Normal or Mild on all 3 DASS scales; Stress 

(score ≤ 18), Anxiety (score ≤ 9), and Depression (score ≤ 13). These participants comprised 

Group B. See Table 1 or Appendix D for the scoring system and more information. 

 

Students were informed about the study via announcements from lecturers or flyers pinned to 

announcement boards, where they could scan a QR code which took them to an online 

questionnaire (Appendix E). On the first page of the online questionnaire, they were provided 

with informed consent (Appendix B). This was followed by a short biographical information 

section (Appendix C) and the DASS questionnaire (Appendix D). The questionnaire was 

administered using Qualtrics Software (www.qualtrics.com). If students wished to participate 

in the physiological measurements, they could provide their email when filling in the 

questionnaire. However, the provision of an email address was an optional field, and this was 

made clear. Information relating to the physiological measurements was also provided. 
 
Table 1: DASS Scoring. The scores from the questionnaire were multiplied by two to calculate the final score. 

 Depression Anxiety Stress 
Normal 0-9 0-7 0-14 

Mild 10-13 8-9 15-18 

Moderate 14-20 10-14 19-25 

Severe 21-27 15-19 26-33 

Extremely Severe 28+ 20+ 34+ 

 

Taking ethical considerations into account, participants who met the inclusion criteria were 

anonymously referred to a qualified mental health practitioner (University of Pretoria assigned 
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psychologist) if their DASS scores indicated severe symptoms of depression, anxiety, or 

stress.  

 

2.4 Physiological Measurements 
Respondents were categorised as Group A, Group B, or neither group, based on their DASS 

scores (Table 1). From there, the respondents who had provided their email address while 

filling in the questionnaire were invited to participate in the physiological measurements. The 

biographical questions were also considered to identify if they met any of the exclusion criteria. 

Respondents who met the inclusion criteria were emailed with information about the 

physiological measurements as well as a link where they could book a time slot for the 

physiological measurements. Calendly (calendly.com) was used for the online booking 

software (Appendix F). Physiological measurements were recorded within a week or two after 

filling in the online questionnaire. Furthermore, in line with the University of Pretoria Survey 

Policy, the questionnaires were not administered again on the day of the physiological 

measurements. 

 

The measurements were recorded in an isolated office venue on the Prinshof Campus of the 

University of Pretoria. The participants were invited in and were asked to be seated on a chair. 

The participants were then asked to first put on the Zephyr chest strap, for the measurement 

of HRV. Thereafter, the EEG electrodes were placed on specific regions of their head. In 

addition, the sensors for BVP and EDA were placed on the fingertips. BP was measured 

before the commencement of the recordings for the other measurements. HRV, BVP and EDA 

were recorded for five minutes, concurrently with the EEG measurements, which consisted of 

seven minutes sitting with eyes closed and seven minutes with eyes open. BP was taken again 

at the end of the recordings and the participants were informed on how to donate a urine 

sample. The chest strap, finger sensors, and EEG electrodes were removed, and the scalp 

was cleaned of conductive paste. The participants were then directed to the nearest bathroom. 

Their urine sample was wrapped in foil for light protection, as per the neopterin ELISA protocol 

requirements. 

 

2.4.1 qEEG 
Each participant was asked to sit on a chair and their head was cleaned in the areas where 

the electrodes were placed. These areas were rubbed with Nuprep preparation gel using 

earbuds to remove dead skin cells, which allowed for good impedance of the electrodes, as 

dead skin cells result in electrical resistance. Thereafter, Ten20 conductive paste was placed 

on each of the 21 electrodes, which allowed them to adhere to the scalp. The EEG grade 
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Ag/AgCl electrodes were placed according to the 10-20 system as indicated in Figure 6 on 

either active or reference sites. Nineteen electrode-placement sites were active and thus 

measured the electrical activity of the brain. The two reference electrodes were placed on the 

bone behind each ear (mastoid). This site had no electrical activity; therefore, it could be used 

as a reference site to compare with the active sites. 

 

The placement of the electrodes for EEG measurements was standardised through the 

protocol dictated by the International Federation of Clinical Neurophysiology. This placement 

is called the 10-20 electrode placement protocol. The protocol prescribes the physical 

placement of 21 electrodes on the scalp. The reference points of the nasion, preauricular 

points and inion on the skull are used (Figure 6). These points are used to divide the skull into 

proportional positions which result in sufficient coverage of all the brain regions.239 The 

electrodes are labelled with a number and a letter. The letter is related to the brain lobe on 

which the electrode is placed. The four brain lobes are the frontal, temporal, parietal and 

occipital lobe. As such the electrodes are lettered F (frontal), T (temporal), P (parietal), O 

(occipital) and C (central), although there is no central lobe and this just refers to position. The 

numbers refer to which cerebral hemisphere the electrode is placed on. Even numbers are on 

the right hemisphere, and odd numbers are on the left.239 Z-letters instead of numbers are 

used for the electrodes placed on the midline or sagittal plane of the scalp. 

 

 

Figure 6: 10-20 Placement System. The international 10-20 system as seen from (A) left and (B) above the 
head. The reference points of the nasion, preauricular points and inion on the skull are used to divide the skull 
into proportional positions which result in sufficient coverage of all the brain regions. A - Ear lobe; C - central; Pg 
- nasopharyngeal; P - parietal; F - frontal; Fp - frontal polar; O - occipital.255  

Image licensed from PLSclear. License Number 81889 
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Once the electrodes were in place, the participant was asked to sit with their eyes closed for 

seven minutes (Appendix G). Thereafter, they were asked to sit for seven minutes with their 

eyes open and to just look at a point in the room. A 24-channel DC amplifier and Brainmaster 

Atlantis/Discovery system were required to measure the electrical activity. Brain Avatar 

software then recorded the electrical activity, which was measured as brainwaves. The Brain 

Avatar software (version 4.6.4) helped to remove artefacts such as muscle movement and eye 

blinks. The EEG data was filtered with a high-pass filter of 1 Hz and a notch filter of 50Hz. 

Lastly, the measurements from the 19 active electrodes (measured at a frequency of 1-45Hz) 

were transferred to the QEEG Pro program. This program analysed and compared the 

recordings to the qEEG-Pro normative database.  

 

The normative database was created using resting-state EEGs and questionnaire data from 

clients that visited a Neurofeedback Institute Netherlands between 2004 and 2013; there are 

10 of these institutes in the Netherlands. The participants consisted of 1696 clients who were 

between 4 and 82 years old. The questionnaire consisted of 292 rating-type questions that 

were based on the criteria of 46 DSM psychopathologies. The electrode sites were positioned 

according to the international 10-20 system (Figure 6).  

 

The qEEG measurements, as well as input for interpretation of the results, were conducted 

with the assistance of Dr Johanni Beukes, who is a Health Professions Council of South Africa 

(HPCSA) registered EEG Technician and Research Psychologist. She has also been trained 

by the Biofeedback Certification International Alliance (BCIA). All other measurements (HRV, 

BP, BVP, EDA, and neopterin) were recorded by Rouxzan Cronjé. 

 

2.4.2 Heart Rate Variability (HRV) 
HRV was measured using a chest strap, namely the Zephyr BioHarness. The chest strap was 

sanitised between uses. Once the chest strap was in place, the participant was required to sit 

still, while a five-minute recording was taken. This recording was done while the qEEG 

measurements were taking place, during the eyes-closed phase. Thereafter, the HRV data 

was transferred from the Zephyr OmniSense Live software to the OmniSense Analysis V3.9.7 

software. The chest strap was removed after the EEG recordings had concluded. 

HRV is a measure of the variation in the time interval between individual beat detections. 

Normal-to-normal (NN) intervals are measured as the intervals between adjacent QRS 

complexes.256 NN intervals are also known as RR intervals, as it is the time between R peaks, 

as seen on an electrocardiogram. NN intervals show small variations in the time interval 

between successive heartbeats. The standard deviation of the NN intervals (SDNN) was 
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measured by the chest strap, in milliseconds, which is the square root of variance. Since 

variance is mathematically equal to the total power of spectral analysis, SDNN reflects all the 

cyclic components responsible for variability in the period of recording.256 The ‘mean HRV’ 

parameter referred to in the Results and Discussion sections is the output value from the chest 

strap. 

The Kubios HRV Standard 3.5.0 software was also used for further HRV analysis. It produced 

indices in three categories: time-domain, frequency-domain, and non-linear.  

 

Time-domain indices of HRV quantify the amount of variability in measurements between beat 

intervals, which is the time period between successive heartbeats. In other words, it quantifies 

the amount of HRV observed during the monitoring period. The time-domain measurements 

used were mean RR, SDNN and root mean square of successive differences between normal 

heartbeats (RMSSD). Mean RR is the average R-R interval duration. RMSSD is calculated 

using each successive time difference between heartbeats in milliseconds (ms). Then, each 

of the values is squared and the result is averaged before the square root of the total is 

obtained. The RMSSD reflects the beat-to-beat variance in heart rate and reflects short-term 

HRV. The RMSSD is more influenced by the PNS than SDNN.223 

Frequency-domain indices calculate the absolute or relative power within four frequency 

bands. Heart rate oscillations are divided into ultra-low-frequency, very-low-frequency, low-

frequency (LF), and high-frequency (HF) bands. Power is the signal energy found within a 

frequency band. Five frequency-domain measures were investigated: LF peak, LF power, HF 

peak, HF power, and LF/HF ratio. LF peak is measured in Hz and is the peak frequency of the 

LF band (0.04-0.15 Hz). LF power is measured in ms2 and is the absolute power of the LF 

band (0.04-0.15 Hz). Respectively, HF peak and HF power are the same, except they measure 

the HF band (0.15-0.4 Hz). LF power may be produced by both the PNS and SNS. The HF 

band reflects parasympathetic activity. Finally, the LF/HF ratio is the ratio of LF to HF power, 

which can be used to estimate SNS or PNS activity. A low LF/HF ratio reflects parasympathetic 

dominance, while a high LF/HF ratio indicates sympathetic dominance, which occurs during 

fight-or-flight behaviours or parasympathetic withdrawal.223 

Non-linear measurements quantify the unpredictability and complexity of a series of interbeat 

intervals. Non-linear relationships between variables cannot be plotted as a straight line. For 

HRV, a Poincaré plot can be used (Figure 7), where every RR interval is plotted against the 

prior interval, which creates a scatter plot. Unlike frequency-domain measurements, Poincaré 

plot analysis is insensitive to changes in trends in the RR intervals. In a Poincaré plot, an 
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ellipse is fitted to the plotted points, from which non-linear measurements are derived; SD1, 

and SD2. SD1 measures short-term HRV and is calculated by the standard deviation of the 

distance of each point from the y = x-axis. SD2 measures short- and long-term HRV and is 

calculated by the standard deviation of each point from the y = x + average RR interval.223 

 
Figure 7: Representation of typical Poincaré Plots. The graph plots an RR interval against the preceding RR 
interval. Each couple of RR intervals is displayed as one dot in the graph. A spherical ellipse or an ellipse in the 
centre of the graph represents balance between sympathetic and parasympathetic activity (Plot A). A narrow ellipse 
or an ellipse in the lower quadrant represents sympathetic dominance (Plot B).257 The images were taken from 
participant results in the Kubios software.  

In summary, mean HRV, mean RR, SDNN, RMSDD, LF peak, HF peak, LF power, HF power, 

LF/HF ratio, SD1 and SD2 were used as different measures of HRV. 

2.4.3 Blood Pressure (BP) 
The first BP measurement was taken when the participant was seated on the chair after the 

EEG electrodes were placed on their scalp and the BVP and EDA sensors were attached to 

their fingers. They were asked to sit without crossing their legs, as crossing their legs could 

increase BP.258 Their BP was measured at this stage because the participant had been sitting 

still for at least 15min (while the EEG electrodes were placed), which allowed them to reach a 

resting state, whereby their systolic BP had mostly stabilised.259 The BP cuff was placed on 

their left arm. After measuring BP, the HRV, BVP, EDA, and EEG recordings were started. BP 

was measured again after the conclusion of these recordings. After the second BP 

measurement, all sensors and electrodes were removed from the participant. 

 

The BP of the participants was measured in mmHg using the Clicks Upper Arm Blood 

Pressure Monitor (Clicks GMDN: 16157), which is an automated blood pressure monitor. The 

systolic and diastolic BP was measured and recorded both pre- and post-EEG. 
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2.4.4 Blood-Volume Pulse (BVP) and Electrodermal Activity (EDA) 
The Infiniti Pro biofeedback apparatus was used to measure EDA (in µSiemens) and BVP (in 

beats/min and best average Fast Fourier transform statistical signals). To measure EDA, the 

electrodes were placed on the index and ring finger of the right hand. The maximum, minimum 

and mean amplitude of the BVP was measured, as well as the maximum, minimum and mean 

Fast Fourier transform (FFT) peak frequency. FFT is an algorithm that computes discrete 

Fourier transformation. It is used to calculate different frequency components in time-varying 

signals. Thus, it is used to make a frequency-domain (spectral) representation of the signal.260  

 

The BVP sensor was placed on the right middle finger, which used a non-invasive optical 

sensor to detect changes in light absorption density of the skin and tissue when illuminated. 

The light that was emitted from the sensor versus the light that returned to it was proportional 

to the volume of blood in the tissue.227,229  

 

2.4.5 Neopterin ELISA 
After the physiological recordings, participants provided a 50ml midstream urine sample. The 

samples were collected after the other measurements because it reduced the time between 

collecting the samples and storing them, which reduced the potential degradation of neopterin. 

Additionally, many of the participants were not ready to provide the donation upon arrival. 

Collecting the samples after instead of before the other recordings would not have had a great 

effect as the concentration of neopterin remains relatively stable.261 

 

The samples were aliquoted into Eppendorf (1.5 ml) tubes. The tubes were stored in the dark 

and covered with foil for light protection. All samples were stored frozen at around -20°C until 

the ELISA was performed.  

 

The Demeditec kit was used for the neopterin ELISA according to the manufacturer’s protocol. 

The kit was stored at 2-8°C and kept away from heat or direct sunlight before use. 

The first step of the ELISA was to pipette 20μL of the Standard, Control, and diluted urine 

samples into the respective wells of a microtiter plate. Samples were measured in duplicate 

on a 96-well plate thereby enabling the measurement of 40 samples together with six 

calibration standards and two quality controls. Then, 100μL of Enzyme Conjugate and 50μL 

of Neopterin Antiserum (rabbit) were pipetted into each well. After this, the plate was covered 

with black adhesive foil. The plate was incubated in the dark at room temperature (18-25oC) 

on an orbital shaker (500 RPM). The incubation time required was 90 minutes. Thereafter, the 
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adhesive foil was removed, and the plate was washed four times using 300μL of diluted Wash 

Buffer. The excess solution was removed by tapping the inverted plate on a paper towel. 

Following this, 150μL of 3,3'5,5'-Tetramethylbenzidine (TMB) Substrate Solution was pipetted 

using an 8-channel micropipette into each channel. Care was taken to avoid air bubble 

formation. The plate was incubated at room temperature for 10 minutes. Once this was done, 

the reaction was stopped by adding 150μL of TMB Stop Solution into each well. The content 

was mixed by gently shaking the plate. Within 15 minutes, the optical density of the sample 

was measured using a Biotek Epoch photospectrometer at 450 nm. The plate was read using 

Biotek Gen5 1.11 software. The intensity of the colour that developed after the plate was 

incubated was inversely proportional to the amount of neopterin in the sample.  

 

Neopterin concentration was determined using the standard curve, derived from the 

concentration and measurements of the calibration standards. Participants' samples were 

extrapolated from the standard curve using the calibration curve equation, which was in the 

form of 𝑦 = 𝑚𝑥 + 𝑐. The log concentration of each sample was calculated using 

log[𝑃𝑎𝑟𝑡𝑖𝑐𝑖𝑝𝑎𝑛𝑡	𝑛] = !"#$%&#	()*+,+%-	.#/0+*12,
3

. To find the concentration (in nM), these values 

were calculated as a power of 10 i.e. 10456[8%$*+,+)%/*	/]. Thereafter, the concentration was 

converted to µM/mol and multiplied by the dilution factor (ratio between urine sample and 

buffer solution). This gave the concentration of each sample in µmol neopterin/µmol creatinine. 

 

2.5 Data Capture and Statistical Analysis 
Data was collected for each participant using the different hardware and software mentioned. 

The data was then exported from the programs and captured in spreadsheets. Thereafter, 

IBM SPSS Statistics 28.0.1.0 software was used for analysis. The data was analysed by the 

biostatistician Andries Masenge and Rouxzan Cronjé. 

 

As the total sample size for the physiological measurements was already pre-determined in 

terms of the maximum sample capacity (n = 40) of the neopterin ELISA kit, the group size 

power calculation of alpha, for various dependents, was not calculated. 

 

The first step in statistical analysis was assessing the normality of the data, as this is a 

prerequisite for many statistical tests because normal data is an underlying assumption in 

parametric testing.262 

Therefore, all variables were tested for normality, using the Shapiro-Wilk test, to determine if 

a parametric or non-parametric test should be used for analysis. The Shapiro-Wilk test was 
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used as it is more appropriate for small sample sizes (n < 50) than the Kolmogorov-Smirnov 

test, which is used on larger sample sizes (n ≥ 50). 

 

If the p-value of a test statistic for the Shapiro-Wilk test is greater than 0.05, the null hypothesis 

that the variable is normally distributed cannot be rejected and thus the data is considered to 

be normal. If the p-value is below 0.05, then the data is considered to significantly deviate from 

a normal distribution.  

 

The independent samples t-test was used to determine if there was a significant difference in 

means between Group A and B. A p-value of less than 0.05 was considered significant. For 

variables which did not have a normal distribution, the Mann-Whitney U test (also known as 

the Wilcoxon Rank Sum Test) was also performed. The Mann-Whitney U test is the non-

parametric alternative test to the independent sample t-test. It is a non-parametric test that is 

used to compare two sample means that come from the same population and is used to test 

whether two sample means are equal or not.263 A p-value of less than 0.05 was considered 

significant for this test.  

 

For variables which were not normally distributed, the median, interquartile range (IQR), and 

p-value for the Mann-Whitney U test were also reported. Normality was determined by having 

a Shapiro-Wilk p-value of less than 0.05. For variables where no median, IQR, or Mann-

Whitney p-value is reported, normality was assumed. 

 

Spearman’s Rank Correlation was used as the measure of association between two variables 

as it can be used for data which is not normally distributed. Additionally, Spearman’s Rank 

Correlation is less sensitive to outliers than Pearson’s Correlation. As Spearman’s Rank 

Correlation measures the monotonic association between two variables, a positive correlation 

coefficient indicates that as one variable increases, so does the other, although this increase 

does not have to be linear. A negative correlation coefficient indicates that as one variable 

increases, the other variable decreases.  

 

 

This concludes the chapter on the methodology used in this study. Forty participants who filled 

in the online questionnaire and met the inclusion criteria partook in the physiological 

measurements: HRV, BP, BVP, EDA, and qEEG. They also donated a urine sample which 

was tested for neopterin via an ELISA. The next chapter presents the results of the 

measurements.  
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Chapter 3 
3. Results 
In this chapter, the results of the study are presented. Firstly, the results of the online 

questionnaire are shown. This is followed by the statistical comparison of the means of the 

different questionnaire scores and physiological biomarker parameters between Group A and 

B. Thereafter, correlations of these parameters are presented.  

 

3.1 Online Questionnaires 
There were 158 respondents who completed the online questionnaire, which consisted of 

biographical questions and the DASS-21. Table 2 shows the responses to the biographical 

questions. Of the 158 respondents, only 74 respondents met all the inclusion criteria for either 

Group A or B, in addition to providing their email addresses which indicated their interest in 

participating.  

Some respondents selected ‘Yes’ for taking medication that may affect EEG readings but did 

not list their medication. Of those who did list their medication, 13 were taking antidepressants. 
 

Table 2: Online Questionnaire Categorical Variables. 

Category Number Percentage 
Female 137 86.71% 
Male 21 13.29% 
Epilepsy 0 0.00% 
Using recreational drugs 9 5.7% 
Using EEG-affecting medication 32 20.25% 
Using anti-inflammatory medication 13 8.23% 
Recent or chronic infection 23 14.56% 
Inflammatory disorder 3 1.90% 
Provided email address 114 72.15% 
Meet all inclusion criteria 74 46.84% 
n = 158 

 
As indicated by Table 3, the mean stress score for all the respondents fell just into the 

Moderate category, which required a score of 19-25. The mean anxiety score fell between the 

Moderate (score 10-14) and Severe categories (score 15-19). The mean depression score fell 

into the Moderate category, which required a score of 14-20. This suggests that the average 

respondent was experiencing moderate symptoms of stress, anxiety, and depression. The 

age range for the respondents was 18-34 years old. 
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Table 3: Online Questionnaire Continuous Variables. 

 Year of 
study* Age Stress 

Score Anxiety Score Depression 
Score 

Mean  
± S.D. 3 ± 1.72 22.1 ± 2.76 19.28 ± 9.88 14.86 ± 10.25 15.61 ± 11.04 

   Moderate Moderate/Severe Moderate 
*The highest option on the questionnaire for Year of Study was “7th or more”, therefore, some respondents may 
have been in their 8th or 9th year, and it was counted as their 7th. 
n = 158 
  
The proportion of respondents who reported Normal, Mild, Moderate, Severe or Extremely 

Severe for each DASS-21 category is shown in Figures 8, 9, and 10. The Anxiety category 

had the highest scores, with 33% of respondents scoring Extremely Severe. When taking into 

account the 11% who scored Severe, a total of 44% of respondents, which is almost half, 

scored Severe or Extremely Severe for anxiety symptoms (Figure 9). 

 

 

Figure 8: Online Questionnaire Stress Scores. Severity labels were determined by the DASS-21 
recommended cut-off scores (n = 158). See Appendix C for the scoring system.  

37%

16%
17%

18%

12%

Online Questionnaire Stress Scores

Normal Mild Moderate Severe Extremely Severe



 44 

 

Figure 9: Online Anxiety Stress Scores. Severity labels were determined by the DASS-21 recommended cut-
off scores (n = 158). See Appendix C for the scoring system. 

 

 

Figure 10: Online Depression Stress Scores. Severity labels were determined by the DASS-21 recommended 
cut-off scores (n = 158). See Appendix C for the scoring system. 

 
3.1.1 Online Questionnaire Individual Questions 
The mean score for each individual question in the DASS-21 questionnaire is shown in Figure 

11. The question that had the highest mean (i.e. the respondents experienced it the most on 

average) was Question 1 “I find it hard to wind down”. This was followed by Question 5 “I found 

it hard to work up the initiative to do things” and Question 11 “I found myself getting agitated”. 

The two questions that scored the lowest mean (i.e. the respondents experienced it the least 

on average) were Question 21 “I felt that life was meaningless” and Question 4 “I experienced 

difficulty breathing”. 
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Figure 11: Mean scores of online DASS questions. Possible scores were between 0 (Did not apply at all) and 
3 (Very much or most of the time) (n = 158). 
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3.1.2 Online Questionnaire Correlations 
The Spearman’s Rank Correlation Coefficient showed significant correlations between the 

DASS categories (Table 4). The strongest correlation was between stress and anxiety with rs 

= 0.803 (p < 0.001). This suggests that there is a strong positive correlation between stress 

and anxiety, namely as one increases, so does the other. There was also a significant positive 

correlation between stress and depression (rs = 0.650; p < 0.001), and anxiety and depression 

(rs = 0.671; p < 0.001). These correlations can graphically be seen in Figures 12, 13 and 14 

(Note: the R2 values displayed in these figures are based on Pearson’s Correlation). 

 
Table 4: Online Questionnaire Scores Correlations. 

   
 

Spearman’s 
Coefficient p-value 

Stress Score and Anxiety Score 0.803 <0.001** 

Stress Score and Depression Score 0.650 <0.001** 

Anxiety Score and Depression Score 0.671 <0.001** 
** Correlation is significant at 0.01 level (2-tailed) 
n = 158 

  
A positive relationship between stress and anxiety can be seen in Figure 12. The R2 shown is 

based on Pearson’s Correlation Coefficient. As the R2 = 0.659 for this correlation, 65.9% of 

the variance could be accounted for by this relationship. 

 

 
Figure 12: Online Questionnaire Stress and Anxiety Scores Scatterplot (n = 158). 
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Figure 13: Online Questionnaire Stress and Depression Scores Scatterplot (n = 158). 

 

 
Figure 14: Online Questionnaire Anxiety and Depression Scores Scatterplot (n = 158). 

 
 
3.2 Participant Questionnaires 
The demographics and mean scores for Group A (n = 20) and Group B (n = 20) are shown in 

Table 5. The mean scores of Group B were in the Normal category for stress, anxiety, and 

depression. The mean scores of Group A were in the Moderate category for stress and 

depression, and in the Extremely Severe category for Anxiety. 
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Table 5: Participant Demographics. 

 Group Sex Year of 
study* Age Stress 

score 
Anxiety 
score 

Depression 
score 

Mean 
± S.D. 

A 18 Female 
2 Male 

3.45  
± 1.90 

22.35  
± 3.27 

24.10  
± 6.79 

20.60  
± 8.03 

15.80  
± 10.88 

B 12 Female 
8 Male 

4.00 
± 3.60 

23.85  
± 3.60 

9.20  
± 5.08 

4.65  
± 3.28 

5.20 
± 3.07 

*The highest option on the questionnaire for Year of Study was “7th or more”, therefore, some respondents may have been in 
their 8th or 9th year, and it was counted as their 7th. 
n = 40 

 

3.3 Mean Tests Between Groups 
 

3.3.1 DASS Scores 
 
There was a significant difference between the DASS scores of the Group A and B (p < 0.001 

for each category) (Table 6). This is not surprising considering that participants were 

separated based on their scores.  

 

For Group A, the mean scores were moderate for stress (24.10 ± 6.79), extremely severe for 

anxiety (20.60 ± 8.03), and mild/moderate for depression (13.22 ± 7.87). Severity categories 

were based on the DASS scoring system, as shown in Table 1. 

 

The mean scores for participants in Group B were Normal for the categories of stress (9.20 ± 

5.09), anxiety (4.65 ± 3.28) and depression (5.20 ± 3.07). Group B had less variation in scores 

than Group A, as can be seen in the standard deviations. 

 
Table 6: Mean of DASS Scores. 

 Mean ± SD t-test  
p-value 

Median (IQR) Mann-
Whitney 
p-value  Group A Group B Group A Group B 

Stress Score 24.10  
± 6.79 

9.20 
± 5.09 <0.001** - - - 

Anxiety Score 20.60  
± 8.03 

4.65  
± 3.28 <0.001** 20.00 

(11.00) 
4.00 

(7.00) <0.001** 

Depression 
Score 

13.22  
± 7.87 

5.20  
± 3.07 <0.001** 12.00 

(13.00)  
6.00 

(6.00) <0.001** 
The two-sided independent samples t-test was performed. df = 38. n = 40. 
The non-parametric Mann-Whitney U-test was also performed for variables which were not considered to be normally 
distributed (determined using the Shapiro-Wilk test). 
**. Difference in means is significant at the 0.01 level (2-tailed). 
*. Difference in means is significant at the 0.05 level (2-tailed). 
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3.3.2 Neopterin 
The concentration of neopterin was calculated using the values generated by 

photospectrometry and a calibration curve. There was a significant difference in the 

concentration of neopterin between Group A and B (Table 7). Group A had a higher 

concentration of neopterin than Group B (33.81 ± 22.80, 95% CI [22.47,45.15] vs. 13.22 ± 

10.5, 95% CI [8.29, 18.14]; p < 0.001). Group A also had a higher median than Group B (31.40 

vs. 10.47). 

 
Table 7: Mean of Neopterin Concentration. 

 Mean ± SD t-test  
p-value 

Median (IQR) Mann-
Whitney 
p-value  Group A Group B Group A Group B 

Neopterin 
(µmol neopterin/ 
µmol creatinine) 

33.81  
± 22.80 

13.22  
± 10.52 <0.001 31.40 

(38.39) 
10.47 

(15.47) 0.002** 

The two-sided independent samples t-test was performed. df = 38. n = 40. 
The non-parametric Mann-Whitney U-test was also performed as neopterin concentration was not considered to be normally 
distributed (determined using the Shapiro-Wilk test). 
**. Difference in means is significant at the 0.01 level (2-tailed). 
 
 
In addition to the mean test, a difference in median concentration (Group A 33.26 vs. Group 

B 10.47) and distributions can be seen in the neopterin boxplot (Figure 15). Only four 

participants in Group B had a concentration of higher than 20 µmol neopterin/µmol creatinine, 

which means that 80% of Group B had a concentration less than 20 µmol neopterin/µmol 

creatinine. In Group A, six participants had a concentration of less than 20 µmol 

neopterin/µmol creatinine, which means that 70% of Group A had a concentration higher than 

20 µmol neopterin/µmol creatinine. In summary, a large proportion of Group A exceeded 20 

µmol neopterin/µmol creatinine, whereas a large proportion of Group B was below this value. 
 

 

Figure 15: Boxplot of Neopterin 
Concentration. The boxplot shows 
the concentrations of neopterin 
between the Group A (n = 20) and 
Group B (n = 20). It also shows the 
percentage of participants above 
and below 20 µmol neopterin/µmol 
creatinine. A large proportion of the 
Group A (70%) had a concentration 
higher than 20 µmol neopterin/µmol 
creatinine, whereas a large 
proportion of the Group B (80%) 
was lower than this. The mean is 
represented by ´ 
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3.3.3 Heart Rate Variability 
Multiple HRV measures were analysed. Of these, only three measures showed a significant 

difference in mean between the groups (Table 8). For all three of these measures, Group A 

had a lower value than Group B: mean HRV (57.07 ± 15.36, 95% CI [49.88, 64.26] vs. 74.21 

± 15.61, 95% CI [68.80, 100.00]; p < 0.002), SDNN (54.48 ± 12.42, 95% CI [48.67, 60.30] vs. 

63.91 ± 14.27, 95% CI [57.23, 70.58]; p = 0.032), and SD2 (62.53 ± 14.66, 95% CI [55.67, 

69.39] vs. 75.97± 19.40, 95% CI [66.89, 85.04]; p = 0.018). Group A also had a lower median 

value for mean HRV compared to Group B (59.74 vs. 80.68). 

 
Table 8: Mean of Heart Rate Variability Parameters. 

 Mean ± SD t-test 
p-value 

Median (IQR) Mann-
Whitney 
p-value  Group A Group B Group A Group B 

PNS Index 2.64  
± 1.09 

2.12  
± 1.24 0.171 - - - 

SNS Index -1.80  
± 0.63 

-1.49  
± 0.84 0.204 -1.83 

(0.80) 
-1.64 
(1.38) 0.242 

Mean HRV 57.07  
± 15.36 

74.21  
± 15.61 0.002** 59.74 

(27.14) 
80.68 

(33.54) 0.001** 

Mean RR (ms) 1381.33 
± 196.74 

1259.49 
± 235.71 0.084 - - - 

SDNN (ms) 54.48 
± 12.42 

63.91 
± 14.27 0.032* - - - 

RMSDD (ms) 60.92 
± 15.51 

67.15 
± 14.87 0.202 - - - 

Peak LF (Hz) 0.074  
± 0.038 

0.066  
± 0.027 0.430 0.05  

(0.07) 
0.06  

(0.03) 0.845 

Peak HF (Hz) 0.186  
± 0.034 

0.186  
± 0.022 0.993 0.17  

(0.04) 
0.18  

(0.04) 0.614 

LF Power 
(ms2) 

1601.71  
± 993.97 

2031.41  
± 1306.90 0.254 1013.15 

(1895.61) 
2142.80 

(1876.49) 0.351 

HF Power 
(ms2) 

956.67  
± 644.01 

1254.97  
± 643.07 0.151 778.82 

(983.69) 
1036.40 

(1045.70) 0.149 

LF/HF 1.79  
± 0.78 

1.78  
± 1.18 0.991  1.54  

(1.15) 
1.68  

(2.03) 0.940 

SD1 (ms) 43.26 
± 11.02 

47.69 
± 10.55 0.202 - - - 

SD2 (ms) 62.53 
± 14.66 

75.97 
± 19.40 0.018* - - - 

The two-sided independent samples t-test was performed. df = 38. n = 40. 
The non-parametric Mann-Whitney U-test was also performed for variables which were not considered to be normally 
distributed (determined using the Shapiro-Wilk test). 
**. Difference in means is significant at the 0.01 level (2-tailed). 
*. Difference in means is significant at the 0.05 level (2-tailed). 
PNS - parasympathetic nervous system; SNS - sympathetic nervous system; HRV - heart rate variability; RR - R-R interval; 
SDNN - standard deviation of NN intervals; RMSDD - root mean square of successive differences between normal heartbeats; 
LF - low frequency; HF- high frequency. 
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3.3.4 Blood Pressure 
There was no significant difference between the mean systolic or diastolic blood pressure of 

Group A and B (Table 9). The mean of both groups was around normal blood pressure of 
:;<
=<

mmHg. Group A had a mean blood pressure of ::>.<=	±	=.@A
=:.B<	±	C.:D

 mmHg and Group B had a mean 

blood pressure of :;:.@B	±	:B.==
=:.:<	±	C.D=

 mmHg. 

 
Table 9: Mean of Blood Pressure.  

 Mean ± SD t-test p-value 
 Group A Group B 

Systolic BP (mmHg) 116.08 
± 8.45 

121.43 
± 13.88 0.149 

Diastolic BP  
(mmHg) 

81.30  
± 7.19 

81.10 
± 7.98 0.934 

A two-sided independent samples t-test was performed. df = 38. n = 40. 
BP - blood pressure 
 

Although the t-test did not show any significant difference, the spread of systolic BP values 

was larger for Group B than Group A, as can be seen in Figure 16 and by the greater standard 

deviation of Group A (± 8.45) compared to Group B (± 13.88). Both the groups had a similar 

value for quartile one (Group A 108.88 vs Group B 109.50), however, Group B had a higher 

value for quartile three (133.89mmHg) than Group A (123.13mmHg). The highest recorded 

mean systolic BP value for Group B was 138.5mmHg, compared to 130.5mmHg in the Group 

A. 

 

  
Figure 16: Boxplot of Systolic Blood Pressure (n = 40). The mean is represented by ´ 
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3.3.5 Blood-Volume Pulse 
There was no significant difference in the BVP measures between Group A and B (Table 10). 

Although the Mean BVP Amplitude of Group A (8.81 ± 4.18) was lower than Group B (11.84 

± 6.60), this difference did not reach significance (p = 0.091). 

 
Table 10: Mean Blood-Volume Parameters. 

 Mean ± SD t-test  
p-value 

Median (IQR) Mann-
Whitney 
p-value  Group A Group B Group A Group B 

Mean BVP Amplitude 
(%) 8.81 ± 4.18 11.84 ± 6.60 0.091 - - - 

Min BVP 
Amplitude (%) 3.57 ± 2.27 4.3 ± 2.28 0.278 3.22 

(3.64) 
3.88 

(3.69) 0.267 

Max BVP 
Amplitude (%) 19.90 ± 10.22 18.54 ± 10.02 0.672 - - - 

Mean BVP FFT Peak 
Frequency (Hz) 0.16 ± 0.07 0.13 ± 0.07 0.240 - - - 

Min BVP FFT Peak 
Frequency (Hz) 0.04 ± 0.06 0.04 ± 0.05 0.775 0.02 

(0.00) 
0.02 

(0.00) 0.820 

Max BVP FFT Peak 
Frequency (Hz) 0.28 ± 0.08 0.25 ± 0.08 0.106 - - - 
The two-sided independent samples t-test was performed. df = 38. n = 40 
The non-parametric Mann-Whitney U-test was also performed for Min BVP Amplitude as it was not considered to be normally 
distributed (determined using the Shapiro-Wilk test). 
BVP - blood-volume pulse; FFT - fast Fourier transform; Min - minimum; Max - maximum. 
 

3.3.6 Electrodermal Activity 
There was no significant difference in the mean EDA of Group A and B (Table 11). In fact, the 

means were almost the same (Group A 1.15 ± 0.86 vs. Group B 1.31 ± 1.18). This is also 

reflected by the Mann-Whitney p-value of 0.988. 

 
Table 11: Mean of Electrodermal Activity. 

 Mean ± SD t-test  
p-value 

Median (IQR) Mann-
Whitney 
p-value  Group A Group B Group A Group B 

Mean EDA 
(µSiemens) 1.15 ± 0.86 1.31 ± 1.18 0.647 0.99 (1.64) 1.15 (1.18) 0.988 

The two-sided independent samples t-test was performed. df = 38. n = 40 
The non-parametric Mann-Whitney U-test was also performed as EDA was not considered to be normally distributed 
(determined using the Shapiro-Wilk test). 
EDA - electrodermal activity. 
 

3.3.7 EEG Absolute Power 

Values were recorded in µV2. These values were then standardized using the qEEG-Pro 

normative database. The values for each participant were compared to the normative values 

of those with a similar age in the database. The z-score values for each electrode were used 

in the analysis. 
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3.3.7.1 Delta 
Only two electrodes showed a significant difference in absolute power in the delta band (Table 

12). The FP1 electrode showed greater mean absolute delta power in Group A than Group B 

(0.38 ± 0.48, 95% CI [0.12, 0.63] vs. -0.34 ± 0.72, 95% CI [-0.68, 0.01]; p = 0.002) (Figure 17). 

The other electrode that showed a significant difference was FP2, which also showed greater 

mean delta in Group A than Group B (0.63 ± 0.68, 95% CI [0.29, 0.97] vs. -0.26 ± 0.73, 95% 

CI [-0.60, 0.10]; p < 0.001) (Figure 18). This suggests that the absolute power of delta 

frequencies may be higher in the frontopolar cortex in the Group A. 
 
Table 12: Mean of Z-Delta Absolute Power. 

 Mean ± SD 
t-test 

p-value 

Median (IQR) Mann-
Whitney 
p-value 

Absolute 
Power 
Z-Delta  

Group A Group B Group A Group B 

FP1 0.38 ± 0.48 -0.34 ± 0.72 0.002** - - - 
FP2 0.63 ± 0.68 -0.26 ± 0.73 <0.001** - - - 
F7 0.58 ± 1.95 0.13 ± 1.91 0.461 0.55 (1.40) 0.30 (1.60) 0.301 
F3 -0.54 ± 3.19 -0.34 ± 2.44 0.829 -0.15 (1.60) 0.00 (1.60) 0.904 
Fz 1.09 ± 1.34 0.16 ± 2.00 0.090 0.85 (2.05) 0.30 (1.45) 0.127 
F4 -0.33 ± 3.31 -0.29 ± 2.52 0.970 0.60 (1.78) -0.35 (1.98) 0.414 
F8 0.67 ± 1.86 0.13 ± 1.78 0.354 0.95 (1.45) 0.45 (1.05) 0.134 
T3 0.76 ± 2.82 0.40 ± 1.94 0.646 0.85 (1.85) 0.70 (2.10) 0.341 
C3 -0.32 ± 3.37 -0.12 ± 2.59 0.838 0.15 (2.38) 0.05 (2.43) 0.925 
Cz -0.21 ± 3.90 -0.19 ± 2.94 0.985 0.25 (2.20) -0.15 (2.55) 0.583 
C4 -0.17 ± 3.46 -0.55 ± 2.73 0.706 0.10 (2.78) -0.10 (2.33) 0.314 
T4 0.62 ± 2.83 0.63 ± 1.40 0.983 1.25 (2.00) 0.50 (2.43) 0.301 
T5 -1.67 ± 3.85 -0.55 ± 1.86 0.249 -0.60 (5.38) -0.45 (2.43) 0.620 
P3 -0.81 ± 3.58 -0.26 ± 2.43 0.573 0.05 (2.53) -0.20 (2.08) 1.000 
Pz -1.03 ± 3.81 -0.95 ± 2.80 0.944 -0.40 (2.25) -0.30 (2.80) 0.883 
P4 -0.36 ± 3.49 -0.15 ± 2.62 0.835 0.35 (2.80) -0.20 (2.55) 0.841 
T6 -0.87 ± 2.76 -0.71 ± 3.14 0.869 -0.20 (2.50) -0.35 (2.33) 0.758 
O1 -1.70 ± 3.67 -0.81 ± 2.11 0.353 -1.00 (2.58) -0.90 (2.73) 0.585 
O2 -1.30 ± 2.70 -0.97 ± 1.93 0.664 -0.50 (2.28) -1.05 (2.15) 0.947 

The two-sided independent samples t-test was performed. df = 38. n = 40 
The non-parametric Mann-Whitney U-test was also performed for variables which were not considered to be normally 
distributed (determined using the Shapiro-Wilk test). 
**. Difference in means is significant at the 0.01 level. 
*. Difference in means is significant at the 0.05 level.  
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Figure 17: Boxplot of Absolute Power of Z-Delta at FP1. 

The mean is represented by ´ 

 
Figure 18: Boxplot of Absolute Power of Z-Delta at FP2.  

The mean is represented by ´ 

 

3.3.7.2 Theta 

None of the electrodes showed a significant difference in mean absolute power of theta 

between Group A and B (Table 13). 

 
Table 13: Mean of Z-Theta Absolute Power. 

 Mean ± SD 
t-test 

p-value 

Median (IQR) Mann-
Whitney 
p-value 

Absolute 
Power 

Z-Theta  
Group A Group B Group A Group B 

FP1 0.16 ± 2.42  0.70 ± 2.03  0.449 0.65 (2.48) 0.50 (1.50) 0.758 
FP2 1.13 ± 1.31  0.79 ± 1.99  0.522 1.20 (2.03) 0.60 (1.45) 0.565 
F7 0.97 ± 1.86  1.15 ± 2.07  0.774 1.35 (2.45) 0.85 (2.03) 0.883 
F3 0.04 ± 2.38  0.48 ± 2.16  0.540 0.20 (2.78) 0.25 (1.58) 0.659 
Fz 1.13 ± 1.29  1.01 ± 1.84  0.812 - - - 
F4 0.19 ± 2.39  0.56 ± 2.21  0.614 0.50 (2.88) 0.35 (1.98) 0.947 
F8 1.12 ± 1.75  1.15 ± 1.78  0.957 1.30 (2.03) 1.00 (1.15) 0.841 
T3 0.34 ± 1.99  0.69 ± 1.81  0.559 0.35 (2.53) 0.55 (1.48) 0.799 
C3 0.03 ± 2.27  0.37 ± 2.30  0.640 0.25 (2.68) -0.10 (2.38) 0.883 
Cz 0.07 ± 2.53  0.31 ± 2.64  0.766 0.30 (2.65) -0.25 (3.28) 0.718 
C4 0.03 ± 2.51  0.20 ± 2.29  0.824 - - - 
T4 0.73 ± 2.07  1.06 ± 1.22  0.549 1.10 (2.63) 1.00 (1.18) 0.820 
T5 -1.20 ± 2.48  -0.11 ± 1.54  0.103 -0.70 (3.35) -0.15 (1.13) 0.157 
P3 -0.27 ± 2.50  0.38 ± 2.14  0.382 -0.10 (2.48) 0.05 (1.80) 0.478 
Pz -0.43 ± 2.45  -0.14 ± 2.31  0.698 -0.15 (2.15) -0.40 (2.48) 0.947 
P4 0.13 ± 2.50  0.35 ± 2.13  0.761 -0.20 (2.33) 0.10 (2.60) 0.718 
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Absolute 
Power 

Z-Theta 

Mean ± SD t-test 
p-value 

Median (IQR) Mann-
Whitney 
p-value Group A Group B Group A Group B 

T6 -0.68 ± 1.73  -0.29 ± 2.03  0.517 -1.00 (2.73) -0.10 (1.53) 0.478 
O1 -1.29 ± 2.48  -0.30 ± 1.66  0.149 -0.75 (2.58) -0.60 (1.88) 0.369 
O2 -0.76 ± 1.77 -0.45 ± 1.60 0.559 -0.55 (2.55) -0.55 (0.80) 0.947 

The two-sided independent samples t-test was performed. df = 38. n = 40. 
The non-parametric Mann-Whitney U-test was also performed for variables which were not considered to be normally 
distributed (determined using the Shapiro-Wilk test). 
 
 
3.3.7.3 Alpha 
None of the electrodes showed a significant difference in mean absolute power of alpha 

between Group A and B (Table 14). Although the T5 and O1 electrodes did have a notable 

difference in mean, this difference did not reach significance. Group A had a lower mean at 

the T5 electrode than Group B (-1.65 ± 1.38 vs. -0.95 ± 1.18; p = 0.095). This was also the 

case for the O1 electrode (-1.72 ± 1.61 vs. -0.86 ± 1.23; p = 0.067). 

 
Table 14: Mean of Z-Alpha Absolute Power. 

 Mean ± SD 
t-test 

p-value 

Median (IQR) Mann-
Whitney 
p-value 

Absolute 
Power 

Z-Alpha  
Group A Group B Group A Group B 

FP1 -0.33 ± 1.52  0.35 ± 1.60  0.180 - - - 
FP2 0.17 ± 1.12 0.38 ± 1.60  0.633 - - - 
F7 0.09 ± 1.23  0.50 ± 1.60  0.369 - - - 
F3 -0.50 ± 1.54  0.07 ± 1.54  0.257 - - - 
Fz 0.03 ± 1.10  0.42 ± 1.58  0.377 - - - 
F4 -0.48 ± 1.56  0.11 ± 1.59  0.247 - - - 
F8 0.09 ± 1.28  0.46 ± 1.44  0.389 - - - 
T3 -0.42 ± 1.25  0.09 ± 1.31  0.219 - - - 
C3 -0.50 ± 1.50  0.04 ± 1.66  0.291 - - - 
Cz -0.41 ± 1.70  -0.03 ± 1.79  0.496 - - - 
C4 -0.65 ± 1.65  -0.23 ± 1.67  0.429 - - - 
T4 -0.31 ± 1.32  0.13 ± 1.08  0.255 - - - 
T5 -1.65 ± 1.38  -0.95 ± 1.18  0.095 - - - 
P3 -0.76 ± 1.71  -0.18 ± 1.54  0.266 - - - 
Pz -0.74 ± 1.75  -0.37 ± 1.60  0.490 - - - 
P4 -0.49 ± 1.64  -0.21 ± 1.59  0.580 - - - 
T6 -1.59 ± 1.05  -1.10 ± 1.39  0.221 - - - 
O1 -1.72 ± 1.61  -0.86 ± 1.23  0.067 - - - 
O2 -1.41 ± 1.34  -0.99 ± 1.24  0.316 - - - 

The two-sided independent samples t-test was performed. df = 38. n = 40. 
The non-parametric Mann-Whitney U-test was also performed for variables which were not considered to be normally 
distributed (determined using the Shapiro-Wilk test). 
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3.3.7.4 Beta 
None of the electrodes showed a significant difference in mean absolute power of beta 

between Group A and B (Table 15). 

 
Table 15: Mean of Z-Beta Absolute Power. 

 Mean ± SD 
t-test 

p-value 

Median (IQR) Mann-
Whitney 
p-value 

Absolute 
Power 
Z-Beta  

Group A Group B Group A Group B 

FP1 1.25 ± 1.48  1.53 ± 1.37  0.539 1.50 (1.55) 1.75 (1.53) 0.369 
FP2 1.70 ± 1.08  1.58 ± 1.34  0.757 - - - 
F7 1.67 ± 1.33  1.68 ± 1.47  0.982 - - - 
F3 0.78 ± 1.42  0.99 ± 1.36  0.644 - - - 
Fz 1.11 ± 0.85  1.62 ± 2.17  0.335 1.05 (1.03) 1.55 (2.03) 0.445 
F4 0.64 ± 1.38  1.10 ± 1.34  0.293 0.65 (1.48) 1.10 (1.68) 0.183 
F8 1.69 ± 1.32  1.84 ± 1.31  0.720 - - - 
T3 1.03 ± 1.45  0.91 ± 1.14  0.773 - - - 
C3 0.54 ± 1.31  0.97 ± 1.42  0.331 - - - 
Cz 0.46 ± 1.40  1.00 ± 2.10  0.349 0.65 (1.75) 1.10 (2.43) 0.529 
C4 0.38 ± 1.52  0.84 ± 1.50  0.342 - - - 
T4 1.16 ± 1.33  1.33 ± 1.30  0.677 - - - 
T5 -0.20 ± 1.83  0.10 ± 1.33  0.562 -0.20 (1.45) 0.35 (1.60) 0.429 
P3 0.28 ± 1.58  0.92 ± 1.61  0.216 - - - 
Pz 0.16 ± 1.56  0.53 ± 1.36  0.429 - - - 
P4 0.75 ± 1.64  0.86 ± 1.53  0.827 - - - 
T6 -0.18 ± 1.29  0.13 ± 1.77  0.536 - - - 
O1 -0.74 ± 1.92  0.04 ± 1.29  0.142 -0.40 (2.10) 0.30 (1.75) 0.165 
O2 -0.30 ± 1.39 -0.10 ± 1.15 0.623 - - - 

The two-sided independent samples t-test was performed. df = 38. n = 40. 
The non-parametric Mann-Whitney U-test was also performed for variables which were not considered to be normally 
distributed (determined using the Shapiro-Wilk test). 
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3.3.7.5 HiBeta 
None of the electrodes showed a significant difference in mean absolute power of hibeta 

between Group A and B (Table 16). 
 

Table 16: Mean of Z-HiBeta Absolute Power. 

 Mean ± SD 
t-test 

p-value 

Median (IQR) Mann-
Whitney 
p-value 

Absolute 
Power 

Z-HiBeta 
Group A Group B Group A Group B 

FP1 2.38 ± 1.95 2.24 ± 1.42 0.797 - - - 
FP2 2.88 ± 1.63 2.42 ± 1.40 0.344 - - - 
F7 2.78 ± 1.82 2.27 ± 1.59  0.351 - - - 
F3 2.11 ± 1.81  1.94 ± 1.42 0.743 - - - 
Fz 2.29 ± 1.49  2.38 ± 1.54  0.852 2.15 (1.73) 2.40 (1.38) 0.529 
F4 1.96 ± 1.77  1.93 ± 1.39  0.945 - - - 
F8 2.81 ± 1.79  2.52 ± 1.50  0.582 - - - 
T3 1.88 ± 1.47  1.43 ± 1.18  0.292 - - - 
C3 1.68 ± 1.74  1.73 ± 1.63  0.926 - - - 
Cz 1.46 ± 1.77  1.40 ± 1.75  0.915 - - - 
C4 1.53 ± 1.80  1.45 ± 1.49  0.879 - - - 
T4 1.90 ± 1.30  1.75 ± 1.47  0.735 - - - 
T5 1.09 ± 2.21  1.06 ± 1.56  0.961 - - - 
P3  1.54 ± 1.82  1.84 ± 2.03  0.625 1.50 (1.78) 1.60 (1.25) 0.678 
Pz 1.42 ± 1.80  1.37 ± 1.35  0.921 1.60 (1.90) 1.30 (1.23) 0.841 
P4 1.96 ± 1.70  1.61 ± 1.50  0.494 1.60 (1.85) 1.95 (1.35) 0.947 
T6 1.00 ± 1.66 0.98 ± 1.88  0.979 - - - 
O1 0.70 ± 2.09  0.81 ± 1.35  0.851 - - - 
O2 0.91 ± 1.55 0.70 ± 1.24 0.647 - - - 

The two-sided independent samples t-test was performed. df = 38. n = 40. 
The non-parametric Mann-Whitney U-test was also performed for variables which were not considered to be normally 
distributed (determined using the Shapiro-Wilk test). 

 

3.3.8 EEG Relative Power 
Values were recorded in µV2. These values were then standardised using the qEEG-Pro 

normative database. The values for each participant were compared to the normative values 

of those with a similar age in the database. The z-score values for each electrode were used 

in the analysis. 

 

3.3.8.1 Delta 
The only electrodes that showed a significant difference in the mean relative power of delta 

were FP2 (p = 0.005) and Fz (p = 0.038) (Table 17). The mean at FP2 was significantly higher 

in Group A (-2.00 ± 1.82, 95% CI [-1.89, -0.88]) than in Group B (-2.81 ± 1.77, 95% CI [-3.53, 

-1.93]) (Figure 19). The mean at Fz was also significantly higher in Group A (-1.74 ± 2.11, 

95% CI [-2.72, -0.75]) than Group B (-3.98 ± 3.75, 95% CI [-5.73, -2.23]) (Figure 20). More 



 58 

importantly for Fz, the median of Group A (-1.65), was higher than the median of Group B (-

4.15). 

 
Table 17: Mean of Z-Delta Relative Power. 

 Mean ± SD 
t-test 

p-value 

Median (IQR) Mann-
Whitney 
p-value 

Relative 
Power 
Z-Delta 

Group A Group B Group A Group B 

FP1 -2.00 ± 1.82  -2.81 ± 1.77  0.164 - - - 
FP2 -1.39 ± 1.08  -2.73 ± 1.71  0.005** - - - 
F7 -1.49 ± 1.45  -2.10 ± 1.61  0.216 - - - 
F3  -2.65 ± 2.41  -3.19 ± 2.50  0.491 - - - 
Fz -1.74 ± 2.11  -3.98 ± 3.75  0.025* -1.65 (2.80) -4.15 (4.38) 0.038* 
F4 -2.41 ± 2.52  -3.34 ± 2.44  0.243 - - - 
F8 -1.37 ± 1.38  -2.13 ± 1.63  0.118 - - - 
T3 -1.57 ± 2.44  -2.13 ± 2.05  0.433 - - - 
C3 -2.37 ± 2.64  -3.43 ± 2.92  0.233 - - - 
Cz -2.36 ± 3.13  -3.51 ± 3.22  0.259 - - - 
C4 -1.78 ± 2.54  -3.07 ± 2.62  0.123 - - - 
T4 -2.03 ± 2.67  -2.35 ± 2.83  0.715 -1.30 (2.85) -1.50 (2.85) 0.820 
T5 -2.22 ± 3.42  -1.55 ± 2.39  0.480 - - - 
P3 -2.73 ± 3.29  -3.71 ± 3.84  0.389 - - - 
Pz -2.82 ± 3.36  -3.94 ± 3.62  0.317 - - - 
P4 -3.00 ± 3.54  -3.26 ± 3.70  0.818 - - - 
T6 -0.87 ± 2.31 -1.46 ± 2.77  0.469 - - - 
O1 -1.45 ± 2.85  -2.00 ± 2.88  0.547 - - - 
O2 -1.69 ± 2.83 -1.86 ± 2.66 0.841 - - - 

The two-sided independent samples t-test was performed. df = 38. n= 40. 
The non-parametric Mann-Whitney U-test was also performed for variables which were not considered to be normally 
distributed (determined using the Shapiro-Wilk test). 
**. Difference in means is significant at the 0.01 level. 
*. Difference in means is significant at the 0.05 level. 

 

 
Figure 19: Boxplot of Relative Power of Z-Delta at FP2. 

The mean is represented by ´ 

 

 
Figure 20: Boxplot of Relative Power of Z-Delta at Fz. 

The mean is represented by ´ 
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3.3.8.2 Theta 
The mean values for the relative power of theta at each electrode were mostly similar between 

the groups (Table 18). None of the means were found to be significantly different. 
 
Table 18: Mean of Z-Theta Relative Power. 

 Mean ± SD 
t-test 

p-value 

Median (IQR) Mann-
Whitney 
p-value 

Relative 
Power 

Z-Theta 
Group A Group B Group A Group B 

FP1 -1.21 ± 1.09  -0.71 ± 1.53  0.242 - - - 
FP2 -0.98 ± 1.06  -0.73 ± 1.44  0.544 - - - 
F7 -1.42 ± 1.19  -0.99 ± 1.49  0.320 - - - 
F3 -1.39 ± 1.39  -1.32 ± 1.51  0.871 - - - 
Fz -0.81 ± 1.03  -1.44 ± 2.01  0.220 -0.75 (1.43) -0.80 (2.25) 0.398 
F4 -1.17 ± 1.18  -1.32 ± 1.59  0.728 - - - 
F8 -1.12 ± 0.95  -1.01 ± 1.26  0.757 - - - 
T3 -2.02 ± 1.33  -1.38 ± 1.59  0.176 - - - 
C3 -1.31 ± 1.18  -1.63 ± 1.32  0.424 - - - 
Cz -1.32 ± 1.19  -1.52 ± 1.45  0.635 - - - 
C4 -1.05 ± 1.21  -1.17 ± 1.25  0.750 - - - 
T4 -1.56 ± 1.71  -1.25 ± 1.68  0.567 -1.10 (2.43) -1.15 (1.98) 0.698 
T5 -1.47 ± 2.02  -0.65 ± 1.18  0.128 -1.05 (1.65) -0.70 (1.45) 0.341 
P3 -1.36 ± 1.28  -1.60 ± 1.62  0.599 - - - 
Pz -1.42 ± 1.47  -1.60 ± 1.65  0.710 - - - 
P4 -1.50 ± 1.78  -1.40 ± 1.58  0.845 - - - 
T6 -0.65 ± 1.11  -0.62 ± 1.18  0.935 - - - 
O1 -0.92 ± 1.33  -0.88 ± 1.45  0.928 - - - 
O2 -0.80 ± 1.31 -0.83 ± 1.54 0.947 - - - 

The two-sided independent samples t-test was performed. df = 38. n = 40. 
The non-parametric Mann-Whitney U-test was also performed for variables which were not considered to be normally 
distributed (determined using the Shapiro-Wilk test). 
 
 
3.3.8.3 Alpha 
There were quite a few electrodes that showed a difference in the mean relative power of 

alpha, although these did not reach significance (Table 19). Of these electrodes, all of them 

had a lower mean in Group A compared to Group B: FP1 (-1.40 ± 1.37 vs. -0.48 ± 1.53; p = 

0.051) (Figure 21), FP2 (-1.45 ± 1.45 vs. -0.55 ± 1.54; p = 0.066), F7 (-1.54 ± 1.32 vs. -0.78 ± 

1.46; p = 0.092), T5 (-2.47 ± 1.32 vs. -1.81 ± 1.11; p = 0.096), and O1 (-2.49 ± 1.21 vs. -1.82 

± 1.12; p = 0.079). This is suggestive of Group A having lower alpha relative to other brain 

areas in the front and the left back of the brain, although these differences were not significant. 

The only electrode with a significant difference was T3 (p = 0.033); Group A had a lower mean 

(-2.03 ± 1.09, 95% CI [-2.54, -1.52]) than Group B (-1.20 ± 1.29, 95% CI [-1.80, -0.59]) (Figure 

22). This suggests reduced relative alpha activity in the temporal lobe, near the left ear. 
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Table 19: Mean of Z-Alpha Relative Power. 

 Mean ± SD 
t-test 

p-value 

Median (IQR) Mann-
Whitney 
p-value 

Relative 
Power 

Z-Alpha  
Group A Group B Group A Group B 

FP1 -1.40 ± 1.37  -0.48 ± 1.53  0.051 - - - 
FP2 -1.45 ± 1.45  -0.55 ± 1.54  0.066 - - - 
F7 -1.54 ± 1.32  -0.78 ± 1.46  0.092 - - - 
F3 -1.68 ± 1.35  -1.02 ± 1.39  0.135 - - - 
Fz -1.51 ± 1.29  -1.02 ± 1.32  0.239 - - - 
F4 -1.69 ± 1.37  -1.05 ± 1.42  0.153 - - - 
F8 -1.55 ± 1.31  -0.86 ± 1.40  0.115 - - - 
T3 -2.03 ± 1.09  -1.20 ± 1.29  0.033* - - - 
C3 -1.57 ± 1.27  -1.15 ± 1.26  0.300 - - - 
Cz -1.54 ± 1.39  -1.16 ± 1.36  0.395 - - - 
C4 -1.76 ± 1.26  -1.24 ± 1.19  0.192 - - - 
T4 -1.99 ± 1.23  -1.45 ± 1.20  0.167 - - - 
T5 -2.47 ± 1.32  -1.81 ± 1.11  0.096 - - - 
P3 -1.78 ± 1.30  -1.41 ± 1.14  0.350 -1.80 (2.48) -1.65 (2.25) 0.221 
Pz -1.68 ± 1.28  -1.36 ± 1.19  0.416 -1.35 (2.35) -1.25 (2.40) 0.369 
P4 -1.75 ± 1.35  -1.38 ± 1.16  0.360 -1.55 (2.00) -1.20 (2.18) 0.414 
T6 -2.45 ± 0.94  -1.96 ± 1.07  0.133 - - - 
O1 -2.49 ± 1.21 -1.82 ± 1.12  0.079 -2.45 (1.70) -1.75 (2.43) 0.096 
O2 -2.30 ± 1.15 -1.84 ± 1.16 0.216 -2.30 (2.00) -1.45 (2.30) 0.157 

The two-sided independent samples t-test was performed. df = 38. n = 40. 
The non-parametric Mann-Whitney U-test was also performed for variables which were not considered to be normally 
distributed (determined using the Shapiro-Wilk test). 
 

 

 
Figure 21: Boxplot of Relative Power of Z-Alpha at FP1. 

The mean is represented by ´ 

 

 
Figure 22: Boxplot of Relative Power of Z-Alpha at T3.  

The mean is represented by ´ 
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3.3.8.4 Beta 
None of the electrodes showed a significant difference in mean relative power of beta between 

Group A and B (Table 20). 
 
Table 20: Mean of Z-Beta Relative Power. 

 Mean ± SD 
t-test 

p-value 

Median (IQR) Mann-
Whitney 
p-value 

Relative 
Power 
Z-Beta  

Group A Group B Group A Group B 

FP1 0.76 ± 1.64  0.81 ± 1.55  0.922 - - - 
FP2 0.07 ± 0.99  0.75 ± 1.61  0.115 - - - 
F7 -0.08 ± 1.19  0.03 ± 1.38  0.798 - - - 
F3 0.16 ± 1.29  -0.07 ± 1.27  0.591 - - - 
Fz -0.44 ± 0.93  0.16 ± 1.72  0.177 -0.25 (0.83) 0.05 (1.88) 0.301 
F4 -0.21 ± 1.24  -0.09 ± 1.46  0.781 - - - 
F8 -0.09 ± 1.25  0.21 ± 1.23  0.457 - - - 
T3 -0.45 ± 1.12  -0.53 ± 1.00  0.812 - - - 
C3 -0.23 ± 1.23  -0.25 ± 1.25  0.970 - - - 
Cz -0.37 ± 1.54  0.11 ± 1.76  0.370 - - - 
C4 -0.32 ± 1.33 0.10 ± 1.39  0.341 - - - 
T4 -0.41 ± 1.04 -0.31 ± 0.79  0.734 -0.30 (1.25) -0.15 (1.28) 0.883 
T5 0.19 ± 1.33  -0.23 ± 1.12  0.288 - - - 
P3 -0.22 ± 1.56  -0.34 ± 1.40  0.799 - - - 
Pz -0.21 ± 1.69  -0.18 ± 1.53  0.946 - - - 
P4 -0.23 ± 1.38  -0.27 ± 1.42  0.920 - - - 
T6 0.18 ± 1.09  0.14 ± 1.19  0.924 - - - 
O1 0.01 ± 1.59 -0.19 ± 1.34  0.669 - - - 
O2 0.11 ± 1.47 -0.13 ± 1.04 0.571 - - - 

The two-sided independent samples t-test was performed. df = 38. n = 40. 
The non-parametric Mann-Whitney U-test was also performed for variables which were not considered to be normally 
distributed (determined using the Shapiro-Wilk test). 
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3.3.8.4 HiBeta 
None of the electrodes showed a significant difference in mean relative power of beta between 

Group A and B (Table 21). 
 

Table 21: Mean of Z-HiBeta Relative Power.  

 Mean ± SD 
t-test 

p-value 

Median (IQR) Mann-
Whitney 
p-value 

Relative 
Power 

Z-HiBeta  
Group A Group B Group A Group B 

FP1 2.63 ± 2.37  1.96 ± 2.51  0.388 - - - 
FP2 1.87 ± 1.99  2.10 ± 2.47  0.753 - - - 
F7 1.58 ± 2.03  0.86 ± 2.26  0.298 - - - 
F3 2.12 ± 2.29  1.33 ± 2.18  0.274 - - - 
Fz 1.32 ± 2.21  1.17 ± 2.20  0.825 - - - 
F4 1.82 ± 2.31  1.19 ± 2.48  0.410 - - - 
F8 1.54 ± 1.90  1.16 ± 2.11  0.549 - - - 
T3 1.01 ± 1.32 0.55 ± 1.41  0.300 - - - 
C3 1.45 ± 2.40  0.87 ± 2.62  0.465 - - - 
Cz 1.22 ± 2.77  0.75 ± 2.54  0.579 - - - 
C4 1.43 ± 2.46  1.10 ± 2.49  0.671 - - - 
T4 0.94 ± 1.22  0.71 ± 1.22  0.547 - - - 
T5 2.28 ± 2.31  1.38 ± 1.70  0.166 - - - 
P3 1.54 ± 2.73  1.10 ± 2.81  0.618 - - - 
Pz 1.81 ± 2.89  1.35 ± 3.08  0.629 - - - 
P4 1.56 ± 2.63  0.96 ± 2.47  0.458 - - - 
T6 2.15 ± 2.00 1.58 ± 1.92  0.368 2.45 (3.05) 1.35 (3.88) 0.414 
O1 2.19 ± 2.04  1.25 ± 2.23  0.172 2.35 (2.90) 1.30 (2.63) 0.149 
O2 2.01 ± 1.99 1.36 ± 2.14 0.327 - - - 

The two-sided independent samples t-test was performed. df = 38 
The non-parametric Mann-Whitney U-test was also performed for variables which were not considered to be normally 
distributed (determined using the Shapiro-Wilk test). 
n = 40 
 

3.3.9 Summary of EEG Results 
In terms of a difference in mean or correlation with DASS score (see 3.4 Correlations), the 

only notable electrodes were FP1, FP2, F7, F3, Fz, and T3, and the only notable frequencies 

were delta, alpha, and hibeta. No significant correlation or difference in mean was found at 

any of the other electrodes or frequencies (theta and beta). The significant results regarding 

the qEEG measures are summarised in Table 22 and Figure 23.  
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Table 22: Summary of EEG Results. 

Electrode Area Frequency & Power Significance 

FP1 Anterior prefrontal 
cortex 

Delta Absolute Power Higher mean in Group A  

Positive correlation with stress score 

Alpha Relative Power Lower mean in Group A 
(Note: p = 0.051) 

FP2 Anterior prefrontal 
cortex 

Delta Absolute Power 
Higher mean in Group A 
Positive correlation with stress score 
Positive correlation with anxiety score 

Delta Relative Power Higher mean in Group A 

F7 Prefrontal 
association cortex 

Alpha Relative Power Negative correlation with anxiety score 
HiBeta Relative Power Positive correlation with anxiety score 

F3 Intermediate 
prefrontal gyrus HiBeta Relative Power Positive correlation with stress score 

Positive correlation with anxiety score 

Fz Intermediate 
prefrontal gyrus Delta Relative Power Higher mean in Group A 

T3 Auditory cortex Alpha Relative Power 
Lower mean in Group A 
Negative correlation with stress score 
Negative correlation with anxiety score 

HiBeta Relative Power Positive correlation with stress score 
 

 

 

Figure 23: Summary of EEG Results. Electrodes at which there were a significant correlation with DASS 
score or difference in mean were included. The first image (Collective, in orange) shows all the electrodes with 
a significant association. The results suggest that delta power increased, alpha power decreased, and hibeta 
power increased with stress and anxiety symptoms. 

Note: The inclusion of FP1 in the alpha frequency should be treated with caution given that the p-value for the 
difference in means was 0.051 and not p < 0.05 
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3.3.8 Summary of Mean Tests 
The difference in means between Group A and B are summarised in Figure 24. 

 
Figure 24: Summary of Mean Tests between Group A and B. ↑ higher mean; ↓ lower mean; − no significant 
difference. BP - blood pressure; BVP - blood-volume pulse; EDA - electrodermal activity; HRV - heart rate 
variability. *p = 0.051 

 

3.4 Correlations 
Due to the large number of measurements, only the correlations which reached significance 

(p < 0.05) are displayed in the tables below. If a variable does not appear in the table, it is an 

indication that it did not have a significant correlation with the other variable. 

 
3.4.1 Correlations with Stress Score 
The variable that had the strongest correlation with the stress score was the anxiety score. 

There was a significant strong positive correlation between stress and anxiety (rs = 0.829; p < 

0.001). There was also a strong positive correlation between stress and depression (rs = 0.732; 

p < 0.001) (Table 23). The correlations are summarized in Figure 25. 

 

The stress score also positively correlated with neopterin concentration (rs = 0.588; p < 0.001), 

the absolute power of delta at the FP1 (rs = 0.372; p = 0.027) and FP2 electrodes (rs = 0.344; 

p = 0.03), and the relative power of hibeta at the F3 (rs = 0.323; p = 0.042) and T3 electrodes 

(rs = 0.333; p = 0.036). 

 

The stress score negatively correlated with mean HRV (rs = -0.433; p = 0.005) and the relative 

power of alpha at the T3 electrode (rs = -0.379; p = 0.016). 
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Table 23: Correlations with Stress Score. 

   Spearman’s 
Correlation 
Coefficient 

p-value 

Stress Score and Anxiety Score 0.829 <0.001** 
 and Depression Score 0.732 <0.001** 
 and Neopterin 0.588 <0.001** 
 and Mean HRV -0.433 0.005** 
 and FP1 Z-Delta Absolute Power 0.373 0.027* 
 and FP2 Z-Delta Absolute Power 0.344 0.030* 
 and T3 Z-Alpha Relative Power -0.379 0.016* 
 and F3 Z-HiBeta Relative Power 0.323 0.042* 
 and T3 Z-HiBeta Relative Power 0.333 0.036* 

**. Correlation is significant at the 0.01 level (2-tailed). 
*. Correlation is significant at the 0.05 level (2-tailed). 
HRV - heart rate variability. 
n = 40 
 
 

As Stress Score Increases: 

↑ Anxiety ↓ HRV − BP 

↑ Depression ↓ Alpha (T3) − BVP 

↑ Neopterin   − EDA 

↑ Delta (FP1, FP2)   − Theta 

↑ HiBeta (F3, T3)   − Beta 

Figure 25: Summary of Stress Score Correlations. ↑ increases; ↓ decreases; − no change. BP - blood 
pressure; BVP - blood-volume pulse; EDA - electrodermal activity; HRV - heart rate variability. 

 
3.4.2 Correlations with Anxiety Score 
The variable that had the strongest correlation with the anxiety score was the stress score. 

There was a significant strong positive correlation between anxiety and stress (rs = 0.823; p < 

0.001). There was also a strong positive correlation between anxiety and depression (rs = 

0.642; p < 0.001) (Table 24). The correlations are summarized in Figure 26. 

 

Anxiety score also positively correlated with neopterin concentration (rs = 0.426; p = 0.006), 

the absolute power of delta at the FP2 electrode (rs = 0.374; p = 0.018), and the relative power 

of hibeta at the F7 (rs = 0.325; p = 0.041) and F3 electrodes (rs = 0.359; p = 0.023). 

 

The anxiety score negatively correlated with mean HRV (rs = -0.365; p = 0.021), minimum 

BVP amplitude (rs = -0.366; p = 0.02), mean BVP amplitude (rs = -0.344; p = 0.03), and the 

relative power of alpha at the F7 (rs = -0.324; p = 0.042) and T3 electrodes (rs = -0.399; p = 

0.011). 
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Table 24: Correlations with Anxiety Score 

   Spearman’s 
Correlation 
Coefficient 

p-value 

Anxiety Score and Stress Score 0.823 <0.001** 
 and Depression Score 0.642 <0.001** 
 and Neopterin 0.426 0.006** 
 and Mean HRV -0.365 0.021* 
 and Min BVP Amplitude -0.366 0.020* 
 and Mean BVP Amplitude -0.344 0.030* 

 and FP2 Z-Delta Absolute Power 0.374 0.018* 
 and F7 Z-Alpha Relative Power -0.324 0.042* 
 and T3 Z-Alpha Relative Power -0.399 0.011* 
 and F7 Z-HiBeta Relative Power 0.325 0.041* 
 and F3 Z-HiBeta Relative Power 0.359 0.023* 

**. Correlation is significant at the 0.01 level (2-tailed). 
*. Correlation is significant at the 0.05 level (2-tailed). 
BVP - blood-volume pulse; HRV - heart rate variability; Min - minimum. 
n = 40 
 
 

As Anxiety Score Increases: 

↑ Stress ↓ HRV − BP 

↑ Depression ↓ Alpha (F7, T3) − EDA 

↑ Neopterin ↓ BVP − Theta 

↑ Delta (FP2)   − Beta 

↑ HiBeta (F7, F3)     

Figure 26: Summary of Anxiety Score Correlations. ↑ increases; ↓ decreases; − no change. BP - blood 
pressure; BVP - blood-volume pulse; EDA - electrodermal activity; HRV - heart rate variability. 

 
3.4.3 Correlations with Depression Score 
The variable that had the strongest correlation with the depression score was the stress score. 

There was a significant strong positive correlation between depression and stress (rs = 0.732; 

p < 0.001). There was also a strong positive correlation between depression and anxiety (rs = 

0.642; p < 0.001) (Table 25). The correlations are summarized in Figure 27. 

 

Depression score also positively correlated with neopterin concentration (rs = 0.451; p = 0.003) 

and Max BVP FFT Peak Frequency (rs = 0.387; p = 0.014).  
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The depression score negatively correlated with age (rs = -0.315; p = 0.048), mean HRV (rs = 

-0.383; p = 0.15), minimum BVP amplitude (rs = -0.400; p = 0.011), and mean BVP amplitude 

(rs = -0.368; p = 0.019). 

 
Table 25: Correlations with Depression Score. 

   Spearman’s 
Correlation 
Coefficient 

p-value 

Depression Score and Stress Score 0.732 <0.001** 
 and Anxiety Score 0.642 <0.001** 
 and Neopterin 0.451 0.003** 
 and Age -0.315 0.048* 
 and Mean HRV -0.383 0.015* 
 and BVP Min Amplitude -0.400 0.011* 

 and BVP Mean Amplitude -0.368 0.019* 
 and BVP Max FFT Peak Frequency 0.387 0.014* 

**. Correlation is significant at the 0.01 level (2-tailed). 
*. Correlation is significant at the 0.05 level (2-tailed).  
BVP - blood-volume pulse; FFT - fast Fourier transform; HRV - heart rate variability; Max - maximum; Min - minimum. 
n = 40 
 
 

As Depression Score Increases: 

↑ Stress ↓ HRV − BP 

↑ Anxiety ↓ BVP − BVP 

↑ Neopterin   − EDA 
    − Delta 

    − Theta 

    − Alpha 

    − Beta 
    − HiBeta 

Figure 27: Summary of Depression Score Correlations. ↑ increases; ↓ decreases; − no change. BP - blood 
pressure; BVP - blood-volume pulse; EDA - electrodermal activity; HRV - heart rate variability. 

 
This concludes the chapter on the results of the questionnaires and physiological 

measurements. The next chapter will discuss the meaning and implications of the results. 
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Chapter 4 
4. Discussion 
As previously discussed, mental health is an increasing global crisis.2 It has large social, 

economic, and health costs, with stress and anxiety disorders accounting for a large portion 

of the impact.4-9,11 This is of particular concern in Health Science students who have a high 

incidence of mental health struggles.15-19 Subjectivity, misdiagnosis and social stigma can 

interfere with the detection, prevention, and treatment of mental health problems.83,113,120 

Therefore, more objective measures such as biomarkers are necessitated to aid in the 

identification and treatment of mental health disorders.107-108,110,128 As the ANS is implicated in 

stress and anxiety,27-28,46-48 biomarkers measuring ANS activity were investigated in this study, 

namely HRV, BP, BVP, EDA, and qEEG. Additionally, inflammation appears to have a 

bidirectional relationship with stress and anxiety.169,177,185,188-190 Therefore, the inflammatory 

marker neopterin was also investigated as a possible biomarker of stress and anxiety scores. 

The study aimed to determine whether the aforementioned biomarkers could be used as 

complementary markers for stress and anxiety scores as determined by the DASS-21 

questionnaire. Thus, the DASS-21 scoring system was used to stratify participants between 

Group A (who were experiencing high levels of symptoms) and Group B (who were 

experiencing normal levels). Subsequently, the concentration of neopterin and each 

neurophysiological measurement were compared between Group A and B. Finally, taking into 

consideration the difference in means between the groups and any correlations with the DASS 

scores, the most suitable biomarkers are discussed. 

 

4.1 Questionnaires 
To recruit participants for this study, an online questionnaire was used. Those who completed 

the online questionnaire are referred to as respondents, and those who completed the 

questionnaire and partook in physiological measurements are referred to as participants. The 

results of the online questionnaire are discussed first. 

 

According to the DASS-21 scores obtained, both the mean stress and the mean depression 

scores for the respondents were in the Moderate category, while the mean anxiety score was 

between the Moderate and Severe categories. This suggests that the average Health Science 

student may have been experiencing moderate symptoms of stress, anxiety, and depression. 

Of these, 37% of respondents had Normal scores for stress, 28% Normal for anxiety, and 34% 

Normal for depression symptoms. On the other hand, 30% of respondents had Severe or 

Extremely Severe scores for stress and depression symptoms. The Anxiety category had the 
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highest scores, with 33% of respondents scoring Extremely Severe. When considering the 

11% who scored Severe, a total of 44% of the respondents, which is almost half, scored 

Severe or Extremely Severe for anxiety symptoms. Therefore, anxiety symptoms are a major 

concern for these Faculty of Health Sciences students.  

 

The results of the online DASS-21 questionnaire equate to approximately one in three 

respondents having normal levels, while approximately one in three respondents have severe 

or extremely severe stress, anxiety, or depression symptoms. A nationally representative 

study found the prevalence of major depression to be 9.7% in South Africa10 which is lower 

than the ~30% found in this study. A possible reason for this is that university students may 

have a higher prevalence of anxiety and depression than the general population. A review of 

multiple countries (including middle- and low-income countries) found the mean prevalence of 

depression in university students to be 30.6%,264 which is similar to the value obtained in the 

present study. Other studies have also found that the prevalence of depression in university 

students is higher than in the general population and is around 30%.265-266 In terms of anxiety, 

a different study found the lifetime prevalence to be 15.8% and the 12-month prevalence to 

be 8.1% in South Africa.4 A survey conducted in 2020, which used more than 28,000 students 

from 17 universities in South Africa, found the prevalence of any anxiety disorder to be 37.1% 

in students,267 which is similar to the proportion found in the present study. This follows a 

similar pattern as with depression, whereby anxiety had a higher prevalence among university 

students than the general population. It should be noted that as the DASS-21 is not a 

diagnostic tool, it complicates the comparison between the present study’s findings of 

symptom severity and rates of diagnosed disorders. However, the DASS-21 findings are still 

of importance as they highlight the high rate of individuals experiencing mental health 

symptoms and it emphasises the need for attention in dealing with these struggles. In addition, 

the DASS-21 questionnaire has shown to be useful in identifying individuals with potential 

mental health conditions, therefore clinicians can use it as a screening tool and then later 

confirm the diagnosis with a professional evaluation.268-269 

 

A component to consider when evaluating the present study’s results is the COVID-19 

pandemic, which increased cases of anxiety and depression.270 Therefore, the post-COVID 

prevalence of mental health disorders may be higher than previous counts and estimates. 

Another aspect is the potential for response bias, as students who were interested in mental 

health issues may have been more likely to fill out the questionnaire. In addition, the present 

study used a greater proportion of female respondents than males. This may have influenced 

the results as it has been reported that females may have a higher risk for and increased 

severity of common mental disorders.4,267 It has also been found that females are 1.75 times 
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more likely to experience depression in their lifetime than males.10 This inequality should be 

noted when interpreting the results of the present questionnaire, given that 87% of the 

respondents were female. As such, the prevalence of mental health symptoms presented 

could be an overestimation. Nevertheless, the findings of the present study show that a large 

proportion of female students are struggling with mental health, irrespective of whether the 

study is representative of males, which needs to be addressed.  

 

Other than the potentially higher rate of mental health symptoms in females, another reason 

for a greater proportion of female participation could be that male students are usually less 

willing to seek support.264 Thus, it could be postulated that the higher percentage of female 

respondents was due to females being more willing to participate in an activity related to 

mental health than males. This is also supported by the higher percentage of females who 

partook in the physiological measurements. Although further research is required to establish 

motivational differences between sexes in research participation. 

 

Only 8% of the respondents reported using antidepressants compared to the 30% of 

participants who scored severe or extremely severe for depression symptoms. This suggests 

that students in general may struggle to seek or ask for help, not just males. However, 

antidepressants are not the only form of treatment; students may be pursuing other avenues 

of assistance that are not reflected in the questionnaire. Therefore, an investigation into which 

services students are using to help support their mental health struggles, and the rate at which 

they seek assistance would be of interest. 

 

The findings of the present study suggest that Health Science students have high levels of 

anxiety and depression, which is in juxtaposition with the idea that poor education is a risk 

factor for developing mental illness. This idea is supported by a study which found the 

prevalence of depressive episodes to be significantly higher in South Africans with a low 

average level of education.10 In addition, university students are typically socio-economically 

advantaged, which is considered protective against depression, yet the incidence of mental 

health appears to be higher in this population.264 Many factors may increase the vulnerability 

to depression and exacerbate or precipitate mental health problems in students, such as 

financial stressors, family relationship alterations, new social environments, academic 

pressure, preoccupation with post-graduation life, and changes in sleeping and eating 

habits.267,271 In addition to this, there are increased opportunities for the use of substances, 

such as drugs which can increase or trigger mental health symptoms. The prevalence of drug 

abuse disorder has been found to be 5.1% in students,267 which is noteworthy given that 5.7% 

of the respondents in the present questionnaire said they used recreational drugs. 
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Furthermore, particularly in the South African context, socio-economic factors can diminish 

students’ mental health, such as poverty, inequality, crime, and gender-based violence.267 

Collectively, these factors may help to explain the high proportion of students struggling with 

mental health symptoms. 

 

The high incidence of mental health symptoms has important financial, social, health, and 

academic implications. For example, anxiety disorders are estimated to be responsible for 

about 28.68 million disability-adjusted life years globally (the sum of the years of life lost due 

to premature mortality and the years lived with a disability).272 As mentioned in Chapter 1, 

stress, anxiety, and depression are costly and have adverse impacts on health. Additionally, 

poor mental health can reduce energy levels, concentration, cognition, and knowledge 

acquisition, which impacts academic performance.273 Furthering this, a study carried out in 

2022 at a different South African university found that higher levels of depression symptoms 

among first-year students were associated with a greater likelihood of progression delay (not 

meeting the academic requirements to proceed from one academic year to the next). The 

probability of progression delay increased with the severity of depression symptoms, with 

moderate-severe and severe depression symptoms nearly tripling the probability of 

progression delay.273 Other studies carried out in South African universities have also found 

associations between depression and academic failure.273 A study found that students 

experiencing MDD were almost four times more likely to perform poorly.274 This is a concern 

given that MDD is one of the leading causes of disability worldwide, and its incidence is 

increasing.2 Additionally, depression contributes to significant morbidity and mortality, 

increasing the risk of diabetes,62 CVD,63 and cognitive impairment.64  

 

The findings that anxiety and depression symptoms impact academic performance are not 

limited to South Africa as studies carried out in other countries also found similar results, 

particularly in medical students. These countries include the United Arab Emirates,265 Syria,275, 

England,276 and the United States of America.277  

 

Not only do anxiety and depression have implications for health and well-being, but they also 

have economic consequences which are of particular importance in the South African context, 

where more than half of the population lives in poverty and most young people are 

unemployed.273,278 As higher education is vital in the development and economic growth of 

developing countries,267 mental health should be a priority in these institutions due to its impact 

on academic performance and future well-being. Compounding this and possible progression 

delay, anxiety disorders increase dropping-out from academic institutions,278 which has 
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particularly negative consequences for economically-disadvantaged students, especially 

those who may be expected to support their families financially upon graduation.273  

 

When looking at the mean score for each individual DASS-21 question, the question with the 

highest mean, in that it was experienced the most often, was Question 1 “I found it hard to 

wind down”. This was followed by Question 5 “I found it hard to work up the initiative to do 

things” and Question 11 “I found myself getting agitated”. Although speculation, this could be 

interpreted as the average Health Science student finding it difficult to stop working and relax, 

but when they do stop, they may experience difficulty finding the motivation to start tasks 

again. This might lead to agitation, as they find it difficult to stop doing tasks and take breaks, 

but also to start doing tasks again once they do take a break. This is supported by the next 

highest-rated question, Question 12 “I found it difficult to relax”. As such, a possible 

intervention could involve teaching relaxation techniques to students. 

 

The individual DASS-21 questions with the lowest scores were Question 21 “I felt that life was 

meaningless”, followed by Question 4 “I experienced difficulty breathing”, which was 

experienced the least and the average respondent felt those questions did not often apply to 

them. A potential reason why Question 21 had the lowest rating could be linked to the students’ 

motivation for studying a Health Science degree, such as choosing to study their particular 

course in order to help people or doing so because of their family and friends.279-280 As a result, 

the respondents might feel like their life has meaning and that they are pursuing a worthy 

cause, although further research is required to confirm this assumption. 

 

Three of the four highest-rated questions formed part of the Stress scale of the DASS-21. In 

contrast, Question 4, which also formed part of the Stress scale, ranked lowly. This suggests 

that the manifestations of stress symptoms in the respondents were more closely related to 

feelings of agitation and difficulty relaxing, rather than somatic feelings such as difficulty 

breathing. 

 

Correlations between stress, anxiety, and depression scores were found from the results of 

the online questionnaire. The strongest of these correlations was between stress and anxiety 

(rs = 0.829). This finding shows that there is a strong positive relationship between stress and 

anxiety; as stress increases, so does anxiety. This is not surprising given that stress is 

associated with the onset and severity of a variety of psychiatric disorders281 and it has been 

suggested that there is an influential relationship between stress and anxiety.40 As anxiety 

disorders are among the most prevalent and disabling mental disorders,9 identifying this 

relationship may be useful in preventing the development and treatment of anxiety disorders. 
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Mental health is of particular concern in a faculty such as Health Sciences, as several studies 

suggest that these students have a high incidence of mental health struggles.15-19 Decline in 

mental health has a negative impact on a student’s academic performance and their ability to 

care for their patients, as well as contributing to other negative professional and personal 

aspects.20-22 As such, mental health struggles not only affect the students but may also affect 

future patients. The cost of anxiety and depression can be particularly high in young adults 

because they represent the future of a community, its workforce, and potential leaders. 

Experiencing mental health conditions early on can have negative consequences that persist 

throughout adult life, such as impacting career prospects, social relationships, and work 

performance.264 Therefore, steps need to be taken to treat and prevent symptoms of stress, 

anxiety, and depression in university students - a group who are particularly vulnerable to 

mental health struggles.273 

 

Universities have an important role to play given that 75% of mental health disorders emerge 

by age 25,267 and that the mean age of onset of a major depressive episode is between 25 

and 26 years old,10 a time when most students are finishing studies and transitioning into 

employment. In addition, mental health problems often increase during the first year of 

university. Younger students are more likely to experience mental health struggles than older 

students as transitioning into university life has many related stressors and their prefrontal 

cortex is still undergoing development in relation to impulse control, planning, problem-solving, 

and regulation skills.267 This is supported by the present study which found a negative 

correlation between depression scores and age (rs = -0.315) in the physiological measurement 

participants. Furthermore, the onset of many mental health problems manifest during late 

adolescence, which means that many younger students may not have experienced any mental 

health problems before, and therefore they have either not learnt how to manage them or have 

yet to receive a diagnosis and treatment.267 As a result, universities should help to better 

prepare students for this fundamental period and should consider mental health to be a key 

component in academic performance and future success. 

 

A common feature between mental health and academic performance is class attendance; 

those with mental health disorders have higher levels of absenteeism, while class attendance 

is an important contributor to academic success.273 As such, monitoring class attendance 

could be useful in identifying at-risk students. Additionally, making classes compulsory could 

also be beneficial and could be part of a solution that universities could employ.  
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Regarding the questionnaires filled in by the students who participated in the physiological 

measurements, there was also a correlation between stress, anxiety, and depression. The 

strongest of these correlations was between stress and anxiety (rs = 0.829), which was similar 

to the results of the online questionnaire. The correlation between anxiety and depression was 

also similar for both the online questionnaire respondents and the study participants' 

questionnaire (rs = 0.671 vs. rs = 0.642). There was a stronger positive correlation between 

stress and depression in the study participants (rs = 0.732) than in the respondents to the 

online questionnaire (rs = 0.650). The implications of these correlations are discussed above. 

 

In summary, symptoms of stress, anxiety, and depression, appear to be highly prevalent in 

university students, namely in Health Science students. Struggles with mental health have 

important economic, social, health, and academic consequences. Thus, this is an issue that 

needs to be addressed, especially in the South African context. Universities have an important 

role to play in aiding the reduction of mental health struggles in their students, by building 

institutional cultures that promote good mental health, provide required resources, and teach 

coping strategies.  

 

4.2 Neopterin 
Neopterin is a marker of immune activation during inflammation.165 This study found a 

significantly higher concentration of neopterin in Group A, compared to Group B (p < 0.01). In 

addition, neopterin was found to be positively correlated with scores for stress (rs = 0.588), 

anxiety (rs = 0.426), and depression (rs = 0.451). Therefore, neopterin concentration could 

potentially be used as a biomarker of stress, anxiety, and depression scores. This is in line 

with other studies which found increased neopterin in depression,144,152,154,216 PTSD,219 and 

psychological stress.153 Increased inflammatory markers have also been found in panic 

disorder186 and GAD.187 It should be noted that the neopterin concentrations found in this study 

correlated with symptom severity and not diagnosed disorders. 

 

Apart from studies that directly investigate neopterin and mental health disorders, other 

studies have also found inflammation to be connected to stress,77,177 anxiety,177,186-187,217 and 

depression.74,77,183,184 These studies support the results of the present study, which suggests 

that participants with high mental health scores may have increased inflammation. 

Additionally, there is increasing evidence for a bidirectional causal link between inflammation 

and mental health problems.169,177,185,188-190 This is supported by studies which found increased 

PICs predating the occurrence of depression77,206 and that anti-inflammatory medication (i.e. 
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NSAIDs) may have antidepressant effects.207 As such, anti-inflammatory medication or diets 

may be of use in the treatment of mental health disorders.  

 

Mental health disorders are complex and influenced by many factors. Here, the association 

between mental health symptoms and neopterin concentration provides insight into potential 

factors. Neopterin is reflective of the levels of macrophage activation, ROS, and the pro-

inflammatory cytokine IFNg.141,165,201 All of these have been found to be elevated in mental 

health patients or involved in the onset of symptoms. 

 

The relationship between neopterin and mental health scores could be due to macrophage 

activation. Greater infiltration of macrophages into the brain during stress alters the 

neuroinflammatory profile and promotes anxiety-like behaviour.195,198 In addition, increased 

macrophages have been found in post-mortem brain samples from individuals who died as a 

result of depressed suicide.282 Elevated macrophages are not just found in the brain; a 

significant positive relationship has been found between monocytosis (increased monocytes, 

the precursor of macrophages, circulating in the blood) and the severity of depression.203 Once 

in the brain, increased macrophages can create an inflammatory state and increase PICs, 

which have emotional, cognitive, and behavioural effects (Figure 3).77,81,173,175 

 

Neopterin levels can be considered an indirect marker of the amount of ROS and oxidative 

stress induced by the immune system.145,165 ROS are produced by some immune cells, such 

as macrophages, to kill pathogens.129,283 However, an imbalance between the production and 

accumulation of ROS can result in oxidative stress, which can damage several cellular 

structures, such as membranes, lipids, proteins, and DNA.284 Oxidative stress has been found 

to increase the risk of cancer, atherosclerosis, rheumatoid arthritis, CVD, respiratory diseases, 

kidney diseases, and neurological diseases including Parkinson's disease, Alzheimer's 

disease, multiple sclerosis, and depression.284 Additionally, psychological stress can increase 

oxidative stress, especially in students on the day of an exam.285 There is also a link between 

anxiety and oxidative stress.286-287 A causal role of oxidative stress in anxiety-like behaviours 

in rats has been established, however, causal roles rather than associative links require further 

research in humans.287 Considering this, an imbalance of ROS, leading to oxidative stress, 

may provide a link between neopterin concentration and mental health symptoms. 

 

The role of oxidative stress in anxiety, depression, and psychological stress may generate 

interest in using antioxidants in symptom prevention or reduction. One study has already found 

an inverse relationship in postmenopausal women between dietary antioxidant intake with 

DASS scores and some oxidative stress biomarkers.288 Although, changes in hormone levels 
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due to menopause should be considered as postmenopausal women often present with 

chronic low-grade inflammation, perhaps due to reduced oestrogen, a potent anti-

inflammatory.289 Therefore, the effectiveness of using antioxidants as part of therapy in a 

student population or in males may vary and further research is required. 

 

Neopterin concentration is also reflective of the levels of IFNg as this cytokine stimulates 

neopterin production. In the present study, neopterin was found to correlate with the stress 

score, which complements a study that found IFNg to increase after psychological stress.190 

As such, the concentrations and effects of IFNg and neopterin may be linked. Research 

suggests systemic IFNg and neopterin production is increased in depression, which may be 

due to activated macrophages.74 The present study also found neopterin to correlate with the 

depression score. Furthermore, several studies have found IFNg to impact brain function, thus 

this cytokine has been identified as a regulator of cognitive performance.290 IFNg can also 

impact levels of serotonin, dopamine, and glutamate by stimulating the activity of the enzymes 

IDO and GTP-cyclohydrolase I.72,140,159,164,170,179-180 Additionally, the absence of IFNg in the 

hippocampus, a region involved in memory and learning, has positive neuronal effects. These 

neuroplastic changes have been associated with improved performance in learning and 

memory tasks,290 which is of particular importance in the context of university students. 

Therefore, IFNg could be a therapeutic target for treating or preventing cognitive dysfunction 

associated with inflammation.290 Another neuroplastic consequence of IFNg is its effect on 

synaptic plasticity in the hippocampus,290 which has been implicated in vulnerability to stress 

and mental disorders.291 Consequently, IFNg may be involved in some mental disorders and 

could be a potential therapeutic target to reduce symptoms related to cognition and 

inflammation. As neopterin is easier to measure than other cytokines like IFNg,143,145 it could 

be used to indirectly measure the effects of IFNg and potential IFNg antagonists on mental 

health. 

 

As inflammation and mental health have a bidirectional relationship, not only does 

inflammation increase mental health symptoms as discussed, but mental health struggles can 

increase inflammation. For example, stress can cause inflammation via increased ROS,74 

PICs,25,77 sensitisation and brain infiltration of macrophages,25,195 glucocorticoid insensitivity,66 

and BBB disruption,194 which in turn influence mental health symptoms. The idea that there is 

a relationship between stress and inflammation is supported by the results of the present 

study, whereby a correlation between stress and neopterin was found, which was the 

strongest correlation between neopterin and the DASS scores. But correlation does not mean 

causation; further research is required to establish the exact nature of the relationship between 
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neopterin and mental health facets. Neopterin may provide a connection between 

inflammation and mental health by linking immune system activation and neurotransmitter 

abnormalities.144,152 Additionally, IFNg has been associated with disturbances in serotonergic 

signalling290 and tryptophan metabolism, which play a role in the pathophysiology of 

depression.80 

 

An intriguing result from the present study is that Group B had a much smaller neopterin 

concentration range than Group A. There were also no outliers or large values in Group B 

(Figure 15). This may suggest that Group B was healthier than Group A in terms of 

inflammation, which might be related to their mental health. Although this cannot be proven 

from these results, other studies support such findings. Research has found that increased 

inflammation and cytokine activity in PTSD and other anxiety disorders can lead to a plethora 

of health conditions, including CVD, fibromyalgia, diabetes, chronic fatigue syndrome, 

musculoskeletal disorders, autoimmune disorders (e.g. rheumatoid arthritis), gastrointestinal 

disease, and irritable bowel disease.292-293 Therefore, a pro-inflammatory state may provide a 

mechanism by which anxiety disorders are highly co-morbid with other diseases.292 

Depression also increases the likelihood of many of these diseases.74 Furthermore, recent 

discoveries have found that the immune system and inflammation are involved in a wide 

variety of mental and physical health problems. Chronic inflammatory diseases constitute a 

large part of present-day morbidity and mortality and are the most significant cause of death 

worldwide - more than 50% of all deaths are attributable to inflammation-related diseases 

such as depression, CVD, stroke, cancer, diabetes mellitus, chronic kidney disease, 

autoimmune disorders, and neurodegenerative conditions. Chronic systemic inflammation is 

believed to be involved in the aetiology of these diseases.132 Unlike healthy and necessary 

acute inflammation, chronic systemic inflammation typically occurs in the absence of an acute 

infectious insult. As chronic inflammation is low-grade and persistent, it causes collateral 

damage to tissues and organs over time; one such method is by inducing oxidative stress.132 

Essentially, there appears to be a high comorbidity between mental health, inflammation, and 

disease. Therefore, persons without chronic systemic inflammation and mental health 

conditions may have a lower risk of developing other diseases, such as inflammatory diseases 

which are a significant concern worldwide. 

 

Another curious result regarding neopterin concentrations was the difference in distribution 

between Group A and B (Figure 15). Most of Group A (70%) had a concentration higher than 

20 µmol neopterin/µmol creatinine, whereas most of Group B (80%) had a concentration lower 

than this. This is suggestive of the development of a potential threshold value for neopterin in 
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terms of mental health symptoms, as most of the participants with moderate to extremely 

severe symptoms were above 20 µmol neopterin/µmol creatinine and a large proportion of 

Group B was below this value. 

 

In summary, there appears to be an association between neopterin and mental health 

symptom severity. The exact nature of the relationship requires further research. Several 

potential factors could be involved, including macrophage activation, IFNg, oxidative stress, 

and neurotransmitter abnormalities. The correlation between neopterin and mental health 

scores may provide treatment ideas for mental health patients who present with elevated 

neopterin, such as using anti-inflammatory medication and antioxidants as potential adjunct 

therapies. However, since neopterin can be influenced by other factors, it should not be used 

solely as a marker or to discriminate severity but should be combined with other mental health 

measures. 

 

4.3 Neurophysiological (ANS) Measurements 
 

4.3.1 Heart Rate Variability 
In this study, various parameters were used to measure HRV: mean RR, SDNN, RMSDD, LF 

peak, HF peak, LF power, HF power, LF/HF ratio, SD1 and SD2. Of these, only mean HRV, 

SDNN and SD2 showed a significant difference in means between Group A and B. This is 

suggestive of Group A having reduced ANS flexibility and resilience to stress294 and that HRV 

is decreased among those with high mental health scores. 

Group A had a significantly lower SDNN (the standard deviation of NN intervals) than Group 

B (p < 0.05). As SDNN increases, so does variability; therefore, Group A had reduced 

variability. Higher variability in heart rate has been associated with better health, self-

regulation, adaptability, and resilience. Although, the ‘normal’ range for an individual is based 

on age and sex. It should be noted that females tend to have a higher mean heart rate, which 

means smaller NN intervals, and lower SDNN when compared to males. In addition, HRV 

time-domain measurements decrease with age.223 These should be considered when 

interpreting the results of the present study given the difference between the oldest and 

youngest participant was 16 years and the sample was predominately female.  

Group A had a significantly lower mean SD2 compared to Group B (p < 0.05). SD2 is similar 

to SDNN, so it is not surprising that both of these measures were significantly different 

between the groups. SD2 is calculated as the standard deviation of the points parallel to the 

line of identity in a Poincaré plot. It represents long-term variability in NN intervals and 
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sympathetic modulation.295 Lower SDNN and SD2 in Group A suggest increased SNS activity 

(or reduced PNS activity) in individuals with mental health struggles. This is supported by other 

studies that found increased sympathetic activity in depression296 and anxiety,47 and reduced 

autonomic flexibility in patients with anxiety disorders.297 Furthermore, it has been suggested 

that ANS imbalance is involved in the pathogenesis of anxiety and depression.27 

The only HRV parameter that correlated with DASS scores was mean HRV, which correlated 

with stress, anxiety, and depression scores. This finding is supported by meta-analyses which 

also found that both anxiety298 and depression299 are associated with decreased HRV. 

Furthering this, HRV has been found to be even more reduced in patients with comorbid 

anxiety and depression.300 However, the previously mentioned meta-analyses used studies 

that focused on RMSSD, LF, and HF, yet no significant differences or correlations were found 

in the current study with these parameters. The small sample size, age difference, recording 

time, measuring apparatus, or predominately female sample in the present study may provide 

an explanation for discrepancies with other studies. Additionally, measures like RMSSD and 

HF reflect parasympathetic activity, and the present study only found differences in 

parameters that reflect sympathetic activity. Yet, neither SNS Index nor LF/HF ratio was 

significantly higher in Group A, which would indicate sympathetic dominance.223 Thus, the 

involvement of sympathetic and parasympathetic activity in HRV parameters and mental 

health needs to be further investigated.  

In addition to being a potential marker for mental health, reduced HRV has also been 

associated with other negative health outcomes, such as diabetes and obesity.301-302 More 

importantly, HRV has been associated with CVD and the risk thereof, as such HRV could be 

a predictor of CVD.303-304 This provides a link between mental disorders and the high rate of 

comorbid CVD observed, in that both anxiety and depression increase the risk of CVD. In fact, 

anxiety can be considered a predictor or early marker of CVD risk.298 Furthermore, comorbid 

anxiety and depression increase the risk of mortality and CVD by two- to threefold.305 Given 

that CVD is the leading global cause of death,306 this relationship is important to note. 

Worldwide, CVDs account for almost a third of deaths and comprise 20% of the total ‘Years 

of Life Lost’, a measure of premature death and the sum of each death multiplied by the 

standard life expectancy at each age.306 Addressing mental health problems, particularly in 

student populations, not only impacts the present but may also help prevent future health 

problems. Furthermore, immune cells express receptors that can respond to ANS signals188 

and HRV is affected by the ANS. Thus, it is not entirely surprising that there could also be a 

link between HRV and inflammation. Indeed, correlations between inflammatory and oxidative 

stress markers and HRV have been found.307 A meta-analysis of 51 studies found an inverse 
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relationship between HRV and inflammation, in which SDNN has the strongest association.308 

Therefore, reduced HRV could also be an indicator of inflammation. 

The present study only found significant associations between mean HRV, SDNN, SD2, and 

mental health, which is inconsistent with previous findings. This highlights that there is some 

kind of relationship between HRV and mental health, but that further research is required. In 

addition, the relationship between sympathetic and parasympathetic balance in HRV 

parameters needs to be further investigated. Despite the discrepancies in the results between 

the present study and other studies, HRV should not be discounted as a viable biomarker as 

there is a large body of evidence to suggest otherwise. However, further research is required 

to determine the best parameters and to reduce the ambiguity regarding ANS balance in 

relation to HRV. Additionally, given the involvement of HRV in CVD, an advantage of using 

this biomarker could be monitoring cardiovascular health, which is a major concern. Possible 

interventions for those with reduced HRV and mental health struggles could include changes 

in diet and exercise, as these positively affect both.298,309 

 

4.3.2 Blood Pressure 
There were no significant differences in mean systolic or diastolic BP between Group A and 

B. In addition, BP did not correlate with stress, anxiety, or depression scores. The mean of 

each group was very close to the normal BP value (for the age group) of :;<
=<

 mmHg. 

 

In terms of distribution, diastolic BP was similar for both groups. In contrast, Group B had 

much greater variation in systolic BP than Group A. The mean, median, minimum, and quartile 

1, were similar between the groups, but Group B had a greater maximum and quartile 3. 

Quartile 3 was 10mmHg higher in Group B than in Group A (Figure 16). This is a puzzling 

finding as higher blood pressure is often associated with stress and anxiety.310-311 A possible 

explanation for this result is that the participant sample may not have been representative of 

the greater population in terms of BP, and coincidentally, some members of Group B had high 

blood pressure for reasons other than mental health, such as high salt or alcohol intake, 

sedentary lifestyle, insulin resistance, or had a low potassium or calcium intake.312  

 

As there was no significant correlation or difference in mean, the results suggest that BP would 

not make a good biomarker for stress and anxiety scores. This is compounded by the multiple 

other factors that can affect BP, other than mental health. 
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4.3.3 Blood-Volume Pulse 
BVP sensors measure the vasodilation of microvessels in the finger; thus BVP can be 

considered an indirect marker of autonomic activity because vasodilation is affected by the 

ANS. Curiously, none of the BVP parameters showed a significant difference in mean between 

Group A and B, yet significant correlations with two of the parameters were found with the 

DASS scores: mean BVP amplitude negatively correlated with the anxiety (rs = -0.344, p < 

0.05) and depression scores (rs = -0.368, p < 0.05), but not with the stress score. Additionally, 

the minimum BVP amplitude was also negatively correlated with the anxiety (rs = -0.366, p < 

0.05) and depression scores (rs = -0.400, p < 0.05), but not with the stress score. It is thought 

that BVP decreases with increasing sympathetic activity, and increases with decreasing 

parasympathetic activity. 228-230 Therefore, the results of the present study suggest that BVP 

may decrease (and sympathetic activity may increase) as symptoms of anxiety and 

depression increase. This is supported by the correlations found with minimum BVP 

amplitude, which suggests that the lower the minimum value recorded, the greater the anxiety 

and depression symptoms. This is intriguing considering that stress is usually more acute and 

is regularly associated with activation of the sympathetic activity, yet BVP only correlated with 

anxiety and depression scores and not stress.  

 

Unfortunately, not much research has been done concerning BVP and mental health. 

However, BVP reflects heart rate, which more studies have investigated and found that heart 

rate is often elevated in those with mental health conditions. For example, elevated resting 

heart rate is often found in psychiatric patients.313 Additionally, a longitudinal study that used 

more than one million men found that resting heart rate during late adolescence could be a 

marker of subsequent psychiatric disorder development and that a higher resting heart rate 

was associated with an increased risk of developing anxiety disorders.314 Since increased 

sympathetic activity (or decreased parasympathetic activity) increases heart rate and 

decreased BVP is associated with increased sympathetic activity, it is not surprising that there 

might be an inverse relationship between heart rate and BVP, hence their correlation with 

mental health. Additionally, as with HRV, BVP can be considered to be a marker of CVD and 

myocardial infarction.315 As previously discussed, CVD is related to anxiety and depression, 

so it could be plausible to assume that BVP could also be related to these conditions. 

 

The results from the present study suggest that BVP could be a potential biomarker for anxiety 

and depression scores, with the added benefit of reflecting aspects of cardiovascular health.  
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4.3.4 Electrodermal Activity 
EDA is a basic and indirect measure of SNS activity. This is due to the sympathetic innervation 

of eccrine sweat glands, which affects EDA. EDA has been associated with both emotion and 

attention.316 However, in the present study no significant difference was found in mean EDA 

between Group A and B. In fact, the central tendency and dispersion of mean EDA were 

similar between the groups. In addition, EDA did not correlate with the stress, anxiety, or 

depression scores.  

 

The HRV and BVP results from the present study suggest increased sympathetic activation in 

participants with higher DASS scores, but the EDA results contrast this. A reason why EDA 

might not corroborate the implication of increased sympathetic activation in those with high 

mental health symptoms is because the SNS does not produce a uniform and simultaneous 

response in all sympathetically innervated systems, i.e. sweat glands might not be influenced 

by mental stress to the same magnitude as heart rate.297 Another factor to consider is the 

environment; increases in temperature, relative humidity, and physical exertion can increase 

EDA.317 The measurements from the participants were not taken on the same day, therefore 

changes in weather parameters could have had a confounding effect. Considering this, if EDA 

is sensitive to weather changes it might not be a good biomarker. An alternative solution could 

be to incorporate temperature into the EDA indices or having longer recording times to obtain 

EDA under a variety of conditions. 

 

The lack of correlation between EDA and DASS scores is in contrast with the results of a 

systematic review which found EDA to be hypoactive in depression and that EDA could be 

useful in discerning depressive patients from healthy controls.228 Another study also found that 

EDA could be used to classify stress into categories of Mild, Moderate, or Severe with ~95% 

accuracy.318 However, the aforementioned study used a small sample (n = 18) and only 

healthy participants, therefore results from a larger sample of participants with mental health 

struggles could vary. Additionally, the Stroop test was used to induce periods of stress, which 

is in opposition to the present study where participants may have had chronic rather than acute 

stress and where EDA was measured at rest without any form of intervention. Similarly, 

studies used in the systematic review of EDA in depression228 involved some form of 

stimulation of participants, such as pharmacotherapy, auditory or visual stimuli, or other 

activities that could induce changes in mental or emotional states. Therefore, the contrast in 

the results of the present study with those of other studies may be due to the measurement of 

EDA at rest rather than in response to a stimulus. As such, EDA might only be viable as a 

biomarker when measuring reactions rather than baseline values. In addition, the stimuli used 

in the aforementioned studies are not reflective of real-life situations and thus may produce 
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impractical results. Furthermore, the lack of correlation or difference in mean EDA in the 

present study could be due to comorbid symptoms of anxiety and depression, which have not 

been thoroughly investigated in relation to EDA. In summary, the results of the present study 

suggest that EDA is not a good biomarker for stress and anxiety scores, especially at rest. 

 

4.3.5 EEG Power 
Of the 19 electrodes used in the EEG, only six electrodes showed a significant association 

with the DASS scores. These electrodes resided in the frontal and left side of the brain, five of 

which were on the frontal lobe and the other one was located at the left mid-temporal lobe. 

These findings suggest altered function in the prefrontal cortex, which is involved in emotion, 

cognitive function, and motivation.319  

 

The power of delta frequencies showed the greatest associations. The absolute power of delta 

at the FP1 (p = 0.002) and FP2 (p < 0.001) electrodes was significantly higher in Group A than 

in Group B. In addition, the relative power of delta at the FP2 (p = 0.005) and Fz (p = 0.038) 

electrodes were significantly higher in Group A than in Group B. The FP1 and FP2 electrodes 

measure activity from the left and right Brodmann area 10 respectively, and the Fz electrode 

measures Brodmann area 8 on the left. As such, the results are indicative of an increase in 

delta power in the prefrontal cortex of students with mental health problems. The location of 

FP2 appears to be largely involved and could be a predictor of the severity of the symptoms, 

given that the absolute power of delta at FP2 had a significant positive correlation with both 

the stress score and the anxiety score. This is suggestive of delta power in the prefrontal 

cortex increasing as stress or anxiety symptoms increase, which might make focusing and 

performing tasks difficult as the FP1, FP2, and Fz electrodes are associated with executive 

function (e.g. planning, decision-making, working memory), self-regulation, regulation of 

emotions, and social behaviour.320 Delta waves were originally characterised as dominating 

during deep and restorative sleep. However, they can also largely appear during wakeful 

hours321 increasing drowsiness while decreasing focus, attention, and awareness of the 

physical world.320,322 A study found increased delta activity at rest in the prefrontal cortex of 

those practising Zen meditation, compared to controls. This is peculiar given the association 

between meditation and good mental health. However, the increased activity was interpreted 

as inhibition of the prefrontal cortex, which resulted in reduced cognitive and emotional 

engagement, described by the Zen meditators as detachment.321 As such, the increased delta 

activity observed in the present study may increase the feelings of drowsiness and detachment 

in Group A. Additionally, Brodmann area 8 includes the frontal eye field, which is involved in 

visual attention and control of eye movements, therefore visual disturbances may also be 

present, exacerbating feelings of detachment from the surroundings.323 
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When looking at the mean relative power of delta, the mean was higher in Group A than in 

Group B at each electrode. This could be suggestive of a global delta increase, although only 

two of the means had a significant difference. Therefore, the trend observed could just be 

coincidental and the difference may not be large enough to be noteworthy. It would be curious 

to see if a similar trend could be found in other populations and if the difference would be 

significant. 

 

Significant associations were also found in the alpha frequency band. In terms of the difference 

in mean between Group A and B, the relative power of alpha was significantly lower at the T3 

electrode in Group A (p = 0.033). The mean was also lower at the FP1 electrode in Group A, 

although this difference did not reach significance (p = 0.051). This is suggestive of a relative 

decrease in alpha activity on the left side of the brain in relation to DASS scores. As alpha 

waves are associated with alertness and relaxation, low alpha can be indicative of anxiety.320 

 

The relative power at the T3 electrode provided the most interesting findings in the alpha band, 

as it also negatively correlated with both the stress score (rs = -0.379, p = 0.016) and the 

anxiety score (rs = -0.399, p = 0.011). The T3 electrode records activity from the left temporal 

lobe, which is usually the dominant side in most people. It is involved in memory, learning, 

perception, hearing, speech, and understanding language.324 Damage to this area can result 

in impaired memory, executive function, learning, speech and understanding thereof. Other 

effects include apathy, memory loss, and poor impulse control.324 Specifically, the T3 electrode 

records activity from Brodmann areas 41 and 42 which form part of the primary auditory cortex 

and are found in the left anterior transverse temporal gyrus (also known as Heschl’s gyrus). 

This area is involved in speech perception, sound intensity, pitch, auditory working memory, 

and the processing of auditory information. There is sparse information on the effect of alpha 

oscillations in the auditory cortex, however, some research suggests that alpha waves are 

involved in selective auditory attention, speech processing, and tinnitus.325 Multiple studies 

have found reduced alpha activity in the temporal area of tinnitus patients; as alpha activity 

reflects inhibition in sensory regions, reduced alpha activity suggests enhanced excitability, 

resulting in tinnitus.326-327 Although the alpha activity of the aforementioned study’s patients 

was measured using magnetoencephalography instead of EEG, the measurements were 

taken in a resting state without any auditory stimulation, similar to the environment in which 

the measurements of the present study were recorded. Thus, it would have been interesting 

to know if the participants in the present study experienced any auditory abnormalities; 

unfortunately, no such information was obtained. Further highlighting the curiosity of this 

finding is that almost half of tinnitus patients also have a mental disorder, mostly anxiety and 
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depression, which correlates with the severity of tinnitus symptoms.328-329 Perhaps reduced 

alpha at the T3 location could provide an explanation for the association between tinnitus and 

mental health. This is supported by studies which found that tinnitus is often subjective and 

associated with cognitive and emotional problems, rather than a physical auditory problem.330 

Furthermore, it has been postulated that stress can cause tinnitus. Tinnitus might work as an 

alarm signal, warning of potential danger.331 Thus tinnitus only becomes disabling when 

people who are chronically stressed cannot cope with the effect of stressors and switch off the 

alarm signal.331 As such, patients with tinnitus might have a higher tendency to respond to 

stress and have less effective coping strategies than healthy controls.331 Tinnitus might be 

indicative of other auditory processing abnormalities occurring during mental distress. For 

example, another hearing phenomenon related to stress and anxiety is auditory exclusion, a 

form of temporary hearing loss that can occur in highly stressful situations. During fight-or-

flight, priority is given to visual stimuli over auditory stimuli – hearing decreases as stress 

increases.332 This phenomenon can be compared to ‘tunnel vision’. These and other auditory 

aberrations might be related to difficulties experienced with dissociation, ‘zoning-out’, 

concentration, and social withdrawal in mental health conditions. Therefore, the relationship 

between decreased alpha at the T3 electrode and increasing stress and anxiety scores might 

be due to abnormalities in auditory processing contributing to symptoms and reduced 

functioning, however, further research would be required to substantiate this theory. 

 

In terms of both delta and alpha waves, a study found increased delta power and decreased 

alpha power in elderly patients with mild cognitive impairment.322 Therefore, it could be 

interpreted that participants in the present study with high DASS scores, which were 

associated with increased delta and decreased alpha, might be suffering from cognitive 

impairment, a symptom of mental health struggles.333 An alternative interpretation is that 

changes in brain waves could help explain the cognitive impairment observed in patients with 

mental health problems. If cognitive impairment is related to the increased delta and 

decreased alpha, then this might negatively impact the academic performance of those with 

mental health symptoms; as discussed mental health struggles impact academic 

achievement.265,273,275-277 However, caution should be exercised with these interpretations 

given the age difference between the present study and the study with elderly patients. 

 

Furthering the idea of potential cognitive impairment in individuals with mental health struggles 

is the finding that there is a relationship between higher brain cortisol and cognitive 

impairment, and that there is an association between altered frontal EEG activity and 

increased cortisol.322 Therefore, cortisol, especially chronically high levels, can alter frontal 

lobe activity and induce cognitive impairment.322 Chronic stress and high cortisol can also 
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damage brain areas, reduce motivation, and increase the risk of mental health conditions such 

as depression.322 Another study also suggested that cortisol can cause changes in the brain 

that increase activity patterns associated with anxiety.334 As a result, further investigation into 

the relationship between cortisol, brain waves, and mental health symptoms would be of 

interest. Since high cortisol has been related to mental health conditions, it supports the idea 

of utilising frontal alpha and delta power as biomarkers for stress and anxiety scores.  

 

The beta frequency is usually considered to be from 13 to 30Hz; hibeta is the upper part of 

this range, from 20 to 30Hz. Although no significant differences in the mean frequency of 

hibeta were found between the groups in the present study, hibeta in some locations was 

correlated with stress and anxiety scores. The relative power of hibeta at the F3 electrode 

positively correlated with both the stress (rs = 0.323, p = 0.042) and anxiety scores (rs = 0.359, 

p = 0.023). Two other electrodes also correlated: the relative power at the T3 electrode 

positively correlated with the stress score (rs = 0.333, p = 0.036) and the F7 electrode positively 

correlated with the anxiety score (rs = 0.325, p = 0.041). This suggests that hibeta increases 

in the position of F3 and T3 as stress increases, and that hibeta increases in the position of 

F3 and F7 as anxiety scores increase.  

 

Excess hibeta has been associated with being tense and anxious, and it can be indicative of 

inefficient frontal alpha activity in areas associated with emotional control.320 Considering that 

decreased alpha and increased hibeta were found at both the T3 and F7 positions in Group 

A, difficulties with emotional control could be associated with their mental health scores. 

Furthering this, decreased frontal alpha and increased hibeta is thought to be indicative of 

agitation, anxiety, feeling overwhelmed, and impulsivity.320 As there may be an inverse relation 

between alpha and hibeta, increased hibeta and concomitantly decreased alpha at T3 may 

produce alterations in auditory processing as discussed. 

 

The F7 electrode measures activity from Brodmann area 47, which is in the orbitofrontal 

cortex. The function of this area involves motivation, social behaviour, and emotional 

reactions. Interestingly, the orbitofrontal cortex has been implicated in disorders involving 

thinking, feeling, or fear, with altered activity during sadness, depression, and distress.335 In 

conjunction with F3, activity at F7 is thought to regulate engagement, mood, processing of 

positive emotions, and conscious awareness. Alterations in alpha and hibeta activity in these 

areas may be linked to aberrations in these processes in mental health conditions. Specifically, 

increased hibeta at the F3 electrode is thought to indicate that a patient is hiding emotions and 

feelings, although this effect occurs with a simultaneous increase at FP2.320 
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The activity at three electrodes (FP2, F3, and T3) correlated with both stress and anxiety 

scores. This suggests that these regions are involved in both stress and anxiety symptoms. 

This is supported by previous research which found that brain regions involved in anxiety, 

such as the prefrontal cortex, are also implicated in the stress response.40 The present study 

suggests that hibeta increases in the prefrontal gyrus with increasing stress and anxiety 

scores. It also suggests that hibeta increases, while alpha decreases in the left temporal lobe 

(near the ear), as either stress or anxiety score increases. Finally, findings from the present 

study showed an increase in the power of delta in the anterior prefrontal cortex with increasing 

stress or anxiety scores. See Table 22 for a summary. 

 

No significant correlations were found between EEG power and depression scores. Therefore, 

one could speculate that elevated depression scores were a confounding factor and if it had 

been excluded from the study and only participants with high stress and anxiety scores were 

included, then more differences and stronger correlations could have been found. 

Alternatively, depression symptoms may not significantly affect the power at each electrode. 

However, these suggestions are unlikely to be true given that other studies have found 

differences in EEG patterns in depressed patients compared to healthy controls. Further 

research would need to be conducted to confirm the influence of depression on EEG 

recordings. 

 

In summary, people with mental health struggles, particularly those with high stress and 

anxiety scores, might present with increased delta and hibeta, and decreased alpha activity, 

in the frontal and left side of the brain. Differences at the T3 and F7 locations occurred in more 

than one frequency, which might be related to difficulties with attention, focus, cognition, 

emotional regulation, and visual and auditory processing. Therefore, delta, alpha, and hibeta 

frequencies could potentially be used as biomarkers for stress and anxiety scores. See Figure 

23 for a visual summary of the EEG findings. 

 

4.4 Potential Biomarkers 
The most promising biomarker in this study was neopterin concentration, as it showed a 

significant difference between Group A and B, and crucially, neopterin showed a strong 

positive correlation with all three of the DASS score categories. Therefore, neopterin could be 

of use in aiding the measurement of stress, anxiety, and depression scores. An advantage of 

using neopterin as a biomarker is that it can be obtained simply and non-invasively via a urine 

sample. Although neopterin concentration was determined in this study using an ELISA 

(considered to be costly for research purposes), other faster and more efficient methods such 
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as high-performance liquid chromatography can be used.336 Chromatography may help to 

improve the speed and practicality of measuring neopterin. Although chromatography can be 

very costly, when implemented routinely (other than for research purposes) it may become 

more cost-effective. 

 

There appears to be a negative relationship between mental health and HRV (mean HRV, 

SDNN, and SD2). Although the present study did not find the same associations in HRV 

parameters as other studies, HRV should not be discounted as a biomarker. More research is 

required to define the best parameters and ranges thereof that can be considered normal or 

at-risk. These definitions will need to produce consistent, reliable, and reproducible results. 

HRV may be a particularly important marker in students as it has been related to attention, 

emotional processing, and executive function,337 which are important for university success. 

Additionally, monitoring HRV could help to negate the effects of mental health conditions and 

the development of CVD and other diseases later in life. As such, HRV not only represents a 

potential marker for aiding immediate mental health struggles but could help to potentially 

reduce future costs thereof. Lower BVP could also be a marker for mental health scores and 

potential risks thereof, such as CVD. As BVP and HRV both measure activity of the heart, they 

could easily be used in conjunction. 

 

Due to the number of frequencies and electrodes that showed a difference with DASS scores, 

facets of qEEG readings could be used as viable biomarkers. However, there are some factors 

to consider such as recordings can vary depending on the state of the individual and EEG can 

be quite sensitive. Additionally, EEG requires a trained technician to perform. Further research 

is required to validate the findings of the present study and to verify changes in brain activity 

in relation to mental health scores. 

 

In summary, the findings from the present study suggest that neopterin and aspects of HRV, 

BVP, and qEEG measurements could be potential biomarkers for mental health scores. This 

concludes the chapter discussing the results of the present study and the interpretation 

thereof. In the next chapter, the findings are summarised, and the limitations of the study and 

the future directions are considered. 
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Chapter 5 
5. Conclusion 
In this chapter, the findings and implications of the study are summarised. The limitations and 

future directions are also discussed. 

 

5.1 Conclusion 
This study found that neopterin and certain neurophysiological measures could be used as 

complementary markers for stress and anxiety symptom scores as determined by the DASS-

21 questionnaire. This interpretation is supported by the statistical findings of significant 

correlations between some of the parameters tested and the DASS scores. It is also supported 

by significant differences found in the means of some parameters between Group A and B.  

 

It was found that BP and EDA did not show a significant difference in mean between Group A 

and B nor did they correlate with scores of stress and anxiety. Whereas neopterin and certain 

parameters of HRV, BVP, and qEEG did correlate with stress and anxiety scores and showed 

a significant difference in mean between Group A and B. Neopterin concentration positively 

correlated with stress and anxiety scores, while HRV and BVP negatively correlated with these 

scores. Delta and hibeta activity increased in the left and frontal brain regions in participants 

with high DASS scores, whereas alpha activity decreased in these regions.  

 

Therefore, HRV, BVP, qEEG, and neopterin may have potential to be used as biomarkers in 

conjunction with existing measures (e.g. questionnaires). These findings also indicate that 

there may be inflammatory and neurophysiology changes associated with increased stress 

and anxiety, which contributes to our understanding of mental health. Identifying physical 

changes associated with mental health conditions could be useful in the prevention, 

identification, and treatment of these struggles. This is prudent considering that anxiety is the 

leading mental health disorder, and that stress and anxiety are associated with inflammation, 

another major contributor to disease. 

 

This study also found that the prevalence of stress and anxiety is high in this Health Sciences 

student population. Suggesting that more treatment, prevention measures, and self-regulation 

techniques are required to minimise the incidence of mental health struggles in these students. 

The university has a responsibility to implement measures to help reduce and prevent mental 

health struggles and to mitigate possible negative personal and professional consequences 

thereof. Possible interventions that could be employed include mindfulness and relaxation 
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techniques, anti-inflammatory medications, antioxidants, educational workshops, monitoring 

class attendance, and changes in exercise and diet. 

 
5.2 Limitations 
There are a couple of limitations to the study that need consideration. Firstly, as the 

measurements in the present study were taken from one moment in time, they may not reflect 

the average of the lives of the participants. The recording time was relatively short, and no 

follow-up measurements were taken at a later stage, as such the findings of the first set of 

measurements cannot be corroborated. Taking multiple measurements would have increased 

the credibility of the findings, which may have helped to explain the inconsistencies found in 

this study compared to others. However, the inconsistencies may also have been due to the 

small sample size used for the physiological measurements. In addition, as the total sample 

size for the physiological measurements was already pre-determined in terms of the maximum 

sample capacity (n = 40) of the neopterin ELISA kit, the group size power calculation of alpha, 

for various dependents, was not calculated. This was a limitation and can be improved on in 

future studies. 

 

As the participant sample was from one faculty at a particular university, it raises the question 

of the generalisability of the findings to other universities and populations, as well as to other 

age groups, and those with different levels of education. These limitations should be taken 

into account when interpreting the results of the study. For example, the participants were 

between 18 and 34 years old, therefore applying the findings to older or younger groups would 

constitute extrapolation, as such the correlations and differences in the markers may not follow 

the same patterns at other ages. Additionally, the majority of the participants were female, 

which leads to potential sex bias – males and females may display significantly different values 

for each marker. Further, the ethnicity of the participants was not recorded. Although a diverse 

group was used, the ratios cannot be determined. A future study that stratifies participants 

would be interesting to determine if there are racial differences in markers.  

 

Other lifestyle factors were also not recorded, such as exercise, all medications (e.g. oral 

contraceptives), supplements, sleep, diet, and alcohol consumption. Participants were also 

not asked if they had participated in intense exercise on the day or if they had an upcoming 

exam, which could have affected perceived anxiety. Extra questions were not incorporated 

into the survey and biographical questionnaires were not administered on the day of 

participation in order to avoid survey fatigue252-253 and to be in line with the UP survey policy 

and the POPI act. However, these factors should be considered as a limitation of the study. 
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The research was not isolated to those with only anxiety or only stress; most of the participants 

in Group A shared moderate to extremely severe symptoms for at least two categories (stress, 

anxiety, or depression). This complicates the interpretation of the results due to possible 

confounding comorbidity.  

 

Only the DASS-21 questionnaire was used for assessment. The participants were not 

evaluated by mental health professionals and no other questionnaire or measure was used to 

confirm the symptom ratings. In addition, the participants were a convenience sample of willing 

students and not randomly selected, which adds potential selection bias. There may also have 

been response bias in the questionnaire, due to respondents answering inaccurately. This 

may happen for several reasons including lack of self-awareness, fear of judgement, or lack 

of taking the questions seriously. 

 

Most importantly, it would be erroneous to interpret that a single biomarker could be used to 

diagnose a mental health disorder. All the biomarkers used in this study can be affected by 

biological factors other than mental health, therefore they should be interpreted with caution 

and with professional psychological assistance.  

 

5.3 Future Directions 
Future directions should focus on improving the accuracy and convenience of biomarkers. A 

large number of studies have found potential biomarkers for mental health and other disorders, 

however, these biomarkers cannot be used yet in clinical settings due to conflicting results, 

small sample sizes, short-term measurements, and difficult-to-measure parameters. The 

present study also contributes to these obstacles, such as presenting results that conflict with 

previous study findings. 

 

However, as we are living in an age of technology and Big Data, the feasibility of using 

biomarkers in clinical practice is greatly increased. The development of technologies such as 

artificial intelligence, particularly machine learning, allows for the analysis of large data sets 

through the use of complex algorithms. Machine learning models learn from data sets by 

finding patterns and making decisions which improve analysis. The accuracy of a model 

increases as more data is inputted, which allows for the continual updating and improvement 

of biomarker parameters and ‘normal’ and ‘at-risk’ values. This makes the use of biomarkers 

considerably more plausible and accessible than it has ever been. As such, future studies 

should incorporate these technologies in order to move away from the rudimentary values and 
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correlations that exist in previous biomarker research. For example, the incorporation of BVP 

into a computer model increased its accuracy as a biomarker.232-233 

 

One way in which this data can be collected is through the use of wearable devices, such as 

smartwatches. They can provide a non-invasive, easy, cheap, and long-term method to 

improve biomarker research. They are also widely available and can easily be used by the 

public. The coalescence of the data from these devices into one database would allow for the 

use of machine learning and long-term measurements. However, policies regarding the 

storage and sharing of data and the ethics thereof should be considered. The combination of 

wearable devices and machine learning may be a viable future direction for research as some 

studies have already combined these to develop a model for stress detection.338-340 

Additionally, long-term, continuous measurements could help to improve the accuracy and 

validity of selected biomarkers as well as helping to account for the complexities, patterns, 

and effects of daily life, rather than being derived from artificial laboratory-based measures. 

Ideally, these measures could help to identify at-risk people and monitor the efficacy of 

treatments, which could aid an overburdened and strained public health sector. For example, 

the present study found HRV to be correlated with mental health scores and HRV is also 

related to the risk of CVD.303-304 Thus, more research to improve the validity and accuracy of 

this biomarker may be of use. In addition, wearable devices could obtain other measurements 

such as sleep and exercise341-342 which can be studied to determine if they influence the 

biomarker. 

 

Another consideration for future research involving biomarkers is to focus on personalisation 

and inclusivity, especially due to the heterogeneity of mental disorders,110,343 which means 

they should not be treated homogeneously. The consideration of age, sex, race, and other 

variables in biomarker research would allow for the stratification and collection of data from 

underrepresented groups, thus potentially reducing the gender and racial biases present in 

existing medical guidelines and practices, which are mainly based on measurements from 

Caucasians and men.344-348 Furthermore, the heterogeneity of mental health struggles is 

worsened by the effects of intersectionality, whereby patients may belong to more than one 

group who are at higher risk of mental health conditions due to socio-economic status, 

environment, ethnicity, gender, and sexual orientation, compounding their risk.267 Thus, the 

discovery and use of representative values for biomarker thresholds is vital in accurate 

application and the prediction of outcomes, especially in individuals with compounded risk. 

 

In terms of the present study, wearable devices would help measure HRV, BVP and EEG. 

Although, the accuracy of wearing a headband to monitor EEG has been questioned,349 
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therefore measurement of EEG might still require visiting a professional. However, technology 

is developing to help improve the reliability of wearable EEG devices. For example, a wireless, 

low-cost EEG device has been used for emotion recognition.350 In addition, machine learning 

can be used to improve emotion recognition using EEG.351-352 Future directions involving EEG 

should focus on using machine learning to develop more accurate biomarkers for both clinical 

and personal use. 

 

There is currently no wearable device or sensor available to measure neopterin. Therefore, 

future research with regard to neopterin should focus on determining whether oxidative stress, 

IFNg, macrophages, the neopterin molecule itself, or inflammation in general are the 

cause/causes of correlation with mental health scores. Such findings may aid in developing 

new therapeutic targets. Perhaps in the future, neopterin quantification could become more 

convenient by using a non-invasive fibre laser, such as the laser that is currently available for 

the detection of glucose in the blood.353 Alternatively, an electrochemical aptamer-based (E-

AB) sensor could be used.354-355 In theory, measuring neopterin using an E-AB sensor could 

become as convenient as current blood glucose measurements using a finger prick, if an 

appropriate aptamer for neopterin is discovered.354,356 Alternatively, other inflammatory 

markers should be investigated to determine their relationship with mental health aspects, as 

well as establishing which inflammatory markers are the most reliable, convenient, and easiest 

to measure. However, the use of one biomarker should be cautioned against; as mentioned 

previously, models and algorithms which combine more than one measurement appear to be 

more accurate when assessing mental and emotional parameters.  

 

Despite the appeal of widely using wearable devices and sensors as convenient ways of 

measuring biomarkers, there are negative aspects and difficulties to consider. Apart from 

privacy and information regulation concerns, wearable devices may contribute to negative 

outcomes, such as excessive monitoring, reduced enjoyment of beneficial activities, eating 

disorder symptoms, and hypochondriac behaviours.357-359 Although, other research has found 

that wearable trackers can have positive effects on users, such as increasing motivation.360 

Therefore, the potential positive and negative consequences of such devices on the user 

should be carefully considered. 

 

There are some factors to consider in terms of future directions and the feasibility of 

technological endeavours in the South African context. The wide-scale application of wearable 

devices to the South African population is greatly hindered by an overburdened public 

healthcare system, economic constraints, and a lack of infrastructure. These deficits in 

infrastructure relate to various aspects including education, connectivity, and information 
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technology.361-363 Collectively, without these services it is difficult to access or utilise the 

necessary technologies, complicating the large-scale implementation of wearable devices in 

South Africa. In addition, there are other unique factors to consider when developing sensors 

for use in South Africa. If a finger-prick sensor for neopterin or other measurement involving 

blood was to be developed, the risk of spreading human immunodeficiency virus (HIV) needs 

to be taken into account, as HIV is highly prevalent in the South African population.364 It then 

appears that the proposed future directions will be difficult to widely apply in South Africa and 

other methods should be considered.  

As more people in South Africa have access to a smartphone than medical aid,365-366 a 

possible solution may lie there. For example, a small pilot study used a smartphone camera 

for thermographic analysis in order to detect stress,367 although more research is required, 

especially on how these measurements will be affected by environmental factors. 

Alternatively, as the present study used Health Science students, perhaps the focus should 

be on improving biomarker measurements for this population, which would be more feasible. 

However, in doing so there are ethical considerations, such as potentially widening inequality 

gaps and the potential misuse of smart devices in academic environments. 

 

Although important considerations are required, technology, artificial intelligence, and Big 

Data are probably the most promising future direction for biomarkers. They are fast, relatively 

cheap, allow for long-term measurements, reduce problems associated with small sample 

sizes, increase gender and racial diversity in scientific values, and allow for the collection and 

analysis of large amounts of data and variables. In terms of the present study, further 

investigation into the differences in neopterin, HRV, BVP, and qEEG parameters in 

comparison to the mental health scores of different groups, different ages, and different sexes 

is required. Furthermore, studies that consider comorbidity and lifestyle should also be 

conducted to consolidate associations. Finally, studies that investigate the exact mechanisms 

that are involved are necessary, to establish causation and not just correlation. 

  



 95 

References 
 
1. World Health Organization. Promoting mental health: Concepts, emerging evidence, practice: 
Summary report: World Health Organization; 2004. 

2. GBD 2019 Mental Disorders Collaborators. Global, regional, and national burden of 12 mental 
disorders in 204 countries and territories, 1990-2019: A systematic analysis for the global burden of 
disease study 2019. Lancet Psychiatry. 2022; 9(2):137-50. doi:10.1016/S2215-0366(21)00395-3 

3. Yang X, Fang Y, Chen H, Zhang T, Yin X, Man J, et al. Global, regional and national burden of anxiety 
disorders from 1990 to 2019: Results from the global burden of disease study 2019. Epidemiol Psychiatr 
Sci. 2021; 30:e36. doi:10.1017/s2045796021000275 

4. Herman AA, Stein DJ, Seedat S, Heeringa SG, Moomal H, Williams DR. The South African Stress 
and Health (SASH) study: 12-month and lifetime prevalence of common mental disorders. S Afr Med J. 
2009; 99(5 Pt 2):339-44.  
 
5. Rajgopal T. Mental well-being at the workplace. Indian J Occup Environ Med. 2010; 14(3):63-5. 
doi:10.4103/0019-5278.75691 

6. de Oliveira C, Saka M, Bone L, Jacobs R. The role of mental health on workplace productivity: A 
critical review of the literature. Appl Health Econ Health Policy. 2023; 21(2):167-93. 
doi:10.1007/s40258-022-00761-w 

7. Wu T, Luo Y, Broster LS, Gu R, Luo YJ. The impact of anxiety on social decision-making: Behavioral 
and electrodermal findings. Soc Neurosci. 2013; 8(1):11-21. doi:10.1080/17470919.2012.694372 

8. Steger MF, Kashdan TB. Depression and everyday social activity, belonging, and well-being. J Couns 
Psychol. 2009; 56(2):289-300. doi:10.1037/a0015416 

9. Buist-Bouwman MA, De Graaf R, Vollebergh WAM, Alonso J, Bruffaerts R, Ormel J, et al. Functional 
disability of mental disorders and comparison with physical disorders: A study among the general 
population of six european countries. Acta Psychiatr Scand. 2006; 113(6):492-500. doi:10.1111/j.1600-
0447.2005.00684.x 

10. Tomlinson M, Grimsrud AT, Stein DJ, Williams DR, Myer L. The epidemiology of major depression 
in South Africa: Results from the South African stress and health study. S Afr Med J. 2009; 99(5 Pt 
2):367-73. 

11. Arias D, Saxena S, Verguet S. Quantifying the global burden of mental disorders and their economic 
value. eClinicalMedicine. 2022; 54 doi:10.1016/j.eclinm.2022.101675 

12. Whiteford HA, Degenhardt L, Rehm J, Baxter AJ, Ferrari AJ, Erskine HE, et al. Global burden of 
disease attributable to mental and substance use disorders: Findings from the global burden of disease 
study 2010. Lancet (London, England). 2013; 382(9904):1575-86. doi:10.1016/S0140-6736(13)61611-
6 

13. Saxena S, Sharan P, Saraceno B. Budget and financing of mental health services: Baseline 
information on 89 countries from WHO's project atlas. J Ment Health Policy Econ. 2003; 6(3):135-43.  

14. Rajkumar RP. The correlates of government expenditure on mental health services: An analysis of 
data from 78 countries and regions. Cureus. 2022; 14(8):e28284. doi:10.7759/cureus.28284 

15. Dyrbye LN, Thomas MR, Shanafelt TD. Medical student distress: Causes, consequences, and 
proposed solutions. Mayo Clin Proc. 2005; 80(12):1613-22. doi:10.4065/80.12.1613 

16. Fares J, Al Tabosh H, Saadeddin Z, El Mouhayyar C, Aridi H. Stress, burnout and coping strategies 
in preclinical medical students. N Am J Med Sci. 2016; 8(2):75-81. doi:10.4103/1947-2714.177299 



 96 

17. Dyrbye LN, Thomas MR, Shanafelt TD. Systematic review of depression, anxiety, and other 
indicators of psychological distress among U.S. And canadian medical students. Acad Med. 2006; 
81(4):354-73. doi:10.1097/00001888-200604000-00009 

18. Goebert D, Thompson D, Takeshita J, Beach C, Bryson P, Ephgrave K, et al. Depressive symptoms 
in medical students and residents: A multischool study. Acad Med. 2009; 84(2):236-41. 
doi:10.1097/ACM.0b013e31819391bb 

19. Maser B, Danilewitz M, Guérin E, Findlay L, Frank E. Medical student psychological distress and 
mental illness relative to the general population: A canadian cross-sectional survey. Acad Med. 2019; 
94(11). doi:10.1097/ACM.0000000000002958 

20. Thomas MR, Dyrbye LN, Huntington JL, Lawson KL, Novotny PJ, Sloan JA, et al. How do distress 
and well-being relate to medical student empathy? A multicenter study. J Gen Intern Med. 2007; 
22(2):177-83. doi:10.1007/s11606-006-0039-6 

21. Dyrbye LN, Massie FS, Eacker A, Harper W, Power D, Durning SJ, et al. Relationship between 
burnout and professional conduct and attitudes among us medical students. JAMA. 2010; 
304(11):1173-80. doi:10.1001/jama.2010.1318 

22. Hojat M, Mangione S, Nasca TJ, Rattner S, Erdmann JB, Gonnella JS, et al. An empirical study of 
decline in empathy in medical school. Med Educ. 2004; 38(9):934-41. doi:10.1111/j.1365-
2929.2004.01911.x 

23. Smith SM, Vale WW. The role of the hypothalamic-pituitary-adrenal axis in neuroendocrine 
responses to stress. Dialogues Clin Neurosci. 2006; 8(4):383-95. doi:10.31887/DCNS.2006.8.4/ssmith 

24. Charmandari E, Tsigos C, Chrousos G. Endocrinology of the stress response. Annu Rev Physiol. 
2005; 67:259-84. doi:10.1146/annurev.physiol.67.040403.120816 

25. Johnson JD, Barnard DF, Kulp AC, Mehta DM. Neuroendocrine regulation of brain cytokines after 
psychological stress. J Endocr Soc. 2019; 3(7):1302-20. doi:10.1210/js.2019-00053 

26. Sapolsky RM, Romero LM, Munck AU. How do glucocorticoids influence stress responses? 
Integrating permissive, suppressive, stimulatory, and preparative actions. Endocr Rev. 2000; 21(1):55-
89. doi:10.1210/edrv.21.1.0389 

27. Godoy LD, Rossignoli MT, Delfino-Pereira P, Garcia-Cairasco N, de Lima Umeoka EH. A 
comprehensive overview on stress neurobiology: Basic concepts and clinical implications. Front Behav 
Neurosci. 2018; 12(127) doi:10.3389/fnbeh.2018.00127 

28. Chu B, Marwaha K, Sanvictores T, Ayers D. Physiology, Stress Reaction. Statpearls. Treasure 
Island (FL): StatPearls Publishing; 2022. 
 
29. Silverthorn DU, Johnson BR, Ober WC, Ober CE, Silverthorn AC. Human physiology: An integrated 
approach. 6th ed. Global ed. England: Pearson; 2012. 
 
30. Spencer RL, Deak T. A users guide to HPA axis research. Physiol Behav. 2017; 178:43-65. 
doi:10.1016/j.physbeh.2016.11.014 

31. Pêgo JM, Sousa JC, Almeida OF, Sousa N. Stress and the neuroendocrinology of anxiety disorders. 
Curr Top Behav Neurosci. 2010; 2:97-117. doi:10.1007/7854_2009_13 

32. Kessler RC. The effects of stressful life events on depression. Annu Rev Psychol. 1997; 48:191-
214. doi:10.1146/annurev.psych.48.1.191 

33. Satyjeet F, Naz S, Kumar V, Aung NH, Bansari K, Irfan S, et al. Psychological stress as a risk factor 
for cardiovascular disease: A case-control study. Cureus. 2020; 12(10):e10757. 
doi:10.7759/cureus.10757 



 97 

34. Steimer T. The biology of fear- and anxiety-related behaviors. Dialogues Clin Neurosci. 2002; 
4(3):231-49. doi:10.31887/DCNS.2002.4.3/tsteimer 

35. Wilmer MT, Anderson K, Reynolds M. Correlates of quality of life in anxiety disorders: Review of 
recent research. Curr Psychiatry Rep. 2021; 23(11):77. doi:10.1007/s11920-021-01290-4 

36. American Psychiatric Association. Diagnostic and statistical manual of mental disorders. 5th ed. 
Arlington (VA): American Psychiatric Association; 2013. 
 
37. Tovote P, Fadok JP, Lüthi A. Neuronal circuits for fear and anxiety. Nat Rev Neurosci. 2015; 
16(6):317-31. doi:10.1038/nrn3945 

38. Sheynin J, Liberzon I. Circuit dysregulation and circuit-based treatments in posttraumatic stress 
disorder. Neurosci Lett. 2016; 649 doi:10.1016/j.neulet.2016.11.014 

39. Terpou BA, Harricharan S, McKinnon MC, Frewen P, Jetly R, Lanius RA. The effects of trauma on 
brain and body: A unifying role for the midbrain periaqueductal gray. J Neurosci Res. 2019; 97(9):1110-
40. doi:10.1002/jnr.24447 

40. Shin LM, Liberzon I. The neurocircuitry of fear, stress, and anxiety disorders. 
Neuropsychopharmacology. 2010; 35(1):169-91. doi:10.1038/npp.2009.83 

41. Likhtik E, Stujenske JM, A Topiwala M, Harris AZ, Gordon JA. Prefrontal entrainment of amygdala 
activity signals safety in learned fear and innate anxiety. Nat Neurosci. 2013; 17(1):106-13. 
doi:10.1038/nn.3582 

42. LeDoux JE. Emotion circuits in the brain. Annu Rev Neurosci. 2000; 23:155-84. doi: 

43. McGaugh JL. The amygdala modulates the consolidation of memories of emotionally arousing 
experiences. Annu Rev Neurosci. 2004; 27:1-28. doi:10.1146/annurev.neuro.27.070203.144157 

44. Öhman A. The role of the amygdala in human fear: Automatic detection of threat. 
Psychoneuroendocrinology. 2005; 30(10):953-8. doi:10.1016/j.psyneuen.2005.03.019 

45. Šimić G, Tkalčić M, Vukić V, Mulc D, Španić E, Šagud M, et al. Understanding emotions: Origins 
and roles of the amygdala. Biomolecules. 2021; 11(6) doi:10.3390/biom11060823 

46. Ho TC, Pham HT, Miller JG, Kircanski K, Gotlib IH. Sympathetic nervous system dominance during 
stress recovery mediates associations between stress sensitivity and social anxiety symptoms in female 
adolescents. Dev Psychopathol. 2020; 32(5):1914-25. doi:10.1017/S0954579420001261 

47. Holwerda SW, Luehrs RE, Gremaud AL, Wooldridge NA, Stroud AK, Fiedorowicz JG, et al. Relative 
burst amplitude of muscle sympathetic nerve activity is an indicator of altered sympathetic outflow in 
chronic anxiety. J Neurophysiol. 2018; 120(1):11-22. doi:10.1152/jn.00064.2018 

48. Teed AR, Feinstein JS, Puhl M, Lapidus RC, Upshaw V, Kuplicki RT, et al. Association of 
generalized anxiety disorder with autonomic hypersensitivity and blunted ventromedial prefrontal cortex 
activity during peripheral adrenergic stimulation: A randomized clinical trial. JAMA Psychiatry. 2022; 
79(4):323-32. doi:10.1001/jamapsychiatry.2021.4225 

49. Tanaka M, Yoshida M, Emoto H, Ishii H. Noradrenaline systems in the hypothalamus, amygdala 
and locus coeruleus are involved in the provocation of anxiety: Basic studies. Eur J Pharmacol. 2000; 
405(1):397-406. doi:10.1016/S0014-2999(00)00569-0 

50. Bagdy G. Serotonin, anxiety, and stress hormones: Focus on 5-HT receptor subtypes, species and 
gender differencesa. Ann N Y Acad Sci. 1998; 851(1):357-63. doi:10.1111/j.1749-6632.1998.tb09009.x 



 98 

51. Nutt DJ, Malizia AL. New insights into the role of the GABAA–benzodiazepine receptor in psychiatric 
disorder. The British Journal of Psychiatry. 2001; 179(5):390-6. 
doi:https://doi.org/10.1192/bjp.179.5.390 

52. Crestani F, Lorez M, Baer K, Essrich C, Benke D, Laurent JP, et al. Decreased GABAA-receptor 
clustering results in enhanced anxiety and a bias for threat cues. Nat Neurosci. 1999; 2(9):833-9. 
doi:10.1038/12207 

53. Xiang M, Jiang Y, Hu Z, Yang Y, Du X, Botchway BO, et al. Serotonin receptors 2A and 1A modulate 
anxiety-like behavior in post-traumatic stress disordered mice. Am J Transl Res. 2019; 11(4):2288-303. 

54. Runnels P, New AS, Charney DS. Posttraumatic stress disorder: Neurobiology. In: Squire LR, 
editor. Encyclopedia of Neuroscience. Oxford: Academic Press; 2009. p. 847-52. 

55. Wise CD, Berger BD, Stein L. Benzodiazepines: Anxiety-reducing activity by reduction of serotonin 
turnover in the brain. Science. 1972; 177(4044):180-3. doi:10.1126/science.177.4044.18 

56. Baldwin D, Woods R, Lawson R, Taylor D. Efficacy of drug treatments for generalised anxiety 
disorder: Systematic review and meta-analysis. BMJ. 2011; 342. doi:10.1136/bmj.d1199 

57. Graeff FG, Viana MB, Mora PO. Dual role of 5-HT in defense and anxiety. Neurosci Biobehav Rev. 
1997; 21(6):791-9. doi:10.1016/S0149-7634(96)00059-0 

58. Risbrough VB, Stein MB. Role of corticotropin releasing factor in anxiety disorders: A translational 
research perspective. Horm Behav. 2006; 50(4):550-61. doi:10.1016/j.yhbeh.2006.06.019 

59. Mitra R, Sapolsky RM. Acute corticosterone treatment is sufficient to induce anxiety and amygdaloid 
dendritic hypertrophy. Proc Natl Acad Sci USA. 2008; 105(14):5573-8. doi:10.1073/pnas.0705615105 

60. Gass P, Reichardt HM, Strekalova T, Henn F, Tronche F. Mice with targeted mutations of 
glucocorticoid and mineralocorticoid receptors: Models for depression and anxiety?. Physiol Behav. 
2001; 73(5):811-25. doi:10.1016/S0031-9384(01)00518-2 

61. Weinstock M. Alterations induced by gestational stress in brain morphology and behaviour of the 
offspring. Prog Neurobiol. 2001; 65(5):427-51. doi:10.1016/s0301-0082(01)00018-1  

62. Katon WJ. The comorbidity of diabetes mellitus and depression. Am J Med. 2008; 121(11 Suppl 
2):S8-15. doi:10.1016/j.amjmed.2008.09.008 

63. Glassman AH. Depression and cardiovascular comorbidity. Dialogues Clin Neurosci. 2007; 9(1):9-
17. doi:10.31887/DCNS.2007.9.1/ahglassman 

64. Bica T, Castelló R, Toussaint LL, Montesó-Curto P. Depression as a risk factor of organic diseases: 
An international integrative review. J Nurs Scholarsh. 2017; 49(4):389-99. doi:10.1111/jnu.12303 

65. Mohammad M. Risk factors associated with stress, anxiety, and depression among university 
undergraduate students. AIMS Public Health. 2021; 8(1):36-65. doi:10.3934/publichealth.2021004 

66. Charles L Raison AHM. When not enough is too much: The role of insufficient glucocorticoid 
signaling in the pathophysiology of stress-related disorders. Am J Psychiatry. 2003; 160(9):1554-65. 
doi:10.1176/appi.ajp.160.9.1554 

67. Jiang Y, Peng T, Gaur U, Silva M, Little P, Chen Z, et al. Role of corticotropin releasing factor in the 
neuroimmune mechanisms of depression: Examination of current pharmaceutical and herbal therapies. 
Front Cell Neurosci. 2019; 13 doi:10.3389/fncel.2019.00290 

68. Kasckow JW, Baker D, Geracioti TD, Jr. Corticotropin-releasing hormone in depression and post-
traumatic stress disorder. Peptides. 2001; 22(5):845-51. doi:10.1016/s0196-9781(01)00399-0 



 99 

69. Myint AM, Kim YK. Cytokine–serotonin interaction through IDO: A neurodegeneration hypothesis 
of depression. Med Hypotheses. 2003; 61(5):519-25. doi:10.1016/S0306-9877(03)00207-X 

70. Sanacora G, Treccani G, Popoli M. Towards a glutamate hypothesis of depression. 
Neuropharmacology. 2012; 62(1):63-77. doi:10.1016/j.neuropharm.2011.07.036 

71. Mathew SJ, Manji HK, Charney DS. Novel drugs and therapeutic targets for severe mood disorders. 
Neuropsychopharmacology. 2008; 33(9):2080-92. doi:10.1038/sj.npp.1301652 

72. Müller N, Schwarz MJ. The immune-mediated alteration of serotonin and glutamate: Towards an 
integrated view of depression. Mol Psychiatry. 2007; 12(11):988-1000. doi:10.1038/sj.mp.4002006 

73. Albert PR, Benkelfat C, Descarries L. The neurobiology of depression—revisiting the serotonin 
hypothesis. I. Cellular and molecular mechanisms. Philos Trans R Soc Lond B Biol Sci. 2012; 
367(1601):2378-81. doi:10.1098/rstb.2012.0190 

74. Inserra A, Mastronardi CA, Rogers G, Licinio J, Wong ML. Neuroimmunomodulation in major 
depressive disorder: Focus on caspase 1, inducible nitric oxide synthase, and interferon-gamma. Mol 
Neurobiol. 2019; 56(6):4288-305. doi:10.1007/s12035-018-1359-3 

75. Trivedi MH, Rush AJ, Wisniewski SR, Nierenberg AA, Warden D, Ritz L, et al. Evaluation of 
outcomes with citalopram for depression using measurement-based care in STAR*D: Implications for 
clinical practice. Am J Psychiatry. 2006; 163(1):28-40. doi:10.1176/appi.ajp.163.1.28 

76. Duman RS, Monteggia LM. A neurotrophic model for stress-related mood disorders. Biol Psychiatry. 
2006; 59(12):1116-27. doi:10.1016/j.biopsych.2006.02.013 

77. Raison CL, Capuron L, Miller AH. Cytokines sing the blues: Inflammation and the pathogenesis of 
depression. Trends Immunol. 2006; 27(1):24-31. doi:10.1016/j.it.2005.11.006 

78. Inserra A, Rogers GB, Licinio J, Wong M-L. The microbiota-inflammasome hypothesis of major 
depression. Bioessays. 2018; 40(9) doi:10.1002/bies.201800027 

79. Carlessi AS, Borba LA, Zugno AI, Quevedo J, Réus GZ. Gut microbiota-brain axis in depression: 
The role of neuroinflammation. Eur J Neurol. 2021; 53(1):222-35. doi:10.1111/ejn.14631 

80. Myint AM, Bondy B, Baghai TC, Eser D, Nothdurfter C, Schüle C, et al. Tryptophan metabolism and 
immunogenetics in major depression: A role for interferon-γ gene. Brain Behav Immun. 2013; 31:128-
33. doi:10.1016/j.bbi.2013.04.003 
 
81. Haroon E, Raison CL, Miller AH. Psychoneuroimmunology meets neuropsychopharmacology: 
Translational implications of the impact of inflammation on behavior. Neuropsychopharmacology. 2012; 
37(1):137-62. doi:10.1038/npp.2011.205 

82. Han KM, Ham BJ. How inflammation affects the brain in depression: A review of functional and 
structural MRI studies. J Clin Neurol. 2021; 17(4):503-15. doi:10.3988/jcn.2021.17.4.503 

83. Rössler W. The stigma of mental disorders: A millennia-long history of social exclusion and 
prejudices. EMBO Rep. 2016; 17(9):1250-3. doi:10.15252/embr.201643041 

84. Kelvin WTB. Popular lectures and addresses. Minnesota: Macmillan and Company; 1889. 

85. Kroenke K, Spitzer RL, Williams JBW, Löwe B. The patient health questionnaire somatic, anxiety, 
and depressive symptom scales: A systematic review. Gen Hosp Psychiatry. 2010; 32(4):345-59. 
doi:10.1016/j.genhosppsych.2010.03.006 

86. Henry JD, Crawford JR. The short-form version of the depression anxiety stress scales (DASS-21): 
Construct validity and normative data in a large non-clinical sample. Br J Clin Psychol. 2005; 44(2):227-
39. doi:10.1348/014466505X29657 



 100 

87. Shih Y-C, Chou C-C, Lu Y-J, Yu H-Y. Reliability and validity of the traditional chinese version of the 
GAD-7 in Taiwanese patients with epilepsy. J Formos Med Assoc. 2022; 121(11):2324-30. 
doi:10.1016/j.jfma.2022.04.018 

88. Navinés R, Castellví P, Moreno-España J, Gimenez D, Udina M, Cañizares S, et al. Depressive 
and anxiety disorders in chronic hepatitis C patients: Reliability and validity of the patient health 
questionnaire. J Affect Disord. 2012; 138(3):343-51. doi:10.1016/j.jad.2012.01.018 

89. Muhamad Ramdan I. Reliability and validity test of the indonesian version of the hamilton anxiety 
rating scale (HAM-A) to measure work-related stress in nursing. Jurnal Ners. 2019; 14:33. 
doi:10.20473/jn.v14i1.10673 

90. Beiske B [Internet]. Research methods: Uses and limitations of questionnaires, interviews, and case 
studies. Munich: GRIN Verlag; [updated 2002; cited 2021 Jul 30]. Available from: 
https://www.grin.com/document/15458. 

91. Lovibond SH, Lovibond PF. Manual for the depression anxiety stress scales. 2nd ed. Sydney: 
Psychology Foundation of Australia; 1996. 

92. Clark LA, Watson D. Tripartite model of anxiety and depression: Psychometric evidence and 
taxonomic implications. J Abnorm Psychol. 1991; 100(3):316-36. doi:10.1037//0021-843x.100.3.316 

93. Lovibond PF, Lovibond SH. The structure of negative emotional states: Comparison of the 
depression anxiety stress scales (DASS) with the beck depression and anxiety inventories. Behav Res 
Ther. 1995; 33(3):335-43. doi:10.1016/0005-7967(94)00075-u 

94. Antony M, Bieling P, Cox B, Enns M, Swinson R. Psychometric properties of the 42-item and 21-
item versions of the depression anxiety stress scales in clinical groups and a community sample. 
Psychol Assess. 1998; 10:176-81. doi:10.1037/1040-3590.10.2.176 

95. Jiang LC, Yan YJ, Jin ZS, Hu ML, Wang L, Song Y, et al. The depression anxiety stress scale-21 
in chinese hospital workers: Reliability, latent structure, and measurement invariance across genders. 
Front Psychol. 2020; 11:247. doi:10.3389/fpsyg.2020.00247 

96. Tran TD, Tran T, Fisher J. Validation of the depression anxiety stress scales (DASS) 21 as a 
screening instrument for depression and anxiety in a rural community-based cohort of northern 
Vietnamese women. BMC Psychiatry. 2013; 13(1):1-7. doi:10.1186/1471-244X-13-24 

97. Tonsing KN. Psychometric properties and validation of Nepali version of the depression anxiety 
stress scales (DASS-21). Asian J Psychiatr. 2014; 8:63-6. doi:10.1016/j.ajp.2013.11.001 

98. Crawford JR, Henry JD. The depression anxiety stress scales (DASS): Normative data and latent 
structure in a large non-clinical sample. Br J Clin Psychol. 2003; 42(2):111-31. 
doi:10.1348/014466503321903544 

99. Beaufort IN, De Weert-Van Oene GH, Buwalda VAJ, de Leeuw JRJ, Goudriaan AE. The 
depression, anxiety and stress scale (DASS-21) as a screener for depression in substance use disorder 
inpatients: A pilot study. Eur Addict Res. 2017; 23(5):260-8. doi:10.1159/000485182 

100. Akin A, Çetin B. The depression anxiety and stress scale (DASS): The study of validity and 
reliability. Kuram ve Uygulamada Egitim Bilim. 2007; 7(1):260-8.  

101. de Beurs E, van Dyck R, Marquenie, Lange A, Blonk R. De dass: Een vragenlijst voor het meten 
van depressie, angst en stress. Gedragstherapie. 2001; 34:35-53.  

102. Dreyer Z, Henn C, Hill C. Validation of the depression anxiety stress scale-21 (DASS-21) in a non-
clinical sample of south african working adults. J Psychol Afr. 2019; 29:346-53. 
doi:10.1080/14330237.2019.1647499 



 101 

103. Makara-Studzińska M, Tyburski E, Załuski M, Adamczyk K, Mesterhazy J, Mesterhazy A. 
Confirmatory factor analysis of three versions of the depression anxiety stress scale (DASS-42, DASS-
21, and DASS-12) in polish adults. Front Psychchiatry. 2022; 12 doi:10.3389/fpsyt.2021.770532 

104. Moreland AD, Dumas JE. Categorical and dimensional approaches to the measurement of 
disruptive behavior in the preschool years: A meta-analysis. Clin Psychol Rev. 2008; 28(6):1059-70. 
doi:10.1016/j.cpr.2008.03.001 

105. Osimo EF, Pillinger T, Rodriguez IM, Khandaker GM, Pariante CM, Howes OD. Inflammatory 
markers in depression: A meta-analysis of mean differences and variability in 5,166 patients and 5,083 
controls. Brain Behav Immun. 2020; 87:901-9. doi:10.1016/j.bbi.2020.02.010 

106. Atkinson A, Colburn W, Degruttola V, Demets D, Downing G, Hoth D, et al. Biomarkers and 
surrogate endpoints: Preferred definitions and conceptual framework. Clin Pharmacol Ther. 2001; 
69:89-95. doi:10.1067/mcp.2001.113989 

107. Macaluso M, Preskorn SH. How biomarkers will change psychiatry: From clinical trials to practice. 
Part i: Introduction. J Psychiatr Pract. 2012; 18(2):118-21. doi:10.1097/01.pra.0000413277.11091.25 

108. García-Gutiérrez MS, Navarrete F, Sala F, Gasparyan A, Austrich-Olivares A, Manzanares J. 
Biomarkers in psychiatry: Concept, definition, types and relevance to the clinical reality. Fronti 
Psychiatry. 2020; 11 doi:10.3389/fpsyt.2020.00432 

109. Smith FA. Chapter 3 - Laboratory tests and diagnostic procedures. In: Stern TA, Rosenbaum JF, 
Fava M, Biederman J, Rauch SL, editors. Massachusetts General Hospital Comprehensive Clinical 
Psychiatry. Philadelphia: Mosby; 2008. p. 27-47. 

110. Guest PC. Biomarkers and mental illness : It's not all in the mind. Cham, Switzerland: Copernicus 
Books; 2017. doi:10.1007/978-3-319-46088-8 

111. Cook IA, Leuchter AF, Morgan M, Witte E, Stubbeman WF, Abrams M, et al. Early changes in 
prefrontal activity characterize clinical responders to antidepressants. Neuropsychopharmacology. 
2002; 27(1):120-31. doi:10.1016/S0893-133X(02)00294-4 

112. Leuchter AF, Cook IA, Marangell LB, Gilmer WS, Burgoyne KS, Howland RH, et al. Comparative 
effectiveness of biomarkers and clinical indicators for predicting outcomes of SSRI treatment in major 
depressive disorder: Results of the BRITE-MD study. Psychiatry Res. 2009; 169(2):124-31. 
doi:10.1016/j.psychres.2009.06.004 

113. Wakefield JC. Misdiagnosing normality: Psychiatry's failure to address the problem of false positive 
diagnoses of mental disorder in a changing professional environment. J Ment Health. 2010; 19(4):337-
51. doi:10.3109/09638237.2010.492418 

114. Tomasik J, Han SYS, Barton-Owen G, Mirea D-M, Martin-Key NA, Rustogi N, et al. A machine 
learning algorithm to differentiate bipolar disorder from major depressive disorder using an online 
mental health questionnaire and blood biomarker data. Transl Psychiatry. 2021; 11(1):41. 
doi:10.1038/s41398-020-01181-x 

115. Xu L, Chen Z. Anti-nmda receptor encephalitis misdiagnosed as generalized anxiety disorder: A 
case report. Cureus. 2021; 13(12):e20529. doi:10.7759/cureus.20529 

116. Mejía D, Contreras R, Molina G, Alcántara M. Altered behavior with an organic cause: A case 
report. J Med Case Rep. 2019; 13(1):192. doi:10.1186/s13256-019-2112-x 

117. Madhusoodanan S, Ting MB, Farah T, Ugur U. Psychiatric aspects of brain tumors: A review. 
World J Psychiatry. 2015; 5(3):273-85. doi:10.5498/wjp.v5.i3.273 

118. Pandey S, Parikh NC, Oza HJ, Bhowmick SS. Vitamin B12 deficiency in psychiatric patients 
admitted in a tertiary care hospital. Annals of Indian Psychiatry. 2020; 4(2). doi: 10.4103/aip.aip_69_20 



 102 

119. McKee J, Brahm N. Medical mimics: Differential diagnostic considerations for psychiatric 
symptoms. Ment Health Clin. 2016; 6(6):289-96. doi:10.9740/mhc.2016.11.289 

120. Forgione FA. Diagnostic dissent: Experiences of perceived misdiagnosis and stigma in persons 
diagnosed with schizophrenia. J Humanist Psychol. 2018; 59(1):69-98. 
doi:10.1177/0022167818777151 

121. Hoehn-Saric R, McLeod DR. Anxiety and arousal: Physiological changes and their perception. J 
Affect Disord. 2000; 61(3):217-24. doi:10.1016/S0165-0327(00)00339-6 

122. Khalsa SS, Ainley V, Adolphs R, Cameron OG, Critchley HD, Davenport PW, et al. Interoception 
and mental health: A roadmap. Biol Psychiatry Cogn Neurosci. 2018; 3(6):501-13. 
doi:10.1016/j.bpsc.2017.12.004 

123. Hoehn-Saric R, McLeod DR, Funderburk F, Kowalski P. Somatic symptoms and physiologic 
responses in generalized anxiety disorderand panic disorder: An ambulatory monitor study. Arch Gen 
Psychiatry. 2004; 61(9):913-21. doi:10.1001/archpsyc.61.9.913 

124. Ghaemi SN, Boiman EE, Goodwin FK. Diagnosing bipolar disorder and the effect of 
antidepressants: A naturalistic study. J Clin Psychiatry. 2000; 61(10):804-8. doi: 10.4088/jcp.v61n1013 

125. McIntyre RS, Laliberté F, Germain G, MacKnight SD, Gillard P, Harrington A. The real-world health 
resource use and costs of misdiagnosing bipolar I disorder. J Affect Disord. 2022; 316:26-33. 
doi:10.1016/j.jad.2022.07.069 

126. Stahnke B. A systematic review of misdiagnosis in those with obsessive-compulsive disorder. J 
Affect Disord. 2021; 6:100231. doi:10.1016/j.jadr.2021.100231 

127. Ayano G, Demelash S, Yohannes Z, Haile K, Tulu M, Assefa D, et al. Misdiagnosis, detection rate, 
and associated factors of severe psychiatric disorders in specialized psychiatry centers in Ethiopia. Ann 
Gen Psychiatry. 2021; 20(1):10. doi:10.1186/s12991-021-00333-7 

128. Roffman JL. Biomarkers and personalized psychiatry. Harv Rev Psychiatry. 2011; 19(3):99-101. 
doi:10.3109/10673229.2011.586547 

129. Medzhitov R. Origin and physiological roles of inflammation. Nature. 2008; 454(7203):428-35. 
doi:10.1038/nature07201 

130. Chen L, Deng H, Cui H, Fang J, Zuo Z, Deng J, et al. Inflammatory responses and inflammation-
associated diseases in organs. Oncotarget. 2018; 9(6):7204-18. doi:10.18632/oncotarget.23208 

131. Roma Pahwa AG, Ishwarlal Jialal. Chronic inflammation [Internet]. StatsPearls: StatsPearls 
Publishing; [updated 2022; cited 2022 Oct 15]. Available from: 
https://www.ncbi.nlm.nih.gov/books/NBK493173/. 

132. Furman D, Campisi J, Verdin E, Carrera-Bastos P, Targ S, Franceschi C, et al. Chronic 
inflammation in the etiology of disease across the life span. Nat Med. 2019; 25(12):1822-32. 
doi:10.1038/s41591-019-0675-0 

133. Calder PC, Ahluwalia N, Albers R, Bosco N, Bourdet-Sicard R, Haller D, et al. A consideration of 
biomarkers to be used for evaluation of inflammation in human nutritional studies. Br J Nutr. 2013; 109 
Suppl 1:S1-34. doi:10.1017/s0007114512005119 

134. Hall JE, Hall ME. Guyton and Hall textbook of medical physiology [Internet]. Philadelphia, PA: 
Elsevier; [updated 2021; cited 2023 May 10]. Available from: 
https://www.clinicalkey.com.au/dura/browse/bookChapter/3-s2.0-C20170004883 
 
135. Nathan C. Neutrophils and immunity: Challenges and opportunities. Nature Reviews. Immunology. 
2006; 6(3):173-82. doi:10.1038/nri1785 



 103 

136. Watanabe S, Alexander M, Misharin AV, Budinger GRS. The role of macrophages in the resolution 
of inflammation. J Clin Invest. 2019; 129(7):2619-28. doi:10.1172/jci124615 

137. Oishi Y, Manabe I. Macrophages in inflammation, repair and regeneration. Int Immunol. 2018; 
30(11):511-28. doi:10.1093/intimm/dxy054 

138. Fujiwara N, Kobayashi K. Macrophages in inflammation. Curr Drug Targets Inflamm Allergy. 2005; 
4(3):281-6. doi:10.2174/1568010054022024 

139. Hamerlinck FFV. Neopterin: A review. Exp Dermatol. 1999; 8(3):167-76. doi:10.1111/j.1600-
0625.1999.tb00367.x 

140. Ghisoni K, Martins Rde P, Barbeito L, Latini A. Neopterin as a potential cytoprotective brain 
molecule. J Psychiatr Res. 2015; 71:134-9. doi:10.1016/j.jpsychires.2015.10.003 

141. Huber C, Batchelor JR, Fuchs D, Hausen A, Lang A, Niederwieser D, et al. Immune response-
associated production of neopterin. Release from macrophages primarily under control of interferon-
gamma. J Exp Med. 1984; 160(1):310-6.  

142. Maggi E, Parronchi P, Manetti R, Simonelli C, Piccinni MP, Rugiu FS, et al. Reciprocal regulatory 
effects of IFN-gamma and IL-4 on the in vitro development of human th1 and th2 clones. J Immunol. 
1992; 148(7):2142-7.  

143. Berdowska A, Zwirska-Korczala K. Neopterin measurement in clinical diagnosis. J Clin Pharm 
Ther. 2001; 26(5):319-29. doi:10.1046/j.1365-2710.2001.00358.x 

144. Dunbar PR, Hill J, Neale TJ, Mellsop GW. Neopterin measurement provides evidence of altered 
cell-mediated immunity in patients with depression, but not with schizophrenia. Psychol Med. 1992; 
22(4):1051-7. doi:10.1017/s0033291700038629  

145. Fuchs D, Avanzas P, Arroyo-Espliguero R, Jenny M, Consuegra-Sánchez L, Kaski J. The role of 
neopterin in atherogenesis and cardiovascular risk assessment. Curr Med Chem. 2009; 16:4644-53. 
doi:10.2174/092986709789878247 

146. Pacileo M, Cirillo P, De Rosa S, Ucci G, Petrillo G, Musto D'Amore S, et al. The role of neopterin 
in cardiovascular disease. Monaldi Arch Chest Dis. 2007; 68(2):68-73. doi:10.4081/monaldi.2007.454 

147. Eisenhut M. Neopterin in diagnosis and monitoring of infectious diseases. J Biomark. 2013; 
2013:196432. doi:10.1155/2013/196432 

148. Murr C, Widner B, Wirleitner B, Fuchs D. Neopterin as a marker for immune system activation. 
Curr Drug Metab. 2002; 3(2):175-87. doi:10.2174/1389200024605082 

149. Werner ER, Werner-Felmayer G, Fuchs D, Hausen A, Reibnegger G, Yim JJ, et al. 
Tetrahydrobiopterin biosynthetic activities in human macrophages, fibroblasts, THP-1, and T 24 cells. 
GTP-cyclohydrolase I is stimulated by interferon-gamma, and 6-pyruvoyl tetrahydropterin synthase and 
sepiapterin reductase are constitutively present. J Biol Chem. 1990; 265(6):3189-92. doi: 
10.1016/S0021-9258(19)39752-2 

150. Fanet H, Capuron L, Castanon N, Calon F, Vancassel S. Tetrahydrobioterin (BH4) pathway: From 
metabolism to neuropsychiatry. Curr Neuropharmacol. 2021; 19(5):591-609. 
doi:10.2174/1570159x18666200729103529 

151. Felger JC, Miller AH. Cytokine effects on the basal ganglia and dopamine function: The subcortical 
source of inflammatory malaise. Front Neuroendocrinol. 2012; 33(3):315-27. 
doi:10.1016/j.yfrne.2012.09.003 



 104 

152. Klaus F, Guetter K, Schlegel R, Seifritz E, Rassi A, Thöny B, et al. Peripheral biopterin and 
neopterin in schizophrenia and depression. Psychiatry Res. 2021; 297:113745. 
doi:10.1016/j.psychres.2021.113745 

153. Dunbar PR, Hill J, Neale TJ. Urinary neopterin quantification indicates altered cell-mediated 
immunity in healthy subjects under psychological stress. Psychol Med. 1993; 27(3):495-501.  

154. Maes M, Scharpé S, Meltzer HY, Okayli G, Bosmans E, D'Hondt P, et al. Increased neopterin and 
interferon-gamma secretion and lower availability of L-tryptophan in major depression: Further evidence 
for an immune response. Psychiatry Res. 1994; 54(2):143-60. doi:10.1016/0165-1781(94)90003-5 

155. O'Connor JC, Lawson MA, André C, Moreau M, Lestage J, Castanon N, et al. Lipopolysaccharide-
induced depressive-like behavior is mediated by indoleamine 2,3-dioxygenase activation in mice. Mol 
Psychiatry. 2009; 14(5):511-22. doi:10.1038/sj.mp.4002148 

156. Blokland A, Lieben C, Deutz NEP. Anxiogenic and depressive-like effects, but no cognitive deficits, 
after repeated moderate tryptophan depletion in the rat. J Psychopharm. 2002; 16(1):39-49. 
doi:10.1177/026988110201600112 

157. Brown RR, Lee CM, Kohler PC, Hank JA, Storer BE, Sondel PM. Altered tryptophan and neopterin 
metabolism in cancer patients treated with recombinant interleukin 21. Cancer Res. 1989; 49(17):4941-
4.  

158. Gao K, Mu CL, Farzi A, Zhu WY. Tryptophan metabolism: A link between the gut microbiota and 
brain. Adv Nutr. 2020; 11(3):709-23. doi:10.1093/advances/nmz127 

159. Capuron L, Castanon N. Role of Inflammation in the Development of Neuropsychiatric Symptom 
Domains: Evidence and Mechanisms. Curr Top Behav Neurosci. 2017;31:31-44. 
doi:10.1007/7854_2016_14 

160. Parrott JM, Redus L, Santana-Coelho D, Morales J, Gao X, O'Connor JC. Neurotoxic kynurenine 
metabolism is increased in the dorsal hippocampus and drives distinct depressive behaviors during 
inflammation. Transl Psychiatry. 2016; 6(10):e918. doi:10.1038/tp.2016.200 

161. Lapin IP. Neurokynurenines (neky) as common neurochemical links of stress and anxiety. Adv 
Exp Med Biol. 2003; 527:121-5. doi:10.1007/978-1-4615-0135-0_14 

162. Campbell BM, Charych E, Lee AW, Möller T. Kynurenines in CNS disease: Regulation by 
inflammatory cytokines. Front Neurosci. 2014; 8 doi:10.3389/fnins.2014.00012 

163. Stone TW, Darlington LG. The kynurenine pathway as a therapeutic target in cognitive and 
neurodegenerative disorders. Br J Pharmacol. 2013; 169(6):1211-27. doi:10.1111/bph.12230 

164. Miller AH, Maletic V, Raison CL. Inflammation and its discontents: The role of cytokines in the 
pathophysiology of major depression. Biol Psychiatry. 2009; 65(9):732-41. 
doi:10.1016/j.biopsych.2008.11.029 

165. Gieseg SP, Baxter-Parker G, Lindsay A. Neopterin, inflammation, and oxidative stress: What could 
we be missing?. Antioxidants. 2018; 7(7) doi:10.3390/antiox7070080 

166. Weiss G, Fuchs D, Hausen A, Reibnegger G, Werner ER, Werner-Felmayer G, et al. Neopterin 
modulates toxicity mediated by reactive oxygen and chloride species. FEBS Lett. 1993; 321(1):89-92. 
doi:10.1016/0014-5793(93)80627-7 

167. Rosano C, Marsland A, Gianaros P. Maintaining brain health by monitoring inflammatory 
processes: A mechanism to promote successful aging. Aging Dis. 2012; 3:16-33.  



 105 

168. Gorelick PB. Role of inflammation in cognitive impairment: Results of observational 
epidemiological studies and clinical trials. Ann N Y Acad Sci. 2010; 1207(1):155-62. doi:10.1111/j.1749-
6632.2010.05726.x 

169. Bauer ME, Teixeira AL. Inflammation in psychiatric disorders: What comes first? Ann N Y Acad 
Sci. 2019; 1437(1):57-67. doi:10.1111/nyas.13712 

170. Dantzer R, O'Connor JC, Freund GG, Johnson RW, Kelley KW. From inflammation to sickness 
and depression: When the immune system subjugates the brain. Nat Rev Neurosci. 2008; 9(1):46-56. 
doi:10.1038/nrn2297 

171. Karlsson L, Nousiainen N, Scheinin NM, Maksimow M, Salmi M, Lehto SM, et al. Cytokine profile 
and maternal depression and anxiety symptoms in mid-pregnancy—the FinnBrain birth cohort study. 
Arch Womens Ment Health. 2017; 20(1):39-48. doi:10.1007/s00737-016-0672-y 

172. Tang Z, Ye G, Chen X, Pan M, Fu J, Fu T, et al. Peripheral proinflammatory cytokines in chinese 
patients with generalised anxiety disorder. J Affect Disord. 2018; 225:593-8. 
doi:10.1016/j.jad.2017.08.082 

173. Quagliato LA, Nardi AE. Cytokine alterations in panic disorder: A systematic review. J Affect 
Disord. 2018; 228:91-6. doi:10.1016/j.jad.2017.11.094 

174. Vogelzangs N, de Jonge P, Smit JH, Bahn S, Penninx BW. Cytokine production capacity in 
depression and anxiety. Transl Psychiatry. 2016; 6(5):e825. doi:10.1038/tp.2016.92 

175. Dunn AJ. Effects of cytokines and infections on brain neurochemistry. Clin Neurosci Res. 2006; 
6(1-2):52-68. doi:10.1016/j.cnr.2006.04.002 

176. Chiang JJ, Eisenberger NI, Seeman TE, Taylor SE. Negative and competitive social interactions 
are related to heightened proinflammatory cytokine activity. Proc Natl Acad Sci U S A. 2012; 
109(6):1878-82. doi:10.1073/pnas.1120972109 

177. Maydych V. The interplay between stress, inflammation, and emotional attention: Relevance for 
depression. Front Neurosci. 2019; 13:384. doi:10.3389/fnins.2019.00384 

178. Cooper CM, Godlewska B, Sharpley AL, Barnes E, Cowen PJ, Harmer CJ. Interferon-α induces 
negative biases in emotional processing in patients with hepatitis C virus infection: A preliminary study. 
Psychol Med. 2018; 48(6):998-1007. doi:10.1017/S0033291717002379 

179. Lanser L, Kink P, Egger EM, Willenbacher W, Fuchs D, Weiss G, et al. Inflammation-induced 
tryptophan breakdown is related with anemia, fatigue, and depression in cancer. Front Immunol. 2020; 
11 doi:10.3389/fimmu.2020.00249 

180. Weiss G, Murr C, Zoller H, Haun M, Widner B, Ludescher C, et al. Modulation of neopterin 
formation and tryptophan degradation by Th1- and Th2-derived cytokines in human monocytic cells. 
Clin Exp Immunol. 1999; 116(3):435-40. doi:10.1046/j.1365-2249.1999.00910.x 

181. Pace TWW, Hu F, Miller AH. Cytokine-effects on glucocorticoid receptor function: Relevance to 
glucocorticoid resistance and the pathophysiology and treatment of major depression. Brain Behav 
Immun. 2007; 21(1):9-19. doi:10.1016/j.bbi.2006.08.009 

182. Pace TW, Miller AH. Cytokines and glucocorticoid receptor signaling. Relevance to major 
depression. Ann N Y Acad Sci. 2009; 1179:86-105. doi:10.1111/j.1749-6632.2009.04984.x 

183. Dowlati Y, Herrmann N, Swardfager W, Liu H, Sham L, Reim EK, et al. A meta-analysis of 
cytokines in major depression. Biol Psychiatry. 2010; 67(5):446-57. 
doi:10.1016/j.biopsych.2009.09.033 



 106 

184. Valkanova V, Ebmeier KP, Allan CL. Crp, il-6 and depression: A systematic review and meta-
analysis of longitudinal studies. J Affect Disord. 2013; 150(3):736-44. doi:10.1016/j.jad.2013.06.004 

185. von Känel R, Hepp U, Kraemer B, Traber R, Keel M, Mica L, et al. Evidence for low-grade systemic 
proinflammatory activity in patients with posttraumatic stress disorder. J Psychiatr Res. 2007; 41(9):744-
52. doi:10.1016/j.jpsychires.2006.06.009 

186. Hoge EA, Brandstetter K, Moshier S, Pollack MH, Wong KK, Simon NM. Broad spectrum of 
cytokine abnormalities in panic disorder and posttraumatic stress disorder. Depress Anxiety. 2009; 
26(5):447-55. doi:10.1002/da.20564 

187. Bankier B, Barajas J, Martinez-Rumayor A, Januzzi JL. Association between C-reactive protein 
and generalized anxiety disorder in stable coronary heart disease patients. Eur Heart J. 2008; 
29(18):2212-7. doi:10.1093/eurheartj/ehn326 

188. Hodes GE, Kana V, Menard C, Merad M, Russo SJ. Neuroimmune mechanisms of depression. 
Nat Neurosci. 2015; 18(10):1386-93. doi:10.1038/nn.4113 

189. Silverman MN, Pearce BD, Biron CA, Miller AH. Immune modulation of the hypothalamic-pituitary-
adrenal (hpa) axis during viral infection. Viral Immunol. 2005; 18(1):41-78. doi:10.1089/vim.2005.18.41 

190. Maes M, Song C, Lin A, De Jongh R, Van Gastel A, Kenis G, et al. The effects of psychological 
stress on humans: Increased production of pro-inflammatory cytokines and a th1-like response in 
stress-induced anxiety. Cytokine. 1998; 10(4):313-8. doi:10.1006/cyto.1997.0290 

191. Song LN. Gamma interferon down-regulates glucocorticoid receptor expression and attenuates 
hormone action in a human osteosarcoma cell line. Endocrine. 1995; 3(10):737-42. 
doi:10.1007/BF03000206 

192. Miller GE, Cohen S, Ritchey AK. Chronic psychological stress and the regulation of pro-
inflammatory cytokines: A glucocorticoid-resistance model. Health Psychol. 2002; 21(6):531-41. doi: 
10.1037//0278-6133.21.6.531 

193. Johnson JD, Campisi J, Sharkey CM, Kennedy SL, Nickerson M, Greenwood BN, et al. 
Catecholamines mediate stress-induced increases in peripheral and central inflammatory cytokines. 
Neuroscience. 2005; 135(4):1295-307. doi:10.1016/j.neuroscience.2005.06.090 

194. Welcome MO, Mastorakis NE. Stress-induced blood brain barrier disruption: Molecular 
mechanisms and signaling pathways. Pharmacol Res. 2020; 157:104769. 
doi:10.1016/j.phrs.2020.104769 

195. Reader BF, Jarrett BL, McKim DB, Wohleb ES, Godbout JP, Sheridan JF. Peripheral and central 
effects of repeated social defeat stress: Monocyte trafficking, microglial activation, and anxiety. 
Neuroscience. 2015; 289:429-42. doi:10.1016/j.neuroscience.2015.01.001 

196. Wohleb ES, McKim DB, Sheridan JF, Godbout JP. Monocyte trafficking to the brain with stress 
and inflammation: A novel axis of immune-to-brain communication that influences mood and behavior. 
Front Neurosci. 2015; 8:447-. doi:10.3389/fnins.2014.00447 

197. Hollis F, Kabbaj M. Social defeat as an animal model for depression. ILAR Journal. 2014; 
55(2):221-32. doi:10.1093/ilar/ilu002 

198. Wohleb ES, Powell ND, Godbout JP, Sheridan JF. Stress-induced recruitment of bone marrow-
derived monocytes to the brain promotes anxiety-like behavior. J Neurosci. 2013; 33(34):13820-33. 
doi:10.1523/jneurosci.1671-13.2013 

199. Bayani U, Ajay VS, Paolo Z, Mahajan RT. Oxidative stress and neurodegenerative diseases: A 
review of upstream and downstream antioxidant therapeutic options. Curr Neuropharmacol. 2009; 
7(1):65-74. 



 107 

200. Maes M, Kubera M, Obuchowiczwa E, Goehler L, Brzeszcz J. Depression's multiple comorbidities 
explained by (neuro)inflammatory and oxidative & nitrosative stress pathways. Neuro Endocrinol Lett. 
2011; 32(1):7-24.  

201. Nathan CF. Peroxide and pteridine: A hypothesis on the regulation of macrophage antimicrobial 
activity by interferon gamma. Interferon. 1986; 7:125-43.  

202. Leonard B, Maes M. Mechanistic explanations how cell-mediated immune activation, inflammation 
and oxidative and nitrosative stress pathways and their sequels and concomitants play a role in the 
pathophysiology of unipolar depression. Neurosci Biobehav Rev. 2012; 36(2):764-85. 
doi:10.1016/j.neubiorev.2011.12.005 

203. Maes M, Van der Planken M, Stevens WJ, Peeters D, DeClerck LS, Bridts CH, et al. Leukocytosis, 
monocytosis and neutrophilia: Hallmarks of severe depression. J Psychiatr Res. 1992; 26(2):125-34. 
doi:10.1016/0022-3956(92)90004-8 

204. Fenton WS, Stover ES. Mood disorders: Cardiovascular and diabetes comorbidity. Curr Opin 
Psychiatry. 2006; 19(4):421-7. doi:10.1097/01.yco.0000228765.33356.9f 

205. Kuhlman KR, Robles TF, Dooley LN, Boyle CC, Haydon MD, Bower JE. Within-subject 
associations between inflammation and features of depression: Using the flu vaccine as a mild 
inflammatory stimulus. Brain Behav Immun. 2018; 69:540-7. doi:10.1016/j.bbi.2018.02.001 

206. Khandaker GM, Pearson RM, Zammit S, Lewis G, Jones PB. Association of serum interleukin 6 
and c-reactive protein in childhood with depression and psychosis in young adult life: A population-
based longitudinal study. JAMA Psychiatry. 2014; 71(10):1121-8. 
doi:10.1001/jamapsychiatry.2014.1332 

207. Köhler O, Benros ME, Nordentoft M, Farkouh ME, Iyengar RL, Mors O, et al. Effect of anti-
inflammatory treatment on depression, depressive symptoms, and adverse effects: A systematic review 
and meta-analysis of randomized clinical trials. JAMA Psychiatry. 2014; 71(12):1381-91. 
doi:10.1001/jamapsychiatry.2014.1611 

208. Kirsten TB, Cabral D, Galvão MC, Monteiro R, Bondan EF, Bernardi MM. Zinc, but not 
paracetamol, prevents depressive-like behavior and sickness behavior, and inhibits interferon-gamma 
and astrogliosis in rats. Brain Behav Immun. 2020; 87:489-97. doi:10.1016/j.bbi.2020.01.019 

209. Kahl KG, Kruse N, Faller H, Weiss H, Rieckmann P. Expression of tumor necrosis factor-alpha 
and interferon-gamma mrna in blood cells correlates with depression scores during an acute attack in 
patients with multiple sclerosis. Psychoneuroendocrinology. 2002; 27(6):671-81. doi:10.1016/s0306-
4530(01)00068-3 

210. Maes M, Song C, Lin A-H, Bonaccorso S, Kenis G, De Jongh R, et al. Negative immunoregulatory 
effects of antidepressants: Inhibition of interferon-γ and stimulation of interleukin-10 secretion. 
Neuropsychopharmacology. 1999; 20(4):370-9. doi:10.1016/S0893-133X(98)00088-8 

211. Maes M, Galecki P, Chang YS, Berk M. A review on the oxidative and nitrosative stress (o&ns) 
pathways in major depression and their possible contribution to the (neuro)degenerative processes in 
that illness. Prog Neuropsychopharmacol Biol Psychiatry. 2011; 35(3):676-92. 
doi:10.1016/j.pnpbp.2010.05.004 

212. Rawdin BJ, Mellon SH, Dhabhar FS, Epel ES, Puterman E, Su Y, et al. Dysregulated relationship 
of inflammation and oxidative stress in major depression. Brain Behav Immun. 2013; 31:143-52. 
doi:10.1016/j.bbi.2012.11.011 

213. Forlenza MJ, Miller GE. Increased serum levels of 8-hydroxy-2'-deoxyguanosine in clinical 
depression. Psychosom Med. 2006; 68(1):1-7. doi:10.1097/01.psy.0000195780.37277.2a 



 108 

214. Khanzode SD, Dakhale GN, Khanzode SS, Saoji A, Palasodkar R. Oxidative damage and major 
depression: The potential antioxidant action of selective serotonin re-uptake inhibitors. Redox Report. 
2003; 8(6):365-70. doi:10.1179/135100003225003393 

215. Scapagnini G, Davinelli S, Drago F, De Lorenzo A, Oriani G. Antioxidants as antidepressants. 
CNS Drugs. 2012; 26(6):477-90. doi:10.2165/11633190-000000000-00000 

216. Widner B, Laich A, Sperner-Unterweger B, Ledochowski M, Fuchs D. Neopterin production, 
tryptophan degradation, and mental depression—what is the link? Brain Behavior and Immunity. 2002; 
16(5):590-5. doi:10.1016/S0889-1591(02)00006-5 

217. Vogelzangs N, Beekman AT, de Jonge P, Penninx BW. Anxiety disorders and inflammation in a 
large adult cohort. Transl Psychiatry. 2013; 3(4):e249. doi:10.1038/tp.2013.27 

218. Miller RJ, Sutherland AG, Hutchison JD, Alexander DA. C-reactive protein and interleukin-6 
receptor in post-traumatic stress disorder: A pilot study. Cytokine. 2001; 13(4):253-5. 
doi:10.1006/cyto.2000.0825 

219. Atmaca M, Kuloglu M, Tezcan E, Onal Sl, Ustundag B. Neopterin levels and dexamethasone 
suppression test in posttraumatic stress disorder. Eur Arch Psychiatry Clin Neurosci. 2002; 252(4):161-
5. doi:10.1007/s00406-002-0374-5 

220. Callara AL, Sebastiani L, Vanello N, Scilingo EP, Greco A. Parasympathetic-sympathetic causal 
interactions assessed by time-varying multivariate autoregressive modeling of electrodermal activity 
and heart-rate-variability. IEEE Trans Biomed Eng. 2021; Pp doi:10.1109/tbme.2021.3060867 

221. McCorry LK. Physiology of the autonomic nervous system. Am J Pharm Educ. 2007; 71(4):78. 
doi:10.5688/aj710478 

222. Hourani LL, Davila MI, Morgan J, Meleth S, Ramirez D, Lewis G, et al. Mental health, stress, and 
resilience correlates of heart rate variability among military reservists, guardsmen, and first responders. 
Physiol Behav. 2020; 214:112734. doi:10.1016/j.physbeh.2019.112734 

223. Shaffer F, Ginsberg JP. An overview of heart rate variability metrics and norms. Front Public 
Health. 2017; 5:258. doi:10.3389/fpubh.2017.00258 

224. Shinba T. Major depressive disorder and generalized anxiety disorder show different autonomic 
dysregulations revealed by heart-rate variability analysis in first-onset drug-naïve patients without 
comorbidity. Psychiatry Clin Neurosci. 2017; 71(2):135-45. doi:10.1111/pcn.12494 

225. Schiweck C, Piette D, Berckmans D, Claes S, Vrieze E. Heart rate and high frequency heart rate 
variability during stress as biomarker for clinical depression. A systematic review. Psychol Med. 2018; 
49:1-12. doi:10.1017/S0033291718001988 

226. Cohen BE, Edmondson D, Kronish IM. State of the art review: Depression, stress, anxiety, and 
cardiovascular disease. Am J Hypertens. 2015; 28(11):1295-302. doi:10.1093/ajh/hpv047 

227. Kushki A, Fairley J, Merja S, King G, Chau T. Comparison of blood volume pulse and skin 
conductance responses to mental and affective stimuli at different anatomical sites. Physiol Meas. 2011; 
32(10):1529-39. doi:10.1088/0967-3334/32/10/002 

228. Sarchiapone M, Gramaglia C, Iosue M, Carli V, Mandelli L, Serretti A, et al. The association 
between electrodermal activity (EDA), depression and suicidal behaviour: A systematic review and 
narrative synthesis. BMC Psychiatry. 2018; 18(1):22. doi:10.1186/s12888-017-1551-4 

229. Peper E, Harvey R, Lin IM, Tylova H, Moss D. Is there more to blood volume pulse than heart rate 
variability, respiratory sinus arrhythmia, and cardiorespiratory synchrony? Biofeedback. 2007; 35:54-
61.  



 109 

230. Gordan R, Gwathmey JK, Xie LH. Autonomic and endocrine control of cardiovascular function. 
World J Cardiol. 2015; 7(4):204-14. doi:10.4330/wjc.v7.i4.204 

231. Kreibig S. Autonomic nervous system activity in emotion: A review. Biol Psychol. 2010; 84:394-
421. doi:10.1016/j.biopsycho.2010.03.010 

232. Salkevicius J, Damaševičius R, Maskeliunas R, Laukiene I. Anxiety level recognition for virtual 
reality therapy system using physiological signals. Electronics. 2019; 8 doi:10.3390/electronics8091039 

233. Handouzi W, Maaoui C, Pruski A, Moussaoui A. Objective model assessment for short-term 
anxiety recognition from blood volume pulse signal. Biomed Signal Process Control. 2014; 14:217-27. 
doi:10.1016/j.bspc.2014.07.008 

234. Chu† Y, Zhao X, Yao† J, Zhao Y, Wu Z. Physiological signals based quantitative evaluation 
method of the pain. IFAC Proceedings Volumes. 2014; 47(3):2981-6. doi:10.3182/20140824-6-ZA-
1003.01420 

235. Edwards KM, Wilson KL, Sadja J, Ziegler MG, Mills PJ. Effects on blood pressure and autonomic 
nervous system function of a 12-week exercise or exercise plus DASH-diet intervention in individuals 
with elevated blood pressure. Acta Physiol (Oxf). 2011; 203(3):343-50. doi:10.1111/j.1748-
1716.2011.02329.x 

236. Torpy JM, Lynm C, Glass RM. Chronic stress and the heart. JAMA. 2007; 298(14):1722-. 
doi:10.1001/jama.298.14.1722 

237. Gramfort A. Mapping, timing and tracking cortical activations with MEG and EEG: Methods and 
application to human vision [dissertation]. France: Télécom Paris; 2009. 

238. Atwood HL, MacKay WA. Essentials of neurophysiology. Toronto: Decker; 1989. 

239. Rojas GM, Alvarez C, Montoya CE, de la Iglesia-Vayá M, Cisternas JE, Gálvez M. Study of resting-
state functional connectivity networks using EEG electrodes position as seed. Front Neurosci. 2018; 
12(235) doi:10.3389/fnins.2018.00235 

240. Teplan M. Fundamental of EEG measurement. Meas Sci Rev. 2002; 2(2):1-11. 

241. Smith SJ. EEG in the diagnosis, classification, and management of patients with epilepsy. J Neurol 
Neurosurg Psychiatry. 2005; 76 Suppl 2(Suppl 2):ii2-7. doi:10.1136/jnnp.2005.069245 

242. Adamou M, Fullen T, Jones SL. EEG for diagnosis of adult adhd: A systematic review with narrative 
analysis. Front Psychiatry. 2020; 11 doi:10.3389/fpsyt.2020.00871 

243. Behzad R, Behzad A. The role of EEG in the diagnosis and management of patients with sleep 
disorders. J Behav Brain Sci. 2021; 11(10):257-66. doi:10.4236/jbbs.2021.1110021 

244. Szurhaj W, Lamblin MD, Kaminska A, Sediri H, Société de Neurophysiologie Clinique de Langue 
F. Eeg guidelines in the diagnosis of brain death. Clini Neurophysiol. 2015; 45(1):97-104. 
doi:10.1016/j.neucli.2014.11.005 

245. Sri H, Yunni D, Erial B, Wilasari N. EEG changes in patients with intracranial tumors and seizures 
symptom at mohammad hoesin hospital palembang. J Phys Con Ser. 2019; 1246(1) doi:10.1088/1742-
6596/1246/1/012014 

246. Faigle R, Sutter R, Kaplan PW. Electroencephalography of encephalopathy in patients with 
endocrine and metabolic disorders. J Clin Neurophysiol. 2013; 30(5):505-16. 
doi:10.1097/WNP.0b013e3182a73db9 

247. Chen Z, Cao J, Cao Y, Zhang Y, Gu F, Zhu G, et al. An empirical EEG analysis in brain death 
diagnosis for adults. Cogn Neurodyn. 2008; 2(3):257-71. doi:10.1007/s11571-008-9047-z 



 110 

248. Neurofeedback Alliance [Internet]. Understanding brain waves. Neurofeedback Alliance; [cited 
2021 Jul 30]. Available from: http://neurofeedbackalliance.org/understanding-brain-waves/. 

249. Abhang PA, Gawali BW, Mehrotra SC. Chapter 2 - Technological basics of EEG recording and 
operation of apparatus. In: Abhang PA, Gawali BW, Mehrotra SC, editors. Introduction to EEG- and 
speech-based emotion recognition: Academic Press; 2016. p. 19-50. 

250. Kanda PAM, Anghinah R, Smidth MT, Silva JM. The clinical use of quantitative eeg in cognitive 
disorders. Dement Neuropsychol. 2009; 3(3):195-203. doi:10.1590/S1980-57642009DN30300004 

251. Blackhart GC, Minnix JA, Kline JP. Can eeg asymmetry patterns predict future development of 
anxiety and depression?: A preliminary study. Biol Psychol. 2006; 72(1):46-50. 
doi:10.1016/j.biopsycho.2005.06.010 

252. Porter SR, Whitcomb ME, Weitzer WH. Multiple surveys of students and survey fatigue. New Dir 
Int Res. 2004; (121):63-73. doi: 10.1002/ir.101 

253. O’Reilly-Shah VN, Carlson N. Factors influencing healthcare provider respondent fatigue 
answering a globally administered in-app survey. PeerJ. 2017; 5 doi:10.7717/peerj.3785 

254. Kost RG, de Rosa JC. Impact of survey length and compensation on validity, reliability, and sample 
characteristics for ultrashort-, short-, and long-research participant perception surveys. J Clin Transl 
Sci. 2018; 2(1):31-7. doi:10.1017/cts.2018.18 

255. Malmivuo J, Plonsey R. Bioelectromagnetism: Principles and applications of bioelectric and 
biomagnetic fields. New York: Oxford University Press; 1995. 

256. Task Force of the European Society of Cardiology, the North American Society of Pacing. 
Electrophysiology. Heart rate variability. Circulation. 1996; 93(5):1043-65. 
doi:10.1161/01.CIR.93.5.1043 

257. BLT CardioPoint [Internet]. Poincaré graph: Complete ECG record in one sight. BTL; [updated 
2014; cited 2023 18 Jan]. Available from: https://files.btlnet.com/product-document/9792e3d5-3dbf-
45d8-9e84-5c964a6a8602/BTL-Cardiopoint_WP_Poincare-graph_EN400_9792e3d5-3dbf-45d8-
9e84-5c964a6a8602_original.pdf. 

258. Van Velthoven M, Thien T, van der Wilt GJ, Deinum J. The effect of crossing the ankle over the 
keen on blood pressure: PP.14.08. J Hypertens. 2010; 28. doi: 10.1097/01.hjh.0000378934.18921.a9 

259. Mahe G, Comets E, Nouni A, Paillard F, Dourmap C, Le Faucheur A, et al. A minimal resting time 
of 25 min is needed before measuring stabilized blood pressure in subjects addressed for vascular 
investigations. Sci Rep. 2017; 7(1):12893. doi:10.1038/s41598-017-12775-9 

260. Giannakopoulos T, Pikrakis A. Chapter 3 - Signal transforms and filtering essentials. In: 
Giannakopoulos T, Pikrakis A, editors. Introduction to audio analysis. Oxford: Academic Press; 2014. 
p. 33-57. 

261. Behringer V, Stevens J, Leendertz F, Hohmann G, Deschner T. Validation of a method for the 
assessment of urinary neopterin levels to monitor health status in non-human-primate species. Front 
Physiol. 2017; 8 doi:10.3389/fphys.2017.00051 

262. Mishra P, Pandey CM, Singh U, Gupta A, Sahu C, Keshri A. Descriptive statistics and normality 
tests for statistical data. Ann Card Anaesth. 2019; 22(1):67-72. doi:10.4103/aca.ACA_157_18 

263. Complete Dissertation [Internet]. Mann-Whitney U test. Statistics Solutions [updated 2023; cited 
2023 Jan]. Available from: https://www.statisticssolutions.com/free-resources/directory-of-statistical-
analyses/mann-whitney-u-test/ 



 111 

264. Ibrahim AK, Kelly SJ, Adams CE, Glazebrook C. A systematic review of studies of depression 
prevalence in university students. J Psychiatr Res. 2013; 47(3):391-400. 
doi:10.1016/j.jpsychires.2012.11.015 

265. Awadalla S, Davies EB, Glazebrook C. A longitudinal cohort study to explore the relationship 
between depression, anxiety and academic performance among emirati university students. BMC 
Psychiatry. 2020; 20(1):448. doi:10.1186/s12888-020-02854-z 

266. Mao Y, Zhang N, Liu J, Zhu B, He R, Wang X. A systematic review of depression and anxiety in 
medical students in china. BMC Med Educ. 2019; 19(1):327. doi:10.1186/s12909-019-1744-2 

267. Bantjes J, Kessler M, Lochner C, Breet E, Bawa A, Roos J, et al. The mental health of university 
students in south africa: Results of the national student survey. J Affect Disord. 2023; 321:217-26. 
doi:10.1016/j.jad.2022.10.044 

268. Ali AM, Alkhamees AA, Hori H, Kim Y, Kunugi H. The depression anxiety stress scale 21: 
Development and validation of the depression anxiety stress scale 8-item in psychiatric patients and 
the general public for easier mental health measurement in a post covid-19 world. Int J Environ Res 
Public Health. 2021; 18(19) doi:10.3390/ijerph181910142 

269. Gloster AT, Rhoades HM, Novy D, Klotsche J, Senior A, Kunik M, et al. Psychometric properties 
of the depression anxiety and stress scale-21 in older primary care patients. J Affect Disord. 2008; 
110(3):248-59. doi:10.1016/j.jad.2008.01.023 

270. Collaborators C-MD. Global prevalence and burden of depressive and anxiety disorders in 204 
countries and territories in 2020 due to the covid-19 pandemic. Lancet. 2021; 398(10312):1700-12. 
doi:10.1016/s0140-6736(21)02143-7 

271. National Institute for Health and Care Excellence. Depression in adults: Treatment and 
management [Internet]. London: National Institute for Health and Care Excellence (NICE); 2022 [cited 
2022 May 10]. Available from: https://www.ncbi.nlm.nih.gov/books/NBK583074/. 

272. Yang X, Fang Y, Chen H, Zhang T, Yin X, Man J, et al. Global, regional and national burden of 
anxiety disorders from 1990 to 2019: Results from the global burden of disease study 2019. Epidemiol 
Psychiatr Sci. 2021; 30:e36. doi:10.1017/s2045796021000275 

273. Wagner F, Wagner RG, Kolanisi U, Makuapane LP, Masango M, Gómez-Olivé FX. The 
relationship between depression symptoms and academic performance among first-year 
undergraduate students at a south african university: A cross-sectional study. BMC Public Health. 2022; 
22(1):2067. doi:10.1186/s12889-022-14517-7 

274. Bantjes J, Saal W, Gericke F, Lochner C, Roos J, Auerbach R, et al. Mental health and academic 
failure among first-year university students in south africa. S Afr J Psychol. 2020; 51:008124632096320. 
doi:10.1177/0081246320963204 

275. Jamil H, Alakkari M, Al-Mahini MS, Alsayid M, Al Jandali O. The impact of anxiety and depression 
on academic performance: A cross-sectional study among medical students in syria. Avicenna J Med. 
2022; 12(3):111-9. doi:10.1055/s-0042-1755181 

276. Vitasari P, Wahab MNA, Othman A, Herawan T, Sinnadurai SK. The relationship between study 
anxiety and academic performance among engineering students. Procedia Soc Behav Sci. 2010; 8:490-
7. doi:10.1016/j.sbspro.2010.12.067 

277. Eisenberg D, Golberstein E, Hunt J. Mental health and academic success in college. The B.E. J 
Econ Anal Policy. 2009; 9:40-. doi:10.2202/1935-1682.2191 

278. Van Ameringen M, Mancini C, Farvolden P. The impact of anxiety disorders on educational 
achievement. J Anxiety Disord. 2003; 17(5):561-71. doi:10.1016/S0887-6185(02)00228-1 



 112 

279. Mabuza LH, Ntuli B. What motivated students to choose a career in health sciences? A comparison 
of rural and urban-origin students in three south african universities. Open Public Health J. 2018; 11:44-
53. doi:10.2174/1874944501811010044 

280. Woodward A, Thomas S, Jalloh MB, Rees J, Leather A. Reasons to pursue a career in medicine: 
A qualitative study in sierra leone. Glob Health Res Policy. 2017; 2:34. doi:10.1186/s41256-017-0054-
7 

281. Riboni FV, Belzung C. Stress and psychiatric disorders: From categorical to dimensional 
approaches. Curr Opin Behav Sci. 2017; 14:72-7. doi:10.1016/j.cobeha.2016.12.011 

282. Torres-Platas SG, Cruceanu C, Chen GG, Turecki G, Mechawar N. Evidence for increased 
microglial priming and macrophage recruitment in the dorsal anterior cingulate white matter of 
depressed suicides. Brain Behav Immun. 2014; 42:50-9. doi:10.1016/j.bbi.2014.05.007 

283. Forman HJ, Torres M. Redox signaling in macrophages. Mol Aspects Med. 2001; 22(4-5):189-
216. doi:10.1016/s0098-2997(01)00010-3 

284. Pizzino G, Irrera N, Cucinotta M, Pallio G, Mannino F, Arcoraci V, et al. Oxidative stress: Harms 
and benefits for human health. Oxid Med Cell Longev. 2017; 2017:8416763. doi:10.1155/2017/8416763 

285. Sivoňová M, Žitňanová I, Hlinčíková L, Škodáček I, Trebatická J, Ďuračková Z. Oxidative stress in 
university students during examinations. Stress. 2004; 7(3):183-8. doi:10.1080/10253890400012685 

286. Bouayed J, Rammal H, Soulimani R. Oxidative stress and anxiety: Relationship and cellular 
pathways. Oxid Med Cell Longev. 2009; 2(2):63-7. doi:10.4161/oxim.2.2.7944 

287. Salim S. Oxidative stress and psychological disorders. Curr Neuropharmacol. 2014; 12(2):140-7. 
doi:10.2174/1570159x11666131120230309 

288. Abshirini M, Siassi F, Koohdani F, Qorbani M, Mozaffari H, Aslani Z, et al. Dietary total antioxidant 
capacity is inversely associated with depression, anxiety and some oxidative stress biomarkers in 
postmenopausal women: A cross-sectional study. Ann Gen Psychiatry. 2019; 18(1):3. 
doi:10.1186/s12991-019-0225-7 

289. McCarthy M, Raval AP. The peri-menopause in a woman’s life: A systemic inflammatory phase 
that enables later neurodegenerative disease. J Neuroinflammation. 2020; 17(1):317. 
doi:10.1186/s12974-020-01998-9 

290. Monteiro S, Ferreira FM, Pinto V, Roque S, Morais M, de Sá-Calçada D, et al. Absence of ifnγ 
promotes hippocampal plasticity and enhances cognitive performance. Transl Psychiatry. 2016; 
6(1):e707. doi:10.1038/tp.2015.194 

291. Wang A, Zou X, Wu J, Ma Q, Yuan N, Ding F, et al. Early-life stress alters synaptic plasticity and 
mtor signaling: Correlation with anxiety-like and cognition-related behavior. Front Gen. 2020; 11 
doi:10.3389/fgene.2020.590068 

292. Boscarino JA. Posttraumatic stress disorder and physical illness: Results from clinical and 
epidemiologic studies. Ann N Y Acad Sci. 2004; 1032:141-53. doi:10.1196/annals.1314.011 

293. O'Donovan A, Cohen BE, Seal KH, Bertenthal D, Margaretten M, Nishimi K, et al. Elevated risk for 
autoimmune disorders in iraq and afghanistan veterans with posttraumatic stress disorder. Biol 
Psychiatry. 2015; 77(4):365-74. doi:10.1016/j.biopsych.2014.06.015 

294. An E, Nolty AAT, Amano SS, Rizzo AA, Buckwalter JG, Rensberger J. Heart rate variability as an 
index of resilience. Mil Med. 2020; 185(3-4):363-9. doi:10.1093/milmed/usz325 

295. Pham T, Lau ZJ, Chen SHA, Makowski D. Heart rate variability in psychology: A review of hrv 
indices and an analysis tutorial. Sensors (Basel). 2021; 21(12) doi:10.3390/s21123998 



 113 

296. Singla S, Jhamb S, Singh KD, Kumar A. Depression affects autonomic system of the body? Yes, 
it does! J Educ Health Promot. 2020; 9:217. doi:10.4103/jehp.jehp_627_19 

297. Hoehn-Saric R, McLeod DR. The peripheral sympathetic nervous system. Its role in normal and 
pathologic anxiety. Psychiatr Clin North Am. 1988; 11(2):375-86.  

298. Chalmers JA, Quintana DS, Abbott MJ, Kemp AH. Anxiety disorders are associated with reduced 
heart rate variability: A meta-analysis. Front Psychiatry. 2014; 5:80. doi:10.3389/fpsyt.2014.00080 

299. Kemp AH, Quintana DS, Gray MA, Felmingham KL, Brown K, Gatt JM. Impact of depression and 
antidepressant treatment on heart rate variability: A review and meta-analysis. Biol Psychiatry. 2010; 
67(11):1067-74. doi:10.1016/j.biopsych.2009.12.012 

300. Kemp AH, Quintana DS, Felmingham KL, Matthews S, Jelinek HF. Depression, comorbid anxiety 
disorders, and heart rate variability in physically healthy, unmedicated patients: Implications for 
cardiovascular risk. PLoS One. 2012; 7(2):e30777. doi:10.1371/journal.pone.0030777 

301. Kudat H, Akkaya V, Sozen AB, Salman S, Demirel S, Ozcan M, et al. Heart rate variability in 
diabetes patients. J Int Med Res. 2006; 34(3):291-6. doi:10.1177/147323000603400308 

302. Karason K, Mølgaard H, Wikstrand J, Sjöström L. Heart rate variability in obesity and the effect of 
weight loss. AM J Cardiol. 1999; 83(8):1242-7. doi:10.1016/S0002-9149(99)00066-1 

303. Hillebrand S, Gast KB, de Mutsert R, Swenne CA, Jukema JW, Middeldorp S, et al. Heart rate 
variability and first cardiovascular event in populations without known cardiovascular disease: Meta-
analysis and dose–response meta-regression. EP Europace. 2013; 15(5):742-9. 
doi:10.1093/europace/eus341 

304. Kubota Y, Chen LY, Whitsel EA, Folsom AR. Heart rate variability and lifetime risk of 
cardiovascular disease: The atherosclerosis risk in communities study. Ann Epidemiol. 2017; 
27(10):619-25.e2. doi:10.1016/j.annepidem.2017.08.024 

305. Vogelzangs N, Seldenrijk A, Beekman ATF, van Hout HPJ, de Jonge P, Penninx BWJH. 
Cardiovascular disease in persons with depressive and anxiety disorders. J Affect Disord. 2010; 125(1-
3):241-8. doi:10.1016/j.jad.2010.02.112 

306. Roth GA, Abate D, Abate KH, Abay SM, Abbafati C, Abbasi N, et al. Global, regional, and national 
age-sex-specific mortality for 282 causes of death in 195 countries and territories, 1980-2017: A 
systematic analysis for the global burden of disease study 2017. Lancet. 2018; 392(10159):1736-88. 
doi:10.1016/S0140-6736(18)32203-7 

307. Sebastian DR, Lucía B, Gastón B, Fabian M, Yanina Luciana M, Maria Pilar A, et al. Associations 
between objectively measured physical activity, sedentary time, and cardiorespiratory fitness with 
inflammatory and oxidative stress markers and heart rate variability. J Public Health Res. 2022; 
11(2):22799036221106580. doi:10.1177/22799036221106580 

308. Williams DP, Koenig J, Carnevali L, Sgoifo A, Jarczok MN, Sternberg EM, et al. Heart rate 
variability and inflammation: A meta-analysis of human studies. Brain Behav Immun. 2019; 80:219-26. 
doi:10.1016/j.bbi.2019.03.009 

309. Young HA, Benton D. Heart-rate variability: A biomarker to study the influence of nutrition on 
physiological and psychological health? Behav Pharmacol. 2018; 29(2 and 3-Spec Issue):140-51. 
doi:10.1097/fbp.0000000000000383 

310. Pan Y, Cai W, Cheng Q, Dong W, An T, Yan J. Association between anxiety and hypertension: A 
systematic review and meta-analysis of epidemiological studies. Neuropsychiatr Dis Treat. 2015; 
11:1121-30. doi:10.2147/ndt.S77710 

311. Spruill TM. Chronic psychosocial stress and hypertension. Curr Hypertens Rep. 2010; 12(1):10-6. 
doi:10.1007/s11906-009-0084-8 



 114 

312. Carretero OA, Oparil S. Essential hypertension. Circulation. 2000; 101(3):329-35. 
doi:doi:10.1161/01.CIR.101.3.329 

313. Sarlon J, Habich O, Schneider B. Elevated rest heart rate in psychiatric patients and different 
effects of psychotropic medication. Pharmacopsychiatry. 2016; 49(1):18-22. doi:10.1055/s-0035-
1565204 

314. Latvala A, Kuja-Halkola R, Rück C, D'Onofrio BM, Jernberg T, Almqvist C, et al. Association of 
resting heart rate and blood pressure in late adolescence with subsequent mental disorders: A 
longitudinal population study of more than 1 million men in sweden. JAMA Psychiatry. 2016; 
73(12):1268-75. doi:10.1001/jamapsychiatry.2016.2717 

315. Lin IM, Fan S-Y, Lu Y-H, Lee C-S, Wu K-T, Ji H-J. Exploring the blood volume amplitude and pulse 
transit time during anger recall in patients with coronary artery disease. J Cardiol. 2015; 65(1):50-6. 
doi:https://doi.org/10.1016/j.jjcc.2014.03.012 

316. Laine CM, Spitler KM, Mosher CP, Gothard KM. Behavioral triggers of skin conductance responses 
and their neural correlates in the primate amygdala. J Neurophysiol. 2009; 101(4):1749-54. 
doi:10.1152/jn.91110.2008 

317. Kaiser J, Nimbarte A, Davari D, Gopalakrishnan B, He X. Study of skin conductance and perceived 
discomfort of the hand/finger system under controlled atmospheric conditions. Theor Issues 
Ergonomics Sci. 2017; 18:1-13. doi:10.1080/1463922X.2016.1274453 

318. Rahma ON, Putra AP, Rahmatillah A, Putri Y, Fajriaty ND, Ain K, et al. Electrodermal activity for 
measuring cognitive and emotional stress level. J Med Signals Sens. 2022; 12(2):155-62. 
doi:10.4103/jmss.JMSS_78_20 

319. Perlstein WM, Elbert T, Stenger VA. Dissociation in human prefrontal cortex of affective influences 
on working memory-related activity. Proceedings of the National Academy of Sciences. 2002; 
99(3):1736-41. doi:10.1073/pnas.241650598 

320. Warner S [Internet]. Cheat sheet for neurofeedback. Stress Therapy Solutions; [updated 2013; 
cited 2023 Jan 23]. Available from: 
http://stresstherapysolutions.com/uploads/STSCheatSheetoftheBrain.pdf 

321. Harmony T. The functional significance of delta oscillations in cognitive processing. Front Integr 
Neurosci. 2013; 7:83. doi:10.3389/fnint.2013.00083 

322. Sroykham W, Wongsawat Y. Effects of brain activity, morning salivary cortisol, and emotion 
regulation on cognitive impairment in elderly people. Medicine. 2019; 98(26):e16114. 
doi:10.1097/md.0000000000016114 

323. Watanabe M. [brodmann areas 8 and 9 including the frontal eye field]. Brain Nerve. 2017; 
69(4):347-54. doi:10.11477/mf.1416200751 

324. Guy-Evans O [Internet]. Temporal lobe: Definition, functions, and location.: Simple Psychology; 
[upated 2021 Apr 13; cited 2023 Jan 25]. Available from: www.simplypsychology.org/temporal-lobe.html 

325. Strauß A, Wöstmann M, Obleser J. Cortical alpha oscillations as a tool for auditory selective 
inhibition. Front Hum Neurosci. 2014; 8:350. doi:10.3389/fnhum.2014.00350 

326. Schlee W, Schecklmann M, Lehner A, Kreuzer PM, Vielsmeier V, Poeppl TB, et al. Reduced 
variability of auditory alpha activity in chronic tinnitus. Neural Plast. 2014; 2014:436146. 
doi:10.1155/2014/436146 

327. Malekshahi A, Malekshahi R, Czornik M, Dax J, Wolpert S, Bauer H, et al. Real-time monitoring 
and regulating auditory cortex alpha activity in patients with chronic tinnitus. J Neural Eng. 2020; 
17(1):016032. doi:10.1088/1741-2552/ab57d5 



 115 

328. Pinto PCL, Marcelos CM, Mezzasalma MA, Osterne FJV, de Melo Tavares de Lima MA, Nardi AE. 
Tinnitus and its association with psychiatric disorders: Systematic review. The J Laryngol Otol. 2014; 
128(8):660-4. doi:10.1017/S0022215114001030 

329. Zöger S, Svedlund J, Holgers KM. Relationship between tinnitus severity and psychiatric disorders. 
Psychosomatics. 2006; 47(4):282-8. doi:10.1176/appi.psy.47.4.282 

330. Moon KR, Park S, Jung Y, Lee A, Lee JH. Effects of anxiety sensitivity and hearing loss on tinnitus 
symptom severity. Psychiatry Investig. 2018; 15(1):34-40. doi:10.4306/pi.2018.15.1.34 

331. Ciminelli P, Machado S, Palmeira M, Carta MG, Beirith SC, Nigri ML, et al. Tinnitus: The sound of 
stress? Clin Pract Epidemiol Ment Health. 2018; 14:264-9. doi:10.2174/1745017901814010264 

332. Folk J [Internet]. Reduced hearing, deafness, diminished hearing – anxiety symptoms. 
Anxietycentre.com; [updated 2021 May 19; cited 2023 Jan 25]. Available from: 
https://www.anxietycentre.com/anxiety-disorders/symptoms/hearing-loss-deafness-anxiety/ 

333. Trivedi JK. Cognitive deficits in psychiatric disorders: Current status. Indian J Psychiatry. 2006; 
48(1):10-20. doi:10.4103/0019-5545.31613 

334. van Peer JM, Roelofs K, Spinhoven P. Cortisol administration enhances the coupling of midfrontal 
delta and beta oscillations. Int J Psychophysiol. 2008; 67(2):144-50. doi:10.1016/j.ijpsycho.2007.11.001 

335. Mayberg HS. Limbic-cortical dysregulation: A proposed model of depression. J Neuropsychiatry 
Clin Neurosci. 1997; 9(3):471-81. doi:10.1176/jnp.9.3.471 

336. Lindsay A, Janmale T, Draper N, Gieseg SP. Measurement of changes in urinary neopterin and 
total neopterin in body builders using scx hplc. Pteridines. 2014; 25(2):53-63. doi:10.1515/pteridines-
2014-0003 

337. McCraty R, Shaffer F. Heart rate variability: New perspectives on physiological mechanisms, 
assessment of self-regulatory capacity, and health risk. Glob Adv Health Med. 2015; 4(1):46-61. 
doi:10.7453/gahmj.2014.073 

338. Mitro N, Argyri K, Pavlopoulos L, Kosyvas D, Karagiannidis L, Kostovasili M, et al. Ai-enabled 
smart wristband providing real-time vital signs and stress monitoring. Sensors. 2023; 23(5) 
doi:10.3390/s23052821 

339. Nath RK, Thapliyal H, editors. Wearable health monitoring system for older adults in a smart home 
environment. 2021 IEEE Computer Society Annual Symposium on VLSI (ISVLSI); 2021 7-9 July 2021. 
doi:10.48550/arXiv.2107.09509 

340. Sevil M, Rashid M, Askari MR, Maloney Z, Hajizadeh I, Cinar A. Detection and characterization of 
physical activity and psychological stress from wristband data. Signals. 2020; 1(2):188-208. 
doi:10.3390/signals1020011 

341. Degroote L, De Bourdeaudhuij I, Verloigne M, Poppe L, Crombez G. The accuracy of smart 
devices for measuring physical activity in daily life: Validation study. JMIR Mhealth Uhealth. 2018; 
6(12):e10972. doi:10.2196/10972 

342. de Zambotti M, Cellini N, Goldstone A, Colrain IM, Baker FC. Wearable sleep technology in clinical 
and research settings. Med Sci Sports Exerc. 2019; 51(7):1538-57. 
doi:10.1249/mss.0000000000001947 

343. Fu CHY, Fan Y, Davatzikos C. Addressing heterogeneity (and homogeneity) in treatment 
mechanisms in depression and the potential to develop diagnostic and predictive biomarkers. 
NeuroImage: Clin. 2019; 24:101997. doi:10.1016/j.nicl.2019.101997 



 116 

344. Chilet-Rosell E. Gender bias in clinical research, pharmaceutical marketing, and the prescription 
of drugs. Glob Health Action. 2014; 7:25484. doi:10.3402/gha.v7.25484 

345. Hamberg K. Gender bias in medicine. Womens Health. 2008; 4(3):237-43. 
doi:10.2217/17455057.4.3.237 

346. Mossey JM. Defining racial and ethnic disparities in pain management. Clin Ortho Relat Res. 2011; 
469(7):1859-70. doi:10.1007/s11999-011-1770-9 

347. Buffenstein I, Kaneakua B, Taylor E, Matsunaga M, Choi SY, Carrazana E, et al. Demographic 
recruitment bias of adults in united states randomized clinical trials by disease categories between 2008 
to 2019: A systematic review and meta-analysis. Sci Rep. 2023; 13(1):42. doi:10.1038/s41598-022-
23664-1 

348. Kadambi A. Achieving fairness in medical devices learning from computer science can make 
medical devices fair for all races and sexes. Science. 2021; 6537:30-1. doi: 10.1126/science.abe9195 

349. LaRocco J, Le MD, Paeng D-G. A systemic review of available low-cost eeg headsets used for 
drowsiness detection. Front Neuroinform. 2020; 14 doi:10.3389/fninf.2020.553352 

350. Katsigiannis S, Ramzan N. Dreamer: A database for emotion recognition through eeg and ecg 
signals from wireless low-cost off-the-shelf devices. IEEE J Biomed Health Inform. 2018; 22(1):98-107. 
doi:10.1109/JBHI.2017.2688239 

351. Abdulrahman A, Baykara M, Alakus TB. A novel approach for emotion recognition based on EEG 
signal using deep learning. Appl Sci. 2022; 12(19):10028. doi:10.3390/app121910028 

352. Bashivan P, Rish I, Heisig S. Mental state recognition via wearable EEG. Proceedings of 5th NIPS 
Workshop on Machine Learning and Interpretation in Neuroimaging (MLINI15).  
2016.CoRR abs/1602.00985  

353. Peng X, Yan Y-X, Liu H. On the use of fiber lasers in non-invasive blood glucose monitoring. Opt 
Fiber Technol. 2022; 68 doi:10.1016/j.yofte.2022.102822 

354. Dauphin-Ducharme P, Yang K, Arroyo-Currás N, Ploense KL, Zhang Y, Gerson J, et al. 
Electrochemical aptamer-based sensors for improved therapeutic drug monitoring and high-precision, 
feedback-controlled drug delivery. ACS Sensors. 2019; 4(10):2832-7. 
doi:10.1021/acssensors.9b01616 

355. Downs AM, Gerson J, Leung KK, Honeywell KM, Kippin T, Plaxco KW. Improved calibration of 
electrochemical aptamer-based sensors. Sci Rep. 2022; 12(1) doi:10.1038/s41598-022-09070-7 

356. Arroyo-Currás N, Somerson J, Vieira PA, Ploense KL, Kippin TE, Plaxco KW. Real-time 
measurement of small molecules directly in awake, ambulatory animals. Proc Natl Acad Sci USA. 2017; 
114(4):645-50. doi:10.1073/pnas.1613458114 

357. Etkin J. The hidden cost of personal quantification. J Consum Res. 2016; 42(6):967-84. doi: 
10.1093/jcr/ucv095 

358. Simpson CC, Mazzeo SE. Calorie counting and fitness tracking technology: Associations with 
eating disorder symptomatology. Eat Behav. 2017; 26:89-92. doi:10.1016/j.eatbeh.2017.02.002 

359. Rosman L, Gehi A, Lampert RDoIMSoCMYSoMNHC. When smartwatches contribute to health 
anxiety in patients with atrial fibrillation. Cardiovasc Digital Health J. 2020; 1(1):9-10. 
doi:10.1016/j.cvdhj.2020.06.004 

360. Ryan J, Edney S, Maher C. Anxious or empowered? A cross-sectional study exploring how 
wearable activity trackers make their owners feel. BMC Psychology. 2019; 7(1):42. 
doi:10.1186/s40359-019-0315-y 



 117 

361. Netherlands Enterprise Agency  [Internet]. Overview of the health technology sector in South 
Africa: Opportunities for collaboration. Netherlands Enterprise Agency; 2019 [updated 2019; cited 2023 
May 10]. Available from: https://www.rvo.nl/sites/default/files/2021/03/Overview-of-the-health-
technology-sector-in-South-Africa-Opportunities-for-collaboration.pdf. 
 
362. Rudigi Rukema J. Public infrastructure and its impacts on social inclusion and foster economic 
growth in South Africa. Anthropol Ethnol Open Access J. 2022; 5(1) doi:10.23880/AEOAJ-16000166 
 
363. Mvelase P, Dlamini Z, Dludla A, Sithole H, editors. Integration of smart wearable mobile devices 
and cloud computing in south african healthcare. eChallenges e-2015 Conference; 2015 25-27 Nov. 
2015. 
 
364. Zuma K, Simbayi L, Zungu N, Moyo S, Marinda E, Jooste S, et al. The HIV epidemic in south 
africa: Key findings from 2017 national population-based survey. Int J Enviro Res Pub Health. 2022; 
19(13) doi:10.3390/ijerph19138125 

365. Stats SA. General household survey 2021. South Africa: 2021. 

366. Statista Digital Market Insights [Internet]. Number of smartphone users in South Africa from 2014 
to 2023. Statista; [updated 2019; cited 2023 May 10]. Available from: 
https://www.statista.com/statistics/488376/forecast-of-smartphone-users-in-south-
africa/#:~:text=Today%20about%2020%20to%2022,and%20on%20the%20continent%20overall. 

367. Baran K. Stress detection and monitoring based on low-cost mobile thermography. Procedia Comp 
Sci. 2021; 192:1102-10. doi:10.1016/j.procs.2021.08.113 
 

 
 
 
  



 118 

Appendices 

Appendix A: Ethical Approval  
 

 
 

�����������
���������	
���
����

�
�������������

	�
���
������������

��������


�
��
��������������
����
���
���
���������
����������� �����!
����
!
�������!��"
����
���#�
����������
��

�����
��������������
�����������������������������
��������������������� �
���������!����"������������
���#��
��
��������
�������$
��%����"�&�
%���'�
����������
����(��
�������
��������������!����
������%�������
���)���
�������
�*+

,%�
������������"�%%��
�*�
�������������
���
�����
%-
• (��
���.�����
%�
���
%
��"�������
��
�����������������������
���
%%��������/��!���+
• ,%�
�������������������������������%��������0���1����2����
��������������������������������
�����������
����(��
��

����
�������*
��
�*����������
���+
• ,%�
����������
����������
����(��
�������
������
��
�3�"�������)����
���#����3�
��
�
��
%�
�"���
�
��#���)�
���"�������

���
"
�
�
��#����
�����������������"����������
���#����������������
����
�����
���
�����
%+

���������������������$%
��������
�
������� �
• �������
���
�����
%�
������
�
��
%������������
������
�*�����������
����
��%
��������������

%���"�
%%���������������
�����

�����������
����+�4��������������
��
�"������������
�
���������
�*����������
�����
*
�����
��#����������������
���������

�����#��������
�*���������������
�����
��
��.���������"���
�����
%������������
����+

5���
�����������������
������������
���+

&���������
�
��

'''''''''''''''''''''''''''''''''''''''''''
(��$
���
��
���
�)*+���	,�-����+�!!
��
�6��6#������04��2#��,�
�����#�,�	
��������	
�����
������������	
�������
�������	���	���������	������	�����������������������������������

������	
�������
�������	���	���������	������	������������	������������������������������	�� !����"##$��������������������������������	����%����������%����������%�����
��%�������&
��������������'(���%�' )�������	����������*�%���*����������	�����������%�����	����������������	�������*�����%�*������+�	������������
�����,���������
�������	���
-�%�	���������	����
�	���.
�%����������������������.
�%���������������	���������	�/�����	���������
	�
������%����	���������	��%��%������"#!(�0+�������������
�����1



 119 

 
Appendix B: Informed Consent 
 
 

 
 
 

PARTICIPANT’S INFORMATION 
& INFORMED CONSENT DOCUMENT 

 

STUDY TITLE: NEOPTERIN AND NEUROPHYSIOLOGICAL MEASUREMENTS AS 
MARKERS OF ANXIETY AND STRESS 

Principal Investigators: Rouxzan Cronjé and Dr Priyesh Bipath 

Institution: University of Pretoria 

 

DAYTIME AND AFTER-HOURS TELEPHONE NUMBER(S): 

Daytime number/s: 0123192424 

Afterhours number: 0123192424 

 

DATE AND TIME OF FIRST INFORMED CONSENT DISCUSSION: 

             : 

Date month year  Time 

 

Dear Prospective Participant 
 

 
Dear Mr/Ms/Mx. .....................................................................................  
 

1) INTRODUCTION  

You are invited to volunteer for a research study. I am doing research for a MSc Human 

Physiology Degree purpose at the University of Pretoria. The information in this document is 

to help you to decide if you would like to participate. Before you agree to take part in this study 

you should fully understand what is involved. If you have any questions, which are not fully 

explained in this document, do not hesitate to ask the researcher. You should not agree to 

take part unless you are completely happy about all the procedures involved. 
 

ICD 1A 
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2) THE NATURE AND PURPOSE OF THIS STUDY 
 
The aim of this study is to determine whether neopterin (a biomarker of inflammation) and certain 

non-invasive neurophysiological measures can be used as markers to identify persons at risk of 

anxiety and stress. Neurophysiological measures refer to the functioning of the nervous system; 

brain waves, heart rate, blood pressure and pulse will be the measurements used in this study. 

Identifying suitable biomarkers may contribute to the scientific understanding of mental well-being 

and help with the better management thereof. 

 
3) EXPLANATION OF PROCEDURES AND WHAT WILL BE EXPECTED FROM 

PARTICIPANTS. 
 
The first step in your participation will be the completion of a mental health questionnaire. This 

questionnaire consists of 21 questions and may take about 5-10 minutes to complete. The 

questionnaire will be administered online. It will be kept on a secure database to ensure 

confidentiality. You do not need to answer any questions that are of a sensitive nature to you. 

You will be confidentially informed should the outcome of the questionnaire necessitate referral 

to a mental health practitioner. The Faculty of Health Sciences has a support system in place to 

assist students who are struggling with a psychiatric/psychological disorder or are experiencing 

stress or emotional problems. Services are offered free of charge to all students and therefore as 

a participant in this study, you may be informed about or directed to these support services of 

your own free will. 

 

You may be invited to participate in the collection of physiological measurements. Your 

participation in this is not compulsory and you may opt-out at any time. The measurements we 

would like to take are quantitative encephalography (qEEG), heart rate variability (HRV), blood-

volume pulse (BVP), electrodermal activity (EDA), and blood pressure (BP). EDA is a non-

invasive measure of skin conductance. These measurements will require you to sit still for about 

10 minutes. The electrodes for the qEEG will be placed on your scalp and a heart rate monitor 

around your chest. Sensors will also be placed on your ring, middle, and index fingers of your left 

hand. You may opt out of these measurements at any time. Finally, a urine sample donation will 

also be required. The urine will only be tested for neopterin concentrations (a biomarker of 

inflammation).  

 
4) POSSIBLE RISKS AND DISCOMFORTS INVOLVED 
 
There are no medical risks associated with the study.  

The only possible discomfort that may occur is during the placement of the blood pressure 

monitor, heart rate chest strap and/or EEG electrodes. 
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5) POSSIBLE BENEFITS OF THIS STUDY 
 
Although you may not benefit directly, the study results may help to improve our understanding 

of biomarkers and their potential use in diagnosis and therapeutic interventions relating to 

mental health and overall well-being. 

Your results can be made available to you upon request. However, the data collected cannot 

be used or serve in any form as a diagnosis. 

 
6)  COMPENSATION 
 
You will not be paid to take part in the study. There are no costs involved for you to be part of 

the study.  
 
7)         YOUR RIGHTS AS A RESEARCH PARTICIPANT 

Your participation in this study is entirely voluntary and you can refuse to participate or stop at 

any time without stating any reason.  

 
8)   ETHICS APPROVAL 

This Protocol was submitted to the Faculty of Health Sciences Research Ethics Committee, 

University of Pretoria, telephone numbers 012 356 3084 / 012 356 3085 and written approval 

has been granted by that committee. The study has been structured in accordance with the 

Declaration of Helsinki (last update: October 2013), which deals with the recommendations 

guiding doctors in biomedical research involving humans/subjects. A copy of the Declaration 

may be obtained from the investigator should you wish to review it.  

9) INFORMATION  

If I have any questions concerning this study, I should contact: 

Rouxzan Cronjé  Email: u17027617@tuks.co.za 
 
 
10)  CONFIDENTIALITY 
 
All information obtained during the course of this study will be regarded as confidential. Each 

participant that is taking part will be provided with an alphanumeric coded number e.g. A001. This 

will ensure the confidentiality of the information so collected. Only the researcher will be able to 

identify you as a participant. Results will be published or presented in such a fashion that patients 

remain unidentifiable. The hard copies of all your records will be kept in a locked facility at the 

Faculty of Health Sciences, University of Pretoria. 
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11)  CONSENT TO PARTICIPATE IN THIS STUDY 
 
• I confirm that the person requesting my consent to take part in this study has told me about 

the nature and process, any risks or discomforts, and the benefits of the study.  

• I have also received, read, and understood the above-written information about the study.  

• I have had adequate time to ask questions and I have no objections to participating in this 

study.  

• I am aware that the information obtained in the study, including personal details, will be 

anonymously processed and presented in the reporting of results.  

• I understand that I will not be penalised in any way should I wish to discontinue the study 

and that withdrawal will not affect my further treatments. 

• I am participating willingly.  

• I have received a signed copy of this informed consent agreement. 

• I confirm that I may be contacted and invited to participate in the physiological 

measurement aspects of the study. 

• If any adverse health issues are detected, I may be contacted by the researcher and opt 

(or decline) to be anonymously referred to an appropriate health care provider. 

 
__________________________________  ________________________ 
Participant’s name (Please print)                      Date 
 
__________________________________  ________________________ 
Participant’s signature     Date 
 
__________________________________  ________________________ 
Researcher’s name (Please print)             Date 
 
__________________________________  ________________________ 
Researcher’s signature    Date 
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Appendix C: Biographical Questionnaire 
 
 
Age: ____________________________ 
 
Year of study: ____________________ 
 
Degree: _________________________ 
 
Sex:  Female   Male   Other 
 
 
Please read the following carefully and respond truthfully. 
 

1. Do you have epilepsy? Yes ▢                 No ▢ 

2. Do you use recreational drugs? 
      (regularly or recently) Yes ▢                 No ▢ 

3. Are you using any medication that may alter 
EEG readings e.g. barbiturates, 
antidepressants, antipsychotics, 
antihypertensives, etc? 

Yes ▢                 No ▢ 

4. If you are unsure whether your medication 
may alter EEG readings, please list your 
medication 

_____________________________ 

_____________________________ 

5. Are you taking anti-inflammatory 
medication? 

Yes ▢                 No ▢ 

6. Have you had a chronic or recent infection 
(e.g. bacterial or viral)? 

Yes ▢                 No ▢ 

7. Do you have an inflammatory disorder e.g. 
diabetes, Crohn's disease, inflammatory 
bowel disease (IBD), multiple sclerosis, 
Parkinson’s, etc?   

Yes ▢                 No ▢ 

8. If you are unsure whether your medication 
is anti-inflammatory or whether you have an 
inflammatory condition, please list here 

_____________________________ 

_____________________________ 
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Appendix D: DASS-21 Questionnaire 
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Appendix E: Participant Flyer 
 

 
Figure 28: Participant Recruitment Flyer. The QR code is a placeholder and not the actual QR code 
that was used. 

Appendix F: Booking System 
 

 
Figure 29: Calendly Booking System. Time slot booking for participants via Calendly. 
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Appendix G: Data Collection Setup 
 
 

 
 

Figure 30: Screenshot of EEG Activity. A screenshot of the Brain Avatar software collecting raw data from 
the EEG electrodes. 

  
 

 

 
 

Figure 31: Data Collection Setup. The EEG, HRV and BVP software were each run on a separate computer. 
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A                                                                                                B 

      
 

 
                                       C 

  
 

Figure 32: EEG Setup. Picture A shows a view from behind all the electrodes. Picture B shows a view from 
the front and Picture C shows a view from the side and the computer screen recording the EEG. 

 
 


