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Abstract

Users of online social network (OSN) platforms, e.g. Twitter, are not always humans, and social

bots (referred to as bots) are highly prevalent. State-of-the-art research demonstrates that bots

can be broadly categorized as either malicious or benign. From a cybersecurity perspective, the

behaviors of malicious and benign bots differ. Malicious bots are often controlled by a botmas-

ter who monitors their activities and can perform social engineering and web scraping attacks to

collect user information. Consequently, it is imperative to classify bots as either malicious or be-

nign on the basis of features found on OSNs. Most scholars have focused on identifying features

that assist in distinguishing between humans and malicious bots; the research on differentiating

malicious and benign bots is inadequate. In this study, we focus on identifying meaningful fea-

tures indicative of anomalous behavior between benign and malicious bots. The effectiveness of

our approach is demonstrated by evaluating various semi-supervised machine learning models on

Twitter datasets. Among them, a semi-supervised support vector machine achieved the best results

in classifying malicious and benign bots.

Key words: Benford’s law, benign bots, cybersecurity, feature selection, online social networks, semi-supervised machine learning,
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Introduction

Owing to reasons such as the simplicity of registering new accounts,
online social networks (OSNs) such as Facebook and Twitter are
constantly growing their user base [1]. When creating an account,
identity-related data such as name and email address are required,
which are used to create a unique user account [2]. Authentication
methods, such as one-time password and completely automated pub-
lic turing test to tell computers and humans apart (CAPTCHA) [3],
are applied to block nonhuman users [4, 5]. Sometimes, users falsify
identity-related information for privacy or malicious reasons such as
cyberbullying [6]. Whenever a user provides forged identity-related
information, that account is deemed fake [7]. Cresci et al. [4] deemed
an OSN account to be fake if it is deceptive about its personal infor-
mation (owner of an account), content (e.g. tweets), and followers.

Fake accounts, also known as Sybil accounts [8, 9], can be con-
trolled either by a human or a social bot [4, 10]. A social bot can be
defined as a social media account controlled by a computer program
via an application programming interface (API) [11, 12]. Social bots
can be used for either legitimate or malicious activities, such as inter-

net trolling and fraud [11, 13, 14]. In this study, we focus on identify-
ing bots as malicious or benign. The fact is that malicious bots are a
constant threat to cybersecurity [6, 15], as they often engage in mul-
tiple cybercrimes, including social engineering attacks (SEAs). A SEA
employs deception techniques to persuade users to unwittingly make
security mistakes [16], such as clicking a malicious uniform resource
locator (URL). Abreu et al. [17] investigated phishing SEAs executed
by malicious bots on Twitter and discovered that malicious bots often
execute phishing attacks by posting tweets embedded with malicious
URLs. Akyon and Esat Kalfaoglu [18] discovered malicious bots that
engaged in the dissemination of fake news, fake profiles, and content
referred to as fake social engagements. Fake social engagement is a
SEA that seeks to mislead users of OSNs [17, 18], e.g. an account
that purchases followers through black markets to influence public
opinion [18, 19]. Fake social engagements caused by malicious bots
on OSNs are a long-standing problem that has severe consequences
for cybersecurity [6]. Consider, for instance, the case of the Venezuela
elections that were influenced by malicious bots spreading forged in-
formation through Twitter [20]. It is a severe threat to democratic
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governments when computer programs can influence critical matters
such as free and fair elections. Therefore, it is crucial to detect bots
that engage in trolling activities or inflate their popularity to influence
public opinion [18].

In early April 2021, over 533 million individuals’ Facebook data
were leaked online, which is a recent case of using malicious bots
[21]. These personal data included phone numbers, email addresses,
and locations scraped across different countries, most notably, the
USA and the UK. The main question is, how were these massive data
illegally obtained by cybercriminals? Various theories abound as in-
vestigations are still ongoing. However, there is overwhelming ev-
idence that suggests that cybercriminals discovered a vulnerability
in Facebook’s developer API. This vulnerability was then exploited
by the cybercriminals who scraped the massive data. A Facebook
developer API is an application (bot) that enables certain activities
such as following friends and posting content to be automated, and
there are firm restrictions on the number of activities that can be au-
tomated. This was not the first incident of massive data leaked on
Facebook. Facebook stated that the currently leaked data were part
of the Cambridge Analytica data scandal [15], which was previously
reported and resolved on August 2019. The leaked personal data can
be exploited for multiple malicious activities, such as SEAs, scam-
ming, hacking, and fraud [16, 17]. Users of OSNs are encouraged to
visit the HaveIBeenPwned (https://haveibeenpwned.com) website to
check if their email address or phone number has ever been leaked
on dark websites. The above discussion further motivates the need to
study the behavior of social bots and classify them as either malicious
or benign, based on features found on OSNs.

Study motivation

There are various types of bots found in OSNs, such as Twitter and
Facebook, which can be broadly categorized as either benign or mali-
cious based on their activities [11, 13, 14]. Often, bot activities, such
as posting content, are time asynchronous [19]. Both malicious and
benign bots can operate under automation; however, their behavioral
activities (i.e. features) and intent may differ [11, 12, 22]. Particularly,
benign bots such as news update bots share breaking news, whereas
malicious bots such as spamming bots spread spam [11]. These char-
acteristic similarities and differences of social bots can cause benign
or malicious bots to be misclassified [11]. Most previous studies fo-
cus on identifying features that assist in the correct classification of
human users and malicious bots, with very little research on identi-
fying features that can assist in the correct classification of malicious
and benign bots.

In Table 1, we highlight the similarities and differences between
benign and malicious social media bots. Although malicious bots
have been extensively studied in the literature, benign bots have not
received much attention. This is mostly because benign bots per-
form useful services such as sports updates that do not pose any
cybersecurity threats, whereas activities such as web scraping per-
formed by malicious bots pose severe cybersecurity threats. Rad-
ware [23] performed a network traffic analysis on their Web in 2018
and identified that humans, benign bots, and malicious bots con-
tribute ∼74%, ∼17%, and ∼9% of network traffic, respectively. It is
well-established that malicious bots often mimic human behavior to
avoid detection [24, 25], benign bots can also mimic human behav-
ior. Specifically, Stieglitz et al. [12] highlighted benign bot accounts
that mimic human behavior; however, some of these accounts declare
upfront on their profiles that they are controlled by a bot. In addi-
tion, not all bot accounts declare this information [17, 18]; hence,
this study proposes using behavioral features found on OSNs to dis-

tinguish between benign and malicious bots, which is crucial, and
research in this area is inadequate [11, 23, 26].

Research questions and goals

The major contributions of this study stem from the following re-
search questions.

(i) Can the same features used in previous studies to successfully
distinguish between malicious bots and humans be useful in
classifying benign and malicious bots?

(ii) What features found in the metadata of OSNs indicate anoma-
lous behavior between benign and malicious bots?

(iii) Can semi-supervised machine learning (ML) models be used
to classify malicious and benign bots, given a limited labeled
dataset of such bots?

The remainder of this article is organized as follows. “State-of-
the-Art” presents the state-of-the-art on benign and malicious bots.
“Related Study” presents related studies. “Datasets and Methodol-
ogy” describes the implementation of various feature selection (FS)
methods on the benign and malicious bot Twitter dataset. “Classi-
fication of Benign and Malicious Bots” presents the results of four
semi-supervised ML (SSML) models implemented to classify benign
and malicious bots. “Results and Discussions” presents a discussion
of the findings of this study. Finally, “Conclusions” concludes this
study and describes a future study.

State-of-the-Art

The topic of profiling benign and malicious bots is still fairly new, so
the terminology relating to these bots is diverse [11, 12]. For instance,
most authors use the term social bot for “any social media account,
i.e. controlled by a computer program that seeks to mimic human be-
havior” [14], whereas some use the same terminology when referring
to a “harmful computer program social media account” [13]. The
most accepted definition of benign and malicious bots from a cyberse-
curity perspective is that benign bots are bots that perform useful ser-
vices [13, 27], such as aggregating content and offering news updates
[12, 22]. Bots that engage in activities such as spamming, dissemina-
tion of fake news, and web scraping to steal user information are
called malicious [11, 23]. Bots on OSNs were originally designed to
assist humans to automate mundane activities, such as posting con-
tent. Unfortunately, the capabilities of bots can be hijacked for mali-
cious activities [11] such as fake social engagements that damage the
integrity of OSNs, which negatively impacts the end-user experience.
Both benign and malicious bots are automated, but their behavioral
features may differ [11, 12, 22]. For example, tweets from benign
bots are retweeted more often than those from malicious bots [11].
There is sufficient evidence from the literature that most social bots
are benign and only a few are malicious [11, 12]. Given that most
bots are benign, we treat these as positive cases and malicious bots
as negative cases (anomalies). We use the same dataset from [11] to
identify features indicative of anomalous behavior between benign
and malicious bots, where consumption2 and broadcast3 bots are
treated as benign bots, and spambots are treated as malicious bots.

A plethora of literature exists on the classification of human and
malicious bot accounts on OSNs [12–14]. Ferrara et al. [28, 29] de-
signed a tool known as botometer, which predicts the likelihood of a

2 Consumption bots aggregate and distribute information such as trending
topics.

3 Broadcast bots aim to provide benign news updates.
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Table 1: Highlight: similarities and differences between benign and malicious social media bots

Benign bots Malicious bots

Can run automated tasks, such as posting tweets Can run automated tasks, such as posting tweets
Perform benign activities, such as posting news updates Perform malicious activities, such as posting fake news and spreading spam
Contribute to network traffic Contribute to network traffic
Often create real verified profiles Often create fake unverified profiles
Often controlled by a single user Often controlled by a botmaster1 that can form a botnet

1A botmaster also known as a puppetmaster is a bot account that controls activities of at least one other bot account [24, 60].

Twitter account being used by a human or bot. Botometer can ex-
amine >1150 features extracted from users’ account metadata of
friends, content, sentiment, network, and timing. These features are
subsequently used as inputs into botometer; afterward, a supervised
random forest (RF) ML algorithm is implemented. A high score in-
dicates a high probability of an account being a bot, and vice versa.
Further, complete automation probability is computed using Bayes’
theorem [28, 29] to account for the imbalanced dataset, i.e. numerous
human accounts and few bot accounts. A botometer is used mostly
by academics and practitioners. Its main limitation is that it does not
classify bot accounts as either benign or malicious, and we are not
aware of any tool that caters to this specific case. Botometers assume
bots to be spam or self-promoting malicious bots [28, 29]. The con-
trasting behavioral patterns of benign and malicious bots can cause
misclassification of these bots if features that differentiate them are
not carefully selected [11]. Ferrara et al. [28, 29] argued that using
public user metadata, such as the number of tweets and retweets,
is vital for classifying human and bot accounts because OSNs (in-
cluding Twitter) do not disclose personal user information in public.
Hence, in most studies (including this study), public metadata is used
to investigate behavioral features of benign and malicious bots. The
major research issue here is whether the same criteria that have pre-
viously been used to successfully distinguish between malicious bots
and humans can be used to distinguish between benign and malicious
bots. In this study, we look into this issue.

Related Study

In this section, we sample relevant studies related to the profiling of
social bots to lay a foundation for benign and malicious bot behav-
iors. Further, we highlight the approach, dataset type, and perfor-
mance of existing bot detection methods.

Social media bots

Oentaryo et al. [11] identified different types of benign bots (broad-
cast and consumption bots) and investigated if benign bots could be
differentiated from malicious bots (spam-promotion and spam-trick
bots) and human Twitter accounts. The authors claimed they are the
first to focus on classifying social media bots as either benign or mali-
cious. They considered 484 benign bots and 105 malicious bots; this
disproportion in data sizes implies an imbalanced dataset. Supervised
ML (SML) models that include naive Bayes, logistic regression (LR),
and RF were implemented to classify benign bots, humans, and mali-
cious bots. The LR produced the best results with an F1 score of 74%,
where tweet, retweet, hashtag, mention, and URL features were iden-
tified as significant features for classifying benign and malicious bots
using Shannon entropy. Features such as tweets and retweets are sig-
nificant features for differentiating between humans and malicious
bots in many previous studies, especially [28, 29].

Freeman and Hwa [2] proposed using SML techniques to clas-
sify a cluster of accounts as either fake or legitimate. The fake ac-
counts were assumed to be created by either humans or bots. The
authors used data from LinkedIn that contained clearly labeled data
of fake and legitimate accounts. The RF model achieved the best re-
sults of 98% area under curve (AUC), whereby features such as ac-
count description and email address were deemed to be most sig-
nificant using the Gini importance index. Akyon and Esat Kalfaoglu
[18] investigated fake social engagements created by bot and fake ac-
counts on Instagram. The common characteristics of fake accounts
include a low number of followers_count, coupled with a high num-
ber of following_count, as well as strange names and profile pic-
tures. Support vector machine (SVM), neural networks (NN), LR,
and Bayesian-based ML models were implemented to classify fake
and bot accounts. The NN model achieved the highest F1 score of
89%. Features such as followers_count and following_count were
identified to be significant in their classification problem. Cresci et al.
[4] investigated various types of spam bot accounts found on Twit-
ter. They evaluated the performance of human judgment and exist-
ing approaches in differentiating between legitimate (human), spam
bot, and traditional spam bot accounts. Human judgment performed
poorly (accuracy of 24%) in classifying spam bot accounts and ap-
proaches such as botometer were one of the good performing tech-
niques with a recall of 95%. Varol et al. [28] used >1000 features
extracted from user network patterns, activity time series, friends,
sentiment, and tweet content to classify Twitter accounts as either
humans or malicious bots. The RF ML model was implemented to
classify human and malicious bot accounts, realizing an AUC of 94%.
The authors also estimated that between 9% and 15% of Twitter ac-
counts exhibit bot behavior. Van der Van Der Walt and Eloff [30] in-
vestigated fake accounts created by humans and bots in Twitter. They
implemented various SML models, whereby RF was best performing
with an accuracy of 87%. Further, they concluded that features used
to detect bot accounts are not equally effective in detecting fake hu-
man accounts. Khaled et al. [31] also investigated the detection of
fake bot (Sybil) Twitter accounts using a hybrid SML model of SVM
and NN—SVM-NN—realizing accuracy of 98%.

Gilani et al. [32, 33] gathered a large-scale dataset of human
and bot users on Twitter. Approximately 65 million tweets were col-
lected; after which, this dataset was categorized into four groups of
popularity using the follower_count feature as an indication of pop-
ularity. The first group comprised well-known accounts (celebrities
and big brands) with a very high follower_count of >9 million. The
second group was very popular accounts with follower_count rang-
ing from 900 000 to 1.1 million. The third group comprised aver-
age popular accounts with follower_count ranging between 90 000
and 110 000. The fourth group was ordinary users with the small-
est number of followers_count of <90 000. In each group, a certain
number of bots and human accounts were considered. Further, in
all groups, features such as status_count and retweet_count closely
followed a Gaussian distribution. In each group, 11 features, such
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Table 2: Summary: of well-known existing approaches to detect bots on social media platforms (LinkedIn, Instagram, and Twitter)

Author Dataset type Significant features used Method used Performance Approach

Oentaryo et al. [11] Humans, benign
bots, and malicious
bots

Tweet, retweet, hashtag, mention,
and URL features

LR F1 score = 74% Supervised learning

Freeman and Hwa [2] Fake and legitimate
accounts

Username, email address, and IP
address

RF AUC = 98% Supervised learning

Cresci et al. [4] Human, spam bots,
and traditional spam
bots

Not explicitly defined Botometer (RF)
Human judgment

Recall = 95%
Accuracy = 24%

Supervised learning
Human judgment

Gilani et al. [33] Humans and bots Account age, tweets, retweets, replies
and mentions, URL_count, content
uploaded, likes per tweet, retweets
per tweet, favorites, friend–follower
ratio, and activity source count

Botometer (RF) Accuracy = 48% Supervised learning

Varol et al. [28] Humans and
malicious bots

User network patterns, activity time
series, friends, sentiment, and tweet
content

RF AUC = 94% Supervised learning

Khaled et al. [31] Humans and fake
bots

Statuses_count, followers_count,
friends_count, favorites_count,
listed_count, geo_enabled, and
profile features

SVM-NN Accuracy = 94% Supervised learning

Rodríguez-Ruiz et al.
[27]

Humans, spam bots,
and traditional spam
bots

Retweets, replies, favorites, hashtag,
URL_count, mentions, inter-time,
friend–follower ratio, listed,
uniqueHashtags, uniqueMentions,
and uniqueURL

OCSVM AUC = 89% Supervised learning

Van der Walt and Eloff
[30]

Humans and bots Account age, duplicate_profile,
followers_count, friends_count,
geo_enabled, has_image, has_name,
listed_count, status_count, and
username_length

RF Accuracy = 87%
and F1 score = 50%

Supervised learning

Akyon and Esat
Kalfaoglu [18]

Humans and bots Follower_count, following_count,
highlight reel, external URL, tag
number, and hashtag number

SVM Precision = 91% Supervised learning

Dorri et al. [24] Human and spam
bots

Followers–following ratio, tweets,
account age, mentions, URL_count,
and spamword_count

OCSVM Recall = 99% Semi-supervised
learning

Shi et al. [35] Humans and
malicious bots

Likes_count, comments_count,
friends_count, and sharing_count

K-means
clustering

Recall = 90% Semi-supervised
learning

Chavoshi et al. [34] Humans and bots Tweets, URL_count, hashtag_count,
mentions_count, and screen_name

Warped
correlation

Precision = 94% Unsupervised
learning

as friend_follower ratio and account age, were applied to study the
behavior of bots and humans. The known behaviors of bots, such
as generating more content via tweets, retweets, replies, and men-
tions than humans, were observed. The significant contribution of
the study of Gilani et al. [32, 33] was to highlight different behaviors
of bots and humans at different levels of popularity groups. Specifi-
cally, well-known accounts were observed to have fewer bot accounts
and tweets in their dataset, whereas ordinary accounts had more bot
accounts and tweets. Rodríguez-Ruiz et al. [27] proposed using one-
class SVM (OCSVM) anomaly detection (AD) to classify malicious
bots and humans, experimented using the Twitter dataset of Cresci
et al. [4] that encompasses various types of malicious bots, such as
spam and retweet bots, and achieved an AUC of 89%. Chavoshi et
al. [34] used unsupervised learning via a warped correlation method
to classify Twitter users as humans or bots and detected bots with
a 94% precision. They demonstrated that human activities, such as
tweeting patterns, were not highly correlated, as opposed to bots.

Dorri et al. [24] presented a SocialBotHunter tool used to detect
social botnets from human Twitter users. SocialBotHunter is based
on OCSVM, which adopts the SSML approach. There are three main

steps involved in SocialBotHunter: (i) feature extraction, (ii) anomaly
score, and (iii) botnet detection. For each user, features including fol-
lowers_following ratio, tweet repetition rate, account age (in days),
inter-tweet time, mention_count, URL_count, and average number of
spam words per tweet are used as inputs for the ML algorithm. The
authors used the 1KS-10KN dataset containing 1000 spam bots and
10 000 human users to evaluate their proposed methodology. Social-
BotHunter achieved a high detection rate with a recall of 99%. Shi
et al. [35] proposed using a semi-supervised K-means clustering al-
gorithm based on the transition probability of clickstream to classify
humans and malicious Twitter bots. They used the CyVOD dataset
in their experiment and achieved a high detection rate with a recall
of 90%. In Table 2, we list the aforementioned existing well-known
approaches for detecting social media bots as there exists a plethora
of approaches. For each study, we state the dataset type (e.g. human
or bot), significant features used, method used, performance of that
method, and approach (e.g. supervised, semi-supervised, and unsu-
pervised).

Table 2 suggests that SML approaches are most used to detect
social media bots, in particular RF.
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Figure 1: Anomalies in the benign bot dataset.

Figure 2: Anomalies in the malicious bot dataset.

FS

An FS problem can be formulated as a task of identifying optimal fea-
tures in a dataset given some optimization criteria [36, 37]. Various
FS methods have been proposed for OSN data [13, 14, 37]. Khaled
et al. [31] proposed a hybrid SVM-NN model to detect malicious
Twitter accounts. They collected real human data on Twitter through
volunteers and bought fake (malicious) Twitter accounts through on-
line black markets. In this hybrid model, 16 features were consid-
ered for the classification of human and malicious Twitter accounts.
Four FS methods—the principal component analysis (PCA), correla-
tion, regression, and wrapper-SVM—were applied to multiple data
subsets of human and malicious accounts to identify significant fea-
tures. In their FS experiments, it was discovered that followers_count,
friends_count, favorites_count, and listed_count are significant fea-
tures that successfully differentiate human and malicious accounts.
It has been shown in the literature that most malicious bot accounts
are usually fake [7, 30]; hence, we aim to investigate if the features
found in [31] and other studies could be useful in classifying benign
and malicious bots.

Benford’s law

Benford’s law (BL; see Appendices A and B), also known as the law
of anomalous numbers, was discovered in 1881 by an astronomer—
Simon Newcomb. Over the years, it has been applied in various do-
mains, including network intrusions and OSNs [38]. Because various
scholars [38–42] have demonstrated that BL applies to OSN data—
especially Twitter—we do not buttress this point in this study. We
only highlight the findings of each study. The actual distribution of
each feature in Table 4 is compared with BL distribution using chi-
squared and Kolmogorov–Smirnov tests. This goodness-of-fit statis-
tics was used to examine whether there was a significant difference
between the observed and expected distributions (see [43] for more
details). The goodness-of-fit test is formulated as follows:

Null hypothesis (H0) = a feature obeys the first significant leading
digit (FSLD) distribution.

Alternative hypothesis (H1) = a feature violates the FSLD distri-
bution.

If P-value < 0.05, we reject H0; otherwise, we cannot reject H0.
Golbeck [39, 41] pioneered the application of BL to various OSN

datasets, such as Facebook and Twitter datasets. These datasets con-
tained features of humans and malicious bots. It was demonstrated
by Golbeck [39, 41] that the friend_count, followers_count, and sta-
tus_count obeyed BL (FSLD distribution) on the human dataset. The
same features were shown to violate BL on the malicious bot dataset.
Striga and Podobnik [38] used the Facebook dataset to demonstrate
that BL (FSLD distribution) holds for likes, posts, and comments for
human users. A similar finding was observed by Maurus and Plant
[40], namely, that YouTube views, likes, dislikes, and comments con-
formed to BL for human users. In our previous study [42], BL was
applied to Twitter datasets to identify significant features that dif-
ferentiated human and malicious automated programs (bots). Fur-
ther, it was demonstrated that features such as favorite_count and
friends_count obeyed BL on human datasets, whereas they violated
BL on malicious bot datasets. On the basis of the literature, not all
automated programs are malicious [11, 12, 14, 23]. In this study,
we perform further investigation if BL can identify features indica-
tive of anomalous behavior between benign and malicious bots. To
the best of our knowledge, BL has not been applied elsewhere to
study behavioral features that can differentiate benign and malicious
bots.

We hypothesized on the basis of the literature that benign and
malicious bots differ in behavioral patterns, such as tweeting pat-
terns [11, 22], and these patterns can be used to identify significant
features. For instance, the raw data of Twitter numerical features
may appear normal in absolute terms; however, analyzing the dis-
tribution of significant leading digits of these values may uncover
anomalies [40, 42]. In general, numerical Twitter features, such as
followers_count and friends_count, provide more insight into the be-
havior of an account, as opposed to nonnumerical features, such as
profile_has_image [5, 40]. BL predicts that the distribution of fea-
tures such as status_count is uneven [39]. Specifically, features with
numbers beginning with “1” are expected to occur in ∼30% of cases
compared with features with numbers beginning with “9.” The phe-
nomenon of BL can be explained as follows: any positive real num-
ber x ∈ R

+ can be written as a scientific notation x = S(x) × 10k,
where S(x) ∈ [0, 10) is called the significand and k is an integer called
the exponent [43]. For example, a feature called status_count that has
a value x = 302 can be written as 3.02 × 102 in scientific notation,
where 3.02 is the significand, 2 is the exponent, and 3 is the FSLD.
The main advantage of studying leading digits as opposed to abso-
lute numbers is that every number has a unique FSLD (i.e. 1, 2, …, 9).
For example, the FSLD distribution of a feature such as status_count
can be analyzed on benign and malicious bot datasets to determine
if this feature follows the FSLD distribution or not.

BL is a straightforward method to implement and does not re-
quire any parameter fitting, making it superior to other well-known
nonuniform distributions, such as Power law and Zipf’s law [40]. BL
only cares about the FSLD distribution, and the lack of proportion in
data sizes is insignificant [43]. Therefore, BL can be adopted as an FS
method [42] to solve problems with imbalanced datasets, as in this
study. Traditional FS methods such as the filter, wrapper, and embed-
ded methods are generally ineffective for imbalanced datasets [33,
44]. Although advanced FS methods such as the ensemble RF (ERF)
can handle imbalanced datasets, they are computationally expensive
[45].
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Table 3: Datasets: used in this study

Author Dataset description Notes

Oentaryo et al. [11] Malicious bots—80, benign
bots—373

Benign and malicious bots

Yang et al. [54] Bots—698 Botwiki
Mazza et al. [55] Bots—358 Botnets
Yang et al. [25] Bots—17 882 Political bots

Table 4: Sample: of numerical features from the Twitter metadata used to detect malicious bots

Feature Description

Account age (in days) Number of days of accounts existence [28]
Screen_name length Number of characters in the screen name [30]
Favorites_count Number of tweets liked by a user [31]
URL_count Number of URLs in the user profile [33]
Hashtag_count Number of tweets and retweets for a specified # key phrase [11]
Lists_count Number of pinned favorite lists [31]
Statuses_count Number of tweets an account has [11]
Satus.retweet_count Number of retweets an account has [11]
Status.reply_count Number of replies per user’s status [11]
Friends_count Number of users an account is following [18]
Followers_count Number of followers an account currently has [18]
Status.favorite_count Number of likes per user’s status [11]

Table 5: BL: test for benign and malicious bots, wherein bold

features are significant

Feature Benign Malicious

Favourites_count Cannot reject H0. Reject H0.
Lists_count Cannot reject H0. Reject H0.
Statuses_count Cannot reject H0. Reject H0.
Status.retweet_count Cannot reject H0. Reject H0.
Friends_count Cannot reject H0. Reject H0.
Followers_count Cannot reject H0. Reject H0.
Status.favorite_count Reject H0. Reject H0.
Screen_name length Reject H0. Reject H0.
Account age (in days) Reject H0. Reject H0.
URL_count Reject H0. Reject H0.
Status.reply_count Reject H0. Reject H0.
Hashtag_count Reject H0. Reject H0.

AD

AD on big data platforms such as OSNs is an interesting subfield
of ML that has attracted considerable attention recently [46]. Con-
sidering Twitter as an example, a sudden increase in the number of
tweets is an anomaly event that can signify real trending topics that
may be contaminated by fake news, as it was during the coronavirus
outbreak [47]. AD is concerned with identifying anomalies in mas-
sive datasets [5, 48], such as detecting malicious bot accounts on
Twitter. ML algorithms are also commonly used to detect malicious
bots on OSNs [13, 14]. Well-known AD methods include density-
, cluster-, distance-, graph-, and spectral-based techniques [48–50].
The underlying assumption in the cluster- and distance-based tech-
niques is that “normal” datasets are expected to be clustered around
the same point, whereas anomalies will be far from the normal points
(see Figs 1 and 2 using a real-world Twitter dataset from [11]). The
spectral-based techniques assume that high-dimensional data can be
projected into a lower-dimensional subspace where normal and ab-
normal points can be identified. The PCA is a well-known spectral-

based technique [50]. Statistical methods assume that “normal” data
distribution occur in high probability regions, whereas anomalies oc-
cur in lower probability regions [48].

The main challenge with detecting anomalies (malicious bots) on
OSNs is identifying features indicative of anomalous behavior [49,
50]. Usually, these features are identified on the basis of historical
data using FS methods, such as ERF [45]. OSNs have many features,
such as the number of friends and followers, that can be considered in
an ML algorithm [28, 29]. Identifying meaningful features is crucial
to designing effective ML algorithms, but this process can be compu-
tationally expensive [48, 49]. In this study, we demonstrate that BL
is an effective rule for selecting features of benign and malicious bot
data.

ML algorithms

AD algorithms can operate under supervised, unsupervised, and
semi-supervised learning conditions depending on the availability of
labeled datasets of normal and anomalous instances [46, 48]. In this
study, labeled datasets should indicate benign or malicious bots as
well as their features. Supervised AD techniques assume that there is
a sufficient number of equally labeled normal and anomalous data
in the training sets [48]. For example, for us to apply supervised AD,
we would require large labeled datasets of benign and malicious bots.
Unsupervised AD techniques do not assume any labels of the training
data; they implicitly assume that normal datasets are grouped around
the same point, whereas anomalies deviate from this point. For ex-
ample, benign bot data are expected to be grouped around the same
point, whereas malicious bot data deviate from this point [46]. We do
not consider unsupervised learning in this study as it can often cluster
data into multiple subgroups, whereas we aim to classify bots as ei-
ther benign or malicious. Semi-supervised methods fall in between
supervised and unsupervised methods [48, 51]. Semi-supervised al-
gorithms assume that the training set comprises only normal labeled
cases. If there are any unlabeled anomalous cases, they should be
minimal (not >10% of the dataset) [46]. In this study, we adopt the
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Table 6: Significant: features identified for differentiating benign and malicious bots

BL ERF FPR FDR FWE

Significant
features

Favorites_count,
lists_count,
statuses_count,
status.retweet_count,
friends_count, and
followers_count

Statuses_count,
followers_count,
friends_count,
lists_count,
favorites_count, and
status.retweet_count

Status_count,
favorites_count,
lists_count,
friends_count,
followers_count, and
status.retweet_count

Status_count,
favorites_count,
lists_count,
friends_count,
followers_count, and
status.retweet_count

Status_count,
favorites_count,
lists_count,
friends_count,
followers_count, and
status.retweet_count

Figure 3: Feature importance using ERF. The size of a bar indicates the

importance of each feature.

Table 7: Confusion: matrix for benign and malicious bots

Actual malicious Actual benign

Predicted malicious True positive (TP) False positive (FP)
Predicted benign False negative (FN) True negative (TN)

Table 8: GMM: benign versus malicious bots using significant

features of BL

Model Threshold Precision Recall F1 MCC

GMM 2.94e−05 69% 79% 77% 66%

semi-supervised learning approach, given that we have a sample of
labeled datasets of benign and malicious bots in Table 3 to train the
proposed models.

Semi-supervised algorithms are generally applicable to many real-
life problems, such as OSNs, as in most cases datasets for normal
cases can be obtained, but anomalous data are often unavailable
[44, 46]. The detection of anomalies strongly depends on the mod-
eling of normal or expected distribution [49, 50]. It is difficult to
set boundaries on OSNs that define normal behavior, as users’ be-
havior evolves [5, 7]. The rule of thumb is that data with most
records grouped are assumed to be normal, whereas points that de-
viate from this normal group are anomalies [52, 53]. Anomalies are
detected on the basis of position or distance from normal behavior. In
Figs 1 and 2, we illustrate individual and group anomalies in a sim-
ple 2D plot for a benign and malicious dataset using the dataset in
Table 3.

Datasets and Methodology

We used the same dataset from [11] to investigate features indicative
of anomalous behavior between benign and malicious bot data. BL
is used to identify significant features between benign and malicious
bots. Our dataset comprised metadata of benign and malicious Twit-
ter bots. From the original list of benign and malicious bot accounts
[11] shared with us, we discovered that some accounts had been de-
activated or inactive, hence were excluded from our data. Table 3
summarizes the datasets used in this study.

To the best of our knowledge, the dataset from [11] is the main
dataset that contains clearly labeled benign and malicious bots; there-
fore, we refer to this dataset as “labeled.” Further, the dataset is not
sufficiently large (Table 3). There exist a couple of options for ad-
dressing this problem, such as falsifying data with labels or using un-
labeled real data. We opted for the latter option. Now, the question is,
can these datasets be combined in one experiment? The answer is yes,
given that the Twitter datasets are based on the same data structure
of features, such as status_count. To confirm this, we performed the
Mann–Whitney U test to demonstrate that no bias was introduced
by combining datasets. The results for this are found in Appendix
G (Table A17). The datasets from [25, 54, 55] do not contain labels
(i.e. benign or malicious bots); hence, we treat these datasets as “un-
labeled.”

Figures 1 and 2 depict datasets of status_count vs. follow-
ers_count for benign and malicious bots, respectively. In both figures,
data points (blue) are relatively grouped, and hence can be assumed
to be “normal” behavior. The colored data points are distanced from
these normal data and can be deemed anomalies. We aim to demon-
strate that BL can effectively identify features indicative of anoma-
lous behavior between benign and malicious bots, which will help
the proposed ML models to distinguish between benign and mali-
cious bots.

FS using BL

We applied BL to identify features that can differentiate benign and
malicious bots meaningfully. It has been demonstrated by [39, 40]
that Twitter datasets satisfy minimum dataset requirements by BL;
therefore, BL can be applied [39, 40]. In Table 4, we indicate features
generally found in the metadata of benign and malicious bots [11].
Notably, these are the same features that were used in the past to
differentiate human and malicious bot datasets.

Then, we compared the BL distribution with the actual distribu-
tion for each feature in Table 4 to identify significant features among
benign and malicious bots, (A graphical representation of BL tests is
provided in Appendix B).

A feature is only significant if it obeys BL on the benign bot
dataset and simultaneously violates BL on the malicious bot dataset.
If a feature violates or does not violate BL on both datasets, then that
feature is not deemed significant [40]. On the basis of the results re-
ported in Table 5, features in bold are significant for differentiating
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Figure 4: GMM for the first 300 samples, where malicious bots are indicated as anomalies. Malicious bot samples are found on the lower regions of the

distribution as anomalies, whereas benign bots are found on the higher probability regions.

Table 9: GMM: benign versus malicious bots using all features in

Table 4

Model Threshold Precision Recall F1 MCC

GMM 2.04e−04 62% 74% 67% 58%

malicious and benign bots. These results are intuitive and align with
the known behaviors of bots mainly discussed in [11, 31]. For exam-
ple, consider the lists_count feature that allows users to pin tweets
that will appear at the top of their profile, regardless of time. Mali-
cious bots are observed to pin more tweets than benign bots so that
when other users visit their profiles, they will immediately see those
tweets conveying a particular message. Features such as screen_name
length and account age violated BL on both datasets, and thus are

not deemed significant. This is rational as the features do not pro-
vide much insight into terms of user behavior. We observed that the
identified significant features for differentiating benign and malicious
bots in Table 5 are the same as those in our previous study [42],
which used BL to distinguish between humans and malicious bots.
This suggests that benign bots and human accounts display similar
behaviors. To further illustrate the effectiveness of BL in differentiat-
ing benign and malicious bots, we implemented four FS methods on
the same dataset from [11]. Their results are consistent as indicated
in Tables 5 and 6.

FS using ERF

ERF works for high-dimensional imbalanced data problems,
such as OSNs, given the hierarchical structure that allows them
to learn from majority and minority classes [56]. In this study,

Figure 5: AD classifier performance using features identified by BL.
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Table 10: S3VM: benign versus malicious bots using significant

features of BL

Model Precision Recall F1 MCC

S3VM 69% 89% 76% 64%

Table 11: S3VM: benign versus malicious bots using all features in

Table 4

Model Precision Recall F1 MCC

S3VM 61% 76% 67% 60%

Table 12: LP: benign versus malicious bots using significant

features of BL

Model Precision Recall F1 MCC

LP 65% 81% 72% 62%

Table 13: LP: benign versus malicious bots using all features in

Table 4

Model Precision Recall F1 MCC

LP 58% 74% 63% 59%

Table 14: LS: benign versus malicious bots using significant

features of BL

Model Precision Recall F1 MCC

LS 66% 81% 72% 62%

benign and malicious bots are considered majority and minority
classes, respectively. The results in Fig. 3 indicate that status_count,
followers_count, friends_count, listed_count, favorite_count, and
retweet_count are important features for differentiating benign and
malicious bots. The results agree with the BL results in Table 5. The
length of a bar indicates the importance of each feature.

Notably, BL was found to produce similar results as ERF in Fig. 3.
However, BL is highly computationally efficient compared with ERF.
Thus, BL could be more beneficial to ML algorithms used to classify
benign and malicious bots in real time. ERF can efficiently analyze
big data; hence, it can be expected to reduce the computational cost
of identifying meaningful features. Next, we implemented three well-
known FS methods from ScikitLearn library. ScikitLearn library was
chosen because it is one of the biggest open-source libraries, mostly
used by academics and practitioners.

FS using false positive rate

The false positive rate (FPR) method selects significant features in a
dataset based on univariate statistical tests. This method selects sig-
nificant features based on a P-value computed using chi-squared or
analysis of variance; see [37] for more details. Using a P-value of
0.05, status_count, favorites_count, lists_count, friends_count, fol-
lowers_count, and status.retweet_count were identified as significant
features.

FS using false discovery rate

The false discovery rate (FDR) method identifies significant features
using the Benjamini–Hochberg algorithm and an upper bound alpha
on the expected FDR; see [37] for more details. The FDR method
produced the same results as the FPR method for an alpha of 0.05.

FS using familywise error

The familywise error (FWE) method identifies significant features us-
ing the Bonferroni algorithm and an upper bound alpha; see [37] for
more details. The FWE method produced the same results as the FPR
method for an alpha of 0.05.

In summary, significant features identified by BL to differentiate
benign and malicious bots proved to be consistent with those identi-
fied by the ERF, FPR, FDR, and FWE.

Evaluation measures

In this study, the proposed methods are evaluated using stan-
dard measures for imbalanced datasets, including precision, recall,
Matthews correlation coefficient, and F1 score. The mathematical
formulas for these measures are easily derived from the confusion
matrix in Table 7 (see [57, 58]).

Precision = TP
TP + FP

.

Recall = TP
TP + FN

.

F1 − score = 2 × Precision × Recall
Precision + Recall

.

MCC − score = TP × TN − FP × FN
√

(TP + FP) (TP + FN) (TN + FP) (TN + FN)
.

Classification of Benign and Malicious Bots

In our experimental setup, we split the datasets in Table 3 into two
groups: the training and test datasets. The training dataset was used
to train the ML model and fit its parameters, whereas the test dataset
was used to test the performance of an ML model. The training
dataset comprised 103 labeled datasets (30 malicious bots and 73
benign bots) and 18 938 unlabeled datasets (i.e. bot samples from
[25, 54, 55]). The test dataset comprised 350 samples (50 mali-
cious bots and 300 benign bots). The significant features used in
this classification are indicated in Table 5, which are favorites_count,
lists_count, statuses_count, status.retweet_count, friends_count, and
followers_count.

Semi-supervised Gaussian mixture model

To address research question (iii), we evaluated various semi-
supervised AD algorithms for classifying malicious and benign bots.
The semi-supervised Gaussian mixture model (GMM) AD is consid-
ered suitable for evaluating continuous data such as OSN data that
have many features [44, 46, 48, 52, 53]. The GMM algorithm is sum-
marized in Appendix C.

Semi-supervised SVM

Next, we applied semi-supervised SVM (S3VM) on the same dataset
to classify benign and malicious bots, as part of our experimental
study. S3VM applies the maximum margin principle, which aims to
design a binary classifier using labeled and unlabeled datasets [59].
Hence, S3VM was considered suitable for the binary classification
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Figure 6: AD classifier performance using all features in Table 4.

Table 15: LS: benign versus malicious bots using all features in

Table 4

Model Precision Recall F1 MCC

LS 59% 75% 64% 60%

problem considered in this study. S3VM is summarized in Appendix
D, and further details are found in [45, 59].

Semi-supervised label propagation

The label propagation (LP) method is a graph-based SSML model
that uses a sample of labeled nodes on a graph to extend the label-
ing of all nodes on the graph until convergence is achieved [45]. This
method is suitable for the considered problem, given that we have
a dataset of labeled samples of benign and malicious bots. Specif-
ically, we consider N labeled data points denoted by + 1 (benign
bots) and − 1 (malicious bots) and M unlabeled data points denoted
by y = 0. Let G = {V, E} represent a graph with every vertex com-
prising labels V = {+1, −1, 0}, and the edge is based on affinity
matrix W . Further, the features of the dataset are denoted by X. The
intuition behind the LP method is that two nodes are connected if
they are “similar;” therefore, unlabeled data points can be labeled by
propagating labeled data points to their neighbors by iterating un-
til convergence. The LP method is summarized in Appendix E; for
further details, see [45].

Semi-supervised label spreading

The label spreading (LS) method is similar to the LP method, except
that the labeled data points on the vertex may change during the
iteration process. The clamping factor α ε (0, 1] determines whether
labeled data points will update. If α = 0, the LS method will not
update the original labels as in the case of the LP method. The LS
method is summarized in Appendix F; for further details, see [45].

Results and Discussions

In this study, we classified benign and malicious bots of OSNs
through features indicative of anomalous behavior. In total, 6 of 12
features were identified by BL to be significant for differentiating be-
tween benign and malicious bots (Table 6). The six features were
then used as inputs into semi-supervised AD classifiers. A total of

four SSML algorithms were implemented to classify benign and ma-
licious bots. GMM was implemented to address the binary classifica-
tion problem, and it produced good results (Table 8 and Fig. 4) when
using features identified by BL. Using all features found in Table 4
did not improve GMM, as indicated in Table 9. Further, S3VM was
implemented to solve the same classification problem. S3VM out-
performed other algorithms when using features identified by BL in
Table 5 (Fig. 5). For all algorithms, the inclusion of all features in
Table 4 did not improve the classification performance, as indicated
in Fig. 6. One possible explanation for this is that adding less mean-
ingful features, such as account age and screen_name length, could
negatively impact the classification. Such features were observed to
violate BL on both datasets; thus, they were not deemed to be signif-
icant. This is intuitive, as these features did not provide much insight
into the behavior of benign and malicious bots. LP and LS also pro-
duced good results as demonstrated in Tables 12 and 14, respectively.

Figure 5 is based on the results in Tables 8, 10, 12, and 14,
whereas Fig. 6 is based on the results in Tables 9, 11, 13, and 15.

Finally, we employed the findings of [11] to benchmark the pro-
posed algorithms. For our purposes, we were more interested in the
correct classification of malicious and benign bots. Oentaryo et al.
[11] implemented four SML methods and found that LR and SVM
produced the best results in terms of recall and F1 score. Particularly,
LR and SVM achieved recalls of 81% and 76% and F1 scores of 74%
and 73%, respectively. In our experiments, S3VM produced the best
results with a recall of 89% and an F1 score of 76%. In summary,
our results demonstrated that using features indicative of anomalous
behavior could yield better results, as opposed to using just “many”
features. Features in Table 4 were previously used to successfully clas-
sify human and malicious bots. However, we have demonstrated that
using all these features does not improve the classification. More-
over, including unlabeled bot dataset in the ML slightly improved
the classification in terms of recall and F1 score. Given that we used
raw metadata from Twitter, our findings are scalable to other OSN
domains, such as Facebook and LinkedIn.

The main limitation of this study is the lack of publicly available
datasets of benign and malicious bots. Further study is required to
design a real-time system such as a botomoter for classifying bots as
either benign or malicious.

Conclusions

In this study, we investigated which OSN features are useful in dif-
ferentiating malicious and benign bots. Twitter datasets encompass-
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ing benign and malicious bots were used to discover suspicious be-
haviors, such as “like fraud” and “retweet” spam caused by mali-
cious bots. Finally, once significant features were identified, we im-
plemented four semi-supervised AD algorithms, including GMM,
S3VM, LP, and LS, to classify malicious and benign bots. S3VM pro-
duced the best results with a recall of 89% and an F1 score of 76%.
Further, we demonstrated that features effective in classifying human
users and malicious bots are not equally effective in classifying benign
and malicious bots. We believe that our findings will help to minimize
cyber threats caused by malicious bots and improve the end-user ex-
perience on OSNs. Further research will investigate behavioral activ-
ities (including status content features) of different types of benign
bots (e.g. sport and comic bots) and malicious bots (e.g. phishing
and fraudulent advertisement bots) on various OSNs.

Supplementary Data
Supplementary data is available at Cybersecurity Journal online.
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