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A B S T R A C T   

Jet impingement combined with phase change in the form of boiling has been proven to enhance heat transfer in 
thermal management applications. When added to surface enhancement, a further increase in heat transfer can 
be envisaged. Surface enhancement in the form of pin-fins are investigated numerically for a confined single jet 
of HFE 7100 impinging on a copper surface under boiling conditions. ANSYS Fluent with the Rensselaer Poly
technic Institute boiling model embedded in the Eulerian multiphase framework is utilised. After validating the 
resulting boiling curve against experiments with an in-line arrangement of pin-fins, a parametric study to 
investigate the effect of pin geometry, and pattern was performed. Key parameters included Reynolds numbers, 
pin-fin heights, pin-fin spacing and a star pattern. The objective of the parametric analysis was to limit the dry- 
out regions in the domain. Finding that local dry-out is decreased through decreasing flow obstruction and heat 
transfer is mainly linked to surface augmentation. Our results show that for the experimental configuration, 17 % 
of the pin-fin area experienced dry-out at the 23.2 W/cm2 input heat flux. Dry-out was practically eliminated for 
low pin-fins spaced far apart as expected. But, when keeping the surface augmentation factor constant in a star 
pattern, the dry-out area was reduced from 17 % to 1 % at the same input heat flux without a significant change 
in the wall superheat. In addition, the star pattern distribution allowed for a substantial increase in the critical 
heat flux compared to the in-line arrangement. It was also demonstrated that the pressure drop over the domain 
was independent of the surface enhancement as it was dominated by the jet stagnation pressure.   

1. Introduction 

Thermal management of densely packed chips is critical for devel
oping prevailing chips. However, recent developments exceed the heat 
dissipation capability of conventional single-phase cooling techniques 
[2]. Therefore, a shift is made towards phase-change cooling techniques 
to take advantage of the fluid’s sensible and latent heat, yielding a much 
higher heat transfer coefficient [2]. Various multiphase cooling tech
niques have been performed in literature, including pool boiling, 
channel flow boiling, spray cooling, boiling jet impingement, and hybrid 
cooling systems based on a combination of flow boiling and jet 
impingement [2]. Multiphase jet impingement demonstrates numerous 
advantages over pool- and flow-boiling techniques as impinging flow 
actively removes developing vapour, increasing the critical heat flux 
(CHF) significantly. The heat transfer coefficient (HTC) of jet impinge
ment is significantly affected by liquid properties, domain configura
tions, and surface structures [3]. Liquid jet impingement configurations 

consist of free surface jets, submerged jets and confined jets [4]. 
Confined impinging jets have the advantage of small-space design [5], 
making them favourable for cooling electronic devices. 

Heat and mass transfer rates are highly enhanced by turbulence [6], 
and enhancement techniques have gained traction in recent literature, 
focusing on spent fluid removal, fluid investigations and surface en
hancements. Cui et al. [7] investigated the effect of spent fluid removal 
and surface enhancements and found that heat transfer is enhanced if jet 
crossflow is eliminated through the use of effusion holes. Devahdhanush 
and Mudawar [8] investigated submerged boiling jet impingement using 
R134a operating in a heat flux range between 20 W/cm2 and 220 W/cm2 

at 7.5 bar. Katto and Kunihiro experimented [9] with water reaching 
heat fluxes as high as 280 W/cm2. HFE fluids have gained traction in 
recent years [1,7,10–12] due to their high surface wettability, low 
boiling point at 1 atm and high dielectric strength [1]. Pranoto et al. [13] 
reached heat fluxes of 26 W/cm2 to 30 W/cm2 for pool boiling whilst 
using HFE 7100 at 1 atm on micropillar surfaces. Ji et al. [12] and Cheng 
et al. [14] also used HFE 7100 on micropillars and reached heat fluxes up 
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to 280 W/cm2 with an array of jets with 40–41 degrees of subcooling. A 
rapid increase in the gradient of the boiling curve can be expected after 
the onset of nucleation boiling (ONB) due to the fast bubble growth and 
departure of HFE fluids, causing a latent heat release [15]. In recent 
years, the same results are gained through the use of nanofluids by 
modifying the mean properties of the base fluid, ultimately improving 

bubble dynamics and formation [16]. For instance, Song et al. [17] 
improved the heated surface with the deposition of a GNP/Ag mixed 
nanofluid and a GNP-Ag hybrid nanofluid and observed a significant 
increase in heat transfer compared to a bare copper surface. The for
mation of a fluffy and porous surface facilitates the lateral heat transfer 
of the heating surface by increasing the vaporization core to promote 

Nomenclature 

A Area,m2 

C Correlation constant,- 
Cp Constant pressure specific heat capacity,J/(kg • K)
d Bubble diameter,m 
dh long axis of the deformable bubble 
E Near-wall treatment constant,- 
F Force,N 
f Drag force function,- 
G Production of turbulent kinetic energy,kg/m • s3 

hfg Latent heat of vaporization,J/kg 
J Diffusive heat flux,W/m2 

Ja Jacob number,- 
k Turbulent kinetic energy,m2/s2 

K,m Empirical constants,- 
L Length,m 
ṁ Mass flow rate,kg/s 
Nu Nusselt number,- 
N Number of jets,- 
Pr Prandtl number,- 
P Pressure,Pa 
q’’ Heat flux,W/m2 

Q Heat exchange,W/m3 

Ra Surface roughness,μm 
Re Reynolds number,- 
Rε RNG additional term,- 
r/D Radial distribution,- 
R Interaction Force,N 
S Source term in turbulence and energy equations,- 
t time,s 
T Period,s− 1 

T Temperature,K 
V Volume,m3 

v velocity,m/s 
y Perpendicular distance from wall,m 
yv Physical viscous sublayer,- 
y*

v Viscous sublayer constant,- 

Greek symbols 
α Volume fraction 
δ Boundary layer region 
ε Turbulent dissipation rate 
η Surface efficiency 
λ Phase diffusivity,m2/s 
μ Dynamic viscosity,Pa • s 
ν Kinematic viscosity,m2/s 
ρ Density,kg/m3 

σε,m Inverse of the effective Prandtl number,- 
τ Shear stress,Pa 
κ Thermal conductivity,W/(m • K)

Subscripts 
aw Adiabatic wall 
b bulk 

b Buoyancy 
c Convection 
c corrected 
cp Contact pressure 
crit Critical bubble diameter 
d Drag 
D Drag coefficient 
du Asymmetric growth 
E Evaporative heat flux 
eff Effective 
f fins 
fl fluid 
h Hydrostatic pressure 
i Inertia 
Lift Lift coefficient 
ls Liquid saturated 
m mixture 
o Overall 
p Phase p 
p pressure 
part particle 
q Phase q 
Q Quench 
ref Reference 
s Solid 
s Surface tension 
sat Saturated 
sub Subcooled 
TD Turbulent dispersion 
vm Virtual mass coefficeint 
w,W Wall 
wl Wall lubrication 
wt Waiting time 
Eo’ modified Eӧtvӧs number 
i Interfacial area concentration 
xe Thermodynamic equilibrium 

Superscripts 
n Lemmert and Chawla empirical coefficient 

Acronyms and abbreviations 
AMG Algebraic multigrid 
CFD Computational Fluid Dynamics 
CFL Courant Friedrichs Lewy 
CHF Critical heat flux 
HFE Hydrofluorether 
HTC Heat transfer coefficient 
OND Onset of nucleate boiling 
PCB Printed circuit boards 
PEEK Polyether ether ketone 
PRESTO! PREssure Staggering Option 
RNG Renormalization group methods 
RPI Rensselaer Polytechnic Institute 
SIMPLE The Semi-Implicit Method for Pressure-Linked Equations 
UDF User defined function  
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bubble separation [18,19], as also reported by Rau et al. [1] with the 
inclusion of a microporous layer on a pin-finned surface. Furthermore, 
Xu Ma et al. [20] found that the use of GNP − Fe3O4 hybrid nanoparticles 
increase wettability, reduced the bubble generation period and resulted 
in smaller bubble detachment diameters, thereby prolonging the CHF. 
This enhancement technique is further emphasised in a study by Xu Ma 
et al. [21]. These findings collectively highlight the potential of nano
fluid to decrease local dry-out regions. 

Surface enhancements increase the product of average surface heat 
transfer coefficient and surface area by disrupting boundary layer 
growth and improving turbulent transport [22]. Feng et al. [15] studied 
the flow boiling characteristics of microchannels with various pillar 
distributions. As a result, bubble nucleation, slug liquid film, and local 
dry-out are identified as the three distinct boiling regions between pil
lars throughout the boiling curve. Liquid film evaporation is critical in 
heat transfer enhancements [15]. However, completely evaporating the 
liquid film will lead to local dry-out, deteriorating heat transfer and 
damaging the surface. Qiu et al. [23] investigated experimentally and 
numerically the boiling heat transfer in a chamber with staggered pil
lars. The densely packed pillars obstructed flow, creating large wakes 
and accumulating vapour in the downstream regions. 

Wan et al. [24] studied the effect of pin-fin shapes in flow boiling. 
They found that the pin-fin shape has a negligible effect on the initiation 
of the ONB, as the ONB is triggered for all shapes at approximately the 
same wall superheat. The liquid film formation is consistent with various 
fin shapes and distributions. However, pin-fin shape and formation 
influenced the commencement point of local dry-out on the boiling 
curve. 

Rau et al. [1] and Ndao et al. [22] performed boiling single jet 
impingement experiments on microstructured surfaces, concluding that 
microstructured surfaces produce a higher heat transfer coefficient than 
flat surfaces. Apart from using grooved surfaces, Jenkins et al. [25] 
gained the same increase in heat transfer coefficient. Rau et al. [1] 
attributed the reduction in heat transfer performance at high heat fluxes 
to dry out at the base of the fins. A similar trend was experienced by Feng 
et al. [15] with horizontal flow boiling. 

Local dry-out is a consequence of stagnating flow initiated by flow 
obstruction. Fig. 1 (a) depicts the liquid velocity distribution of a single 
jet impinging on a confined surface populated with a uniform distribu
tion of inline pin-fins (figure taken from the results section of this study 
described in section 4.4). The liquid flow distribution in the pin-fin vi
cinity forms a cross through the centre of the heated block as the uniform 
pattern of the fins allows liquid to flow along the channels perpendicular 
to the impingement periphery. Conversely, a compact staggered 
arrangement obstructs flow from advancing towards the edges of the 
heated block, creating stagnant flow regions at the edge of the heated 
block. Fig. 1 (b) depicts the spatial distribution of the local boiling type, 

comprising pool boiling (at the outer regions of the domain and in the 
wake of each pin-fin), flow boiling, and, convection and quenching at 
the jet stagnation region as liquid actively removes evaporation bubbles. 
The effect of pin-fin layout and distribution on the total heat transfer 
coefficient and local dry-out remains an unanswered question in boiling 
jet impingement, which this paper aims to provide insight into. 

Numerical simulations of two-phase flow boiling remain challenging 
and complex, and few numerical investigations on boiling jet impinge
ment exist in literature. Narumanchi et al. [26] explored the nucleate 
boiling regime numerically through a 2D axisymmetric domain. Abished 
et al. [27] and Esmailpour et al. [28], investigated the effect of con
trolling parameters such as jet Reynolds number, degree of subcooling, 
and jet-to-target spacing. Subsequent work by Qiu et al. [29] incorpo
rated thermal mass or conjugation in the study of a single axisymmetric 
jet. In all these cases, heat transfer was predicted using the Eulerian 
multiphase framework incorporating the Rensselaer Polytechnic Insti
tute (RPI) boiling model. Finally, Wright et al. [30] extended numerical 
investigations to 3D jet arrays and highlighted the importance of 
including conjugation should the heated scheme in the experimental 
setup consist of a large thermal mass. However, all of the above nu
merical works of perpendicular jet impingement boiling are limited to 
flat surfaces without any surface augmentation. The inclusion of struc
tured surfaces on boiling jet impingement further increases numerical 
complexity due to the different boiling types depicted in Fig. 1 (b). 

Previous numerical work demonstrated that the Eulerian multiphase 
framework incorporated with the RPI boiling model could accurately 
predict heat transfer in boiling jet impingement. However, the integra
tion of conjugate heat transfer is essential due to the high thermal 
gradient formed by the impinging jet and structured surfaces. The cur
rent study aims to validate a single jet on pin-fin surfaces, analyse the 
effect of local dry-out due to the structured surfaces and perform a 
parametric analysis using the pin-fins’ dimensions, pitch and configu
ration, as parameters. The analysis intends to maximise heat transfer 
through surface augmentation but eliminate local dry-out to reduce 
microchip damage in boiling jet impingement. 

Section 2 defines the problem statement i.e. a 3D surface that is 
subjected to a single jet, followed by the numerical framework in Section 
3. Section 4 presents the numerical validation of a single jet impinging 
on pin-fin surfaces against existing experimental results from literature. 
A parametric study presented in Section 5 investigates the effect of inlet 
Reynolds number, pin-fin dimensions, pitch, and distribution. Finally, 
Section 6 details the key conclusions drawn. 

2. Problem definitions and numerical modelling methodology 

In this section, we describe the problem of a 3D pin-fin surface 
subjected to a single jet simulating experiments of Rau and Garimella 

Fig. 1. (a) Iso surface of liquid velocity > 0.3 m/s distribution of a single jet impinging on a pin-finned surface (b) Spatial distribution of local boiling type along a 
uniformed pin-fin distribution. 
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[1]. We also present the modelling and numerical method used. 

2.1. 3D pin-fin surface subjected to a single jet 

The experiments of Rau and Garimella [1] investigated the effect of 
structured surfaces in the form of pin-fins in boiling jet impingement 
using the dielectric working fluid HFE-7100. The heat transfer perfor
mance of a confined, single 3.75 mm jet is compared on various surfaces, 
including a smooth flat surface, a macroscale pin–fin surface and a 
hybrid combination of a flat surface with a microporous coating and a 
pin–fin surface with a microporous coating. In the current computa
tional study, we only consider the macroscale pin–fin surface. Fig. 2 il
lustrates the chosen computational domain on the experimental setup of 
Rau and Garimella [1], further illustrated in Fig. 3. It was found that 
extending the domain radially had a negligible influence (1 %) on the 
reported wall superheat at the stagnation point, and no influence on the 
single-phase flow patterns in the region of interest and caused a limited 
modification of the vapour formation during heating. This results of this 
extended domain (not shown here) motivated the use of the chosen 
computational domain. 

Only a quarter of the domain is modelled as a symmetry plane can be 
drawn to divide the domain into four symmetrical counterparts. As a 
result, a quarter model obtains the same level of accuracy whilst 
decreasing the computational costs, under the assumption that the 
vapour formation is symmetric as well. A velocity inlet is defined at the 
top of the orifice plate, normal to the longitudinal axis of the opening in 
the orifice plate. The orifice plate’s internal and bottom boundary is 
defined as an adiabatic wall. Coupled walls are defined between the 
adjoining copper block, insulation, and fluid. The outside walls of the 
insulation are also defined as adiabatic walls. Considering an extended 
upstream domain had a negligible difference in the stagnation temper
ature. The pressure drop over the stagnating jet was simulated to be 
within 1 % of the value reported in Fig. 10 of Rau and Garimella [1]. A 
hydrostatic pressure gradient is added to the pressure outlet to account 
for the added hydrostatic pressure caused by the bulk fluid during 
evaporation [30]. The wetted surface area consists of 256 CNC- 
machined 0.5 mm × 0.5 mm × 2.5 mm pin-fins uniformly and inline 
distributed over the square wetted surface with a pitch of 1.5 mm. The 
design objective of the pin-fins involves a significant surface augmen
tation whilst preserving adequate spacing for fluid to flow past [1]. 
Finally, uniform heat flux is applied at the bottom of the copper block 
with polyether ether ketone (PEEK) surrounding the copper block to act 
as insulation. 

3. Modelling 

3.1. Numerical framework 

A commercial CFD software, Ansys Fluent 2022 R2, was used to 
model subcooled boiling jet impingement on enhanced surfaces. The 
numerical framework follows the same outline as Wright et al. [30]. A 
transient, Euler-Euler approach was used as the foundation of the nu
merical model, with liquid as the primary phase and vapour as the 
dispersed phase. Conjugate heat transfer was predicted through the 
Rensselaer Polytechnic Institute (RPI) wall-boiling model, which is 
embedded in the Eulerian multiphase model. Multiphase flows are 
treated as interpenetrating continua where volume fractions represent 
the space of each phase occupied in a control volume. The numerical 
framework used in this study is outlined in Appendix A with multiphase 
turbulence modelled through the renormalisation (RNG) k − ε mixture 
turbulence model, where an additional source term is added to the 
turbulence dissipation equation to account for the dispersed phase- 
induced turbulence and the differences between the production and 
destruction thereof. 

The accuracy of numerical solutions is significantly impacted 
through near-wall modelling as walls act as the primary source of tur
bulence and vorticity. In the case of complex flows involving separation, 
reattachment, and impingement where the turbulence and the mean 
flow are subjected to pressure gradients, and rapid changes, a two-layer- 
based, non-equilibrium wall function [31] is used rather than standard 
wall functions. This is due to the fact that the assumption of local 
equilibrium is no longer valid as the production of turbulent kinetic 
energy is no longer equal to the destruction thereof, which is neglected 
in the standard wall functions. 

3.2. Near wall treatment 

The non-equilibrium wall functions remain partly the same as stan
dard wall functions, but the log-law for mean velocity is sensitised to 
pressure gradients by formulating a y* insensitive near-wall function. If 
flow separation occurs, τw→0, collapsing the y+ formulation. Thus, the 
introduction of y* eliminated the possibility of a collapse [32]. The 
sensitised velocity is expressed as. 

ŨC1/4
μ k1/2

τw
/

ρp
=

1
κp

ln

(

E
ρpC1/4

μ k1/2y
μp

)

(1)  

where Cμ is a model constant, k the turbulent kinetic energy, τw the shear 
stress at the wall, ρp, μp and κp the density, dynamic viscosity and 
thermal conductivity at the wall adjacent cell centre, E an empirical 
constant which is a function of wall roughness, y the normal distance of 
the centre of the first cell, and 

Ũ = U −
1
2

dp
dx

[
yv

ρκp
̅̅̅
k

√ ln
(

y
yv

)

+
y − yv

ρpκp
̅̅̅
k

√ +
y2

v

μp

]

(2)  

where dp
dx is the pressure gradient in the wall-normal direction, yv is the 

physical viscous sublayer thickness and computed as 

yv ≡
μpy*

v

ρpC1/4
μ k1/2

p
(3)  

where y*
v = 11.225 and kp is the turbulent kinetic energy at the cell 

centre. Wall neighbouring cells are assumed to consist of a viscous 
sublayer and a fully turbulent layer. The following assumptions are 
made to calculate the turbulent quantities: 

τt =

{
0, y < yv
τw, y > yv

(4) Fig. 2. Computational domain location on the experimental setup of Rau and 
Garimella. Pressure tap locations indicated. [1]. 
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k =

⎧
⎪⎨

⎪⎩

(
y
yv

)2

kp, y < yv

kp, y < yv

(5)  

ε =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

2vmk
y2 , y < yv

k3/2

c*
l y
, y > yv

(6)  

where C*
l = κpC

− 3
4

u and vm the mixture velocity. Through the use of the 
above quantities, the cell-averaged production of k, Gk and dissipation 
rate ε can be computed from the volume average of Gk and ε at wall- 
adjacent cells and for hexahedral cells expressed as 

Gk ≡
1
yn

∫ yn

0
τt

∂v
∂y

dy (7)  

and 

ε =
1
yn

∫ yn

0
εdy (8)  

where yn is the height of the cell. The appropriate cell volume averages 
are used for different cells. 

3.3. Solution method 

A pressure-based solver is implemented with the phased-coupled 
SIMPLE scheme for pressure–velocity coupling [32]. The Semi-Implicit 
Method for Pressure-Linked Equations (SIMPLE) algorithm is an itera
tive method that obtains an initial guess for the pressure field and solves 
the discretised momentum equations using the guessed pressure field. 
First, a correction term is added to the resulting face flux if it does not 
satisfy the continuity equation. Then, the corrected face flux is used to 
solve a pressure correction which is in turn used to correct the pressure 
field and face flux. Finally, all other discretised transport equations are 
solved from the resulting pressure and face flux—all variables are 
checked for convergence through comparison with the initial values. If 
one variable does not satisfy the convergence criteria, all final values are 
used as initial values to repeat the above iteration. An algebraic multi
grid (AMG) solver enhances convergence and cuts computational costs. 
An AMG solver is particularly attractive for unstructured meshes as 
coarser-level equations are not generated through a change in geometry 
or re-discretization. 

Spatial discretization was achieved through the first-order upwind 
method. However, the numerical discretization error is increased in the 
case of complex flows where the flow crosses the mesh lines obliquely. 
More accurate results can be obtained through second-order dis
cretization, but first-order discretization improves convergence and 
computational costs. The PREssure Staggering Option (PRESTO!) is used 
to determine the “staggered” pressures through the use of the discrete 
continuity balance for a “staggered” control volume. The Least Squares 
Cell-Based Gradient evaluation is used for constructing values of a scalar 
at cell faces and computing secondary diffusion terms and velocity de
rivatives. The Least Squares Cell-Based averaging scheme is known to be 
as accurate as the node-based gradient method for unstructured meshes. 
However, it is found to be less expensive to compute compared to the 
node-based method. Warped-face gradient correction is implemented to 
improve gradient accuracy, especially in meshes with a significant dif
ference in the volume of neighbouring cells. Finally, the first-order im
plicit formulation is used to achieve time discretization. The implicit 
formulation is unconditionally stable and allows for a much larger time 
step size than the explicit formulation. Implicit formulations were used 
to solve the body forces and the volume fractions. 

Due to a coarse mesh and a few poor cells in the pin-fin vicinity, a 
truncated virtual mass force value was used to enhance convergence. On 
the other hand, cells that experience a high vapour velocity are prone to 
cause divergence. Thus, an automatic mesh adaption scheme was 
formulated to refine cells with an abnormally high vapour velocity 
leading to better convergence in the targeted cells. In addition, a nu
merical noise filter was applied to the energy equation to filter out noise 
due to the fluctuations caused in heat transfer by the drastic change in 
fluid density and thermal properties at the wall in the phase change 
process. 

All data presented in the following chapters are time-averaged values 
after a case reached a steady state and the total heat transfer rate into the 
fluid equalled the total heat transfer rate into the solid. 

4. Validation against experiment 

In this section, we validate the numerical model against the pub
lished results of experimental studies conducted by Rau and Garimella 
[1] of a confined, single, subcooled jet subjected to a surface consisting 
of a uniform, inline array of pin-fins. 

4.1. Experimental procedure [1] and test module 

A closed-loop experimental facility was utilised to recirculate flow 

Fig. 3. Computational domain of a single jet on pin-fins (a) top view and (b) symmetry plane side view, including the effects of conjugation.  
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through the jet impingement test section [10]. The test section for 
confined and submerged jet impingement was assembled with polyether 
ether ketone (PEEK) and polycarbonate to mitigate heat loss and allow 
visual observation [10]. The heater assembly consists of a copper block 
and provides a 25.4 mm × 25.4 mm wetted surface area [1]. A 4 mm- 
thick PEEK capping plate is sealed around the copper block with four 
spring-loaded screws to finely adjust the level between the copper block 
and the capping plate. Twelve 25.4 mm long, 36 Ω cartridge heaters are 
embedded in the copper block to act as a uniformly distributed heat 
source. Four T-type sheathed thermocouples are placed inline at the 
centreline of the block, spaced 2.54 mm apart to measure the centreline 
temperature, allowing for the surface temperature’s extrapolation. The 
measurement of the centreline temperature only allows the experiments 
to measure the temperature at the stagnation region, neglecting the 
surface temperature at the outer regions of the domain. Thus, it is rec
ommended that the average surface temperature is measured as in 
Devahdhanush and Mudawar [2]. 

Table 1 includes all operating conditions for flat and pin-fin surfaces 
at a single flow rate. The experimental investigation used three different 
flow rates (400, 900, and 1 800 ml/min). However, the highest flow rate 
was chosen to ensure a fully turbulent flow and serve as a validation case 
for the present study. 

The reported maximum uncertainty for all pressure transducer and 
thermocouple measurements resulted in ±0.13kPa and ± 0.3 ◦C bands, 
respectively. Surface temperature extrapolation resulted in a reported 
uncertainty of ± 0.4 ◦C at low heat fluxes and ± 0.8 ◦C at a heat flux of 
88 W/cm2 [16]. The determination of local heat fluxes is not possible 
due to the copper block heat source used. Through a standard uncer
tainty analysis, including uncertainty contributions from the power 
dissipated from the cartridge heaters, extrapolated surface temperature, 
and heat loss calculated in ANSYS Fluent [32], the uncertainty in re
ported experimental heat flux is estimated to be less than 2 %. 

4.2. Computational properties and boundary conditions 

In the present study, liquid enters the domain at 2.716 m/s at a 
pressure of 101 325 Pa and a temperature of 51 ◦C. Constant solid ma
terial properties are used for the Copper block and the PEEK insulation 
(see Table 2). Table 3 includes the fluid properties of the working fluid 
HFE 7 100. The liquid properties are constant at 51 ◦C and 1 atm, and the 
vapour properties are constant as a saturated vapour at 61 ◦C and 1 atm. 
All fluid properties are gained through multiple sources, including 
([33,13,1]). 

Table 4 includes the inlet and outlet conditions of the 3D quarter 
symmetry domain. Turbulence intensity is left at the Fluent default of 5 
%. Outlet backflow conditions are set to allow for liquid and vapour to 
recirculate from neighbouring cells. 

4.3. Mesh independence 

Divisions depicted in Fig. 3 (b) illustrate the domain division to allow 
for a higher-quality mesh. The constant-mesh size was enforced in the jet 
and fin regions, whilst the mesh grew with a maximum of 20 % in the 

bulk fluid region. This mesh study aimed to decrease the mesh density 
between the fins with a minimum allowable refinement of five cells 
between fins. Polyhedral and hexahedral cells were used to compare 
mesh types at the same mesh density. The maximum cell aspect ratio is 
kept below 8, whilst the minimum cell orthogonality is kept above 0.5 
for both polyhedral and hexahedral cells. In addition, automatic mesh 
adaption was enabled to allow for automatic mesh refinement in 
possible unstable cells, identified as cells with a vapour velocity five 
times higher than the inlet velocity. All computations are done at a 
uniform heat flux input of 23.24W/cm2 and a fixed time step of 0.0001 s. 
The maximum CFL number is kept under 5 for all cases as Ansys Fluent is 
able to sustain CFL numbers>1 [34]It is also important to note that the 
implicit method used in the current transient simulation is uncondi
tionally stable [35]. 

Various factors contributed to the mesh density study, including cell 
and node density, stagnation region temperature, area-weighted 
average base wall temperature, dry-out area percentage on the base 
wall, and nucleation boiling area percentage on the base wall. The 
stagnation region temperature is calculated through an area-weighted 
average of 10 % of the jet diameter centred on the longitudinal axis of 
the jet inlet. The dry-out and fully developed nucleation boiling area 
percentages are defined as the portions of the base surface area between 
the fins, excluding the fins tops, experiencing an evaporative heat flux 
contribution in a cell above 95 %, and between 50 % and 95 %, 
respectively of the total wall heat flux. The total wall heat flux is 
calculated from the RPI wall boiling model established by Kurul and 
Podowski [11], consisting of three components, and is expressed as. 

q̇W = q̇C + q̇Q + q̇E (9)  

where q̇C relates to the convective heat flux, q̇Q to the quenching heat 

Table 1 
Operating conditions of confined jet impingement with boiling 
on flat and pin-fin surfaces [1].  

Parameter Value 

Jet diameter [mm] 3.75 
Orifice thickness [mm] 7.5 
Jet to target spacing [mm] 15 
Jet flow rate [ml/min] 1 800 
Jet Reynolds number 38 900 
Jet velocity [m/s] 2.716 
Inlet temperature [◦C] 51 
Test section pressure [Pa] 101 345  

Table 2 
Solid material properties at 25 ◦C.  

Property Copper [32] PEEK [32] 

Density [kg/m3] 8 978 1 310 
Specific heat [J/(kgK)] 381 1 340 
Thermal Conductivity [W/(mK)] 387.6 0.2498  

Table 3 
Fluid properties.  

Fluid HFE 7100 
Saturation pressure [Pa] 101 325 
Saturation temperature [◦C] 61 
Surface tension [N/m] 0.0111027   

Liquid Vapour 
Temperature [◦C] 25 51 61 

Density [kg/m3] 1 481 1 444.34 9.12008 
Specific heat [J/(kg*K)] 1 183 1 141.86 938.43 
Thermal Conductivity [W/(m*K)] 6.9 e-02 8.996 e-02 1.4096 e-02 
Dynamic viscosity [kg/(m*s)] 5.63 e-04 4.195 e-04 1.1409e-05 
Molecular Weight [kg/kmol] 250.064 
Latent heat [kJ/kg] 111.7  

Table 4 
Inlet and outlet conditions of a quarter symmetry domain based on an experi
ment done by Rau and Garimella [1].  

Inlet boundary conditions  
Phase Liquid 
Temperature [◦C] 51 
Turbulence intensity [%] 5 
Outlet boundary conditions  
Backflow phase Mixture 
Backflow turbulence intensity [%] 5 
Backflow vapour fraction From neighbouring cell  
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flux and q̇E to the evaporative heat flux. 
Fig. 4 compares the predicted stagnation temperatures between 

polyhedral and hexahedral mesh types as a function of the number of 
cells between fins. A mesh refinement led to both types converging to the 
same stagnation temperature. Both hexahedral and polyhedral fine 
meshes produced accurate results with an error of 9.5− 9.9 % when 
considering the upper limit of the experimental stagnation superheat 
uncertainty. Thus, further investigation only considers the fine mesh 
cases of 8 cells between the fins as 10 cells between the fins is to 
computationally expensive for the small gain in accuracy. The fine mesh 
cases consisted of an initial cell density of 866 cells/mm3 for the poly
hedral mesh and 395 cells/mm3 for the hexahedral mesh. The decrease in 
stagnation temperature with mesh refinement can be due to better- 
resolved turbulent flow in the pin-fin vicinity, increasing mixing. The 
wall distance of the first cell can also lead to variable wall temperatures. 
y+ gives a reasonable estimate of the required first boundary layer 
height, but due to the complexity of the flow and mesh in the pin-fin 
vicinity, y+ is no longer a helpful tool. 

Plots of both the dry-out area contribution and fully developed 
nucleation boiling area contribution led to cyclic behaviour over time 
(see Fig. 5 (a) and (b)). The cyclic behaviour is due to the formation and 
coalescence of vapour columns at the outer regions of the domain (as 
detailed in the results section), followed by the ability of the liquid to 
rewet the surface. Rau and Garimella [1] visualised the cyclic process in 
their experiment, while Qiu et al. [23], although not reported to be cy
clic, picked up similar “dry-out” areas with high vapour contributions in 
stagnant flow regions. 

Extractions in Fig. 5 (a) and (b) depict the respective boiling 
contribution on the base surface at the peak, average and minimum with 
the dry-out area contribution (red) and fully developed nucleation 
boiling contribution (purple). The horizontal dashed lines in Fig. 5 (a) 
and (b) represent the respective average values gained from each graph. 
A contrary behaviour of the dry-out and nucleate boiling area contri
butions is found as the decrease in the dry-out area contribution in
creases the nucleation boiling area contribution and contrariwise. The 
difference between the polyhedral and hexahedral results was negligible 
in the dry-out area contribution. On the other hand, results showed a 
more significant difference in the nucleate boiling area contribution, 
whereas the hexahedral cells predict a 6.7 % higher average nucleate 
boiling contribution. Similar results are gained for both fine polyhedral 
and fine hexahedral cases. Hexahedral cells are the preferred meshing 
method due to the reduction in computational costs, although, in this 
study, all further investigations are done with a polyhedral mesh due to 
software availability. 

4.4. Validation 

4.4.1. Boiling curve validation 
Fig. 6 compares the current results to the boiling curve of Rau and 

Garimella [1] concerning a confined single jet impinging on a uniform 
pin-fin layout. Horizontal and vertical uncertainty bars depict the 
experimental uncertainty of the wall superheat and the heat flux, 
respectively. Including experimental uncertainties, the simulation error 
just after the ONB is between 5.2 % and 9.3 %, whilst the error increases 
to 12.4 % at the highest simulated heat flux. Fig. 6 only represents the 
stagnation wall temperature (in order to compare directly with the 
experimental temperature measurement location) and does not reflect 
any detrimental effects due to local dry-out throughout the domain. 
Significant local dry-out at a heat flux of 30W/cm2 lead to numerical 
instabilities as the RPI boiling model is developed for the fully- 
developed nucleation boiling regime. Using HFE-7000 as a working 
fluid for flow boiling through microstructures, Feng et al. [15] experi
enced local dry-out at approximately 30W/cm2. Pranoto et al. [13] 
encounterd a similar phenomenon in pool boiling with the working fluid 
of HFE-7100. Thus, the RPI boiling model cannot be fully trusted at 
higher heat fluxes as the standard RPI boiling model cannot simulate 
post dry-out conditions, leading to a larger error at higher fluxes. Heat 
transfer throughout the boiling curve is underpredicted as each simu
lated result predicts a higher wall superheat than the experimental re
sults. Underprediction of heat transfer is preferred as an over-prediction 
of heat transfer will lead to lower simulated wall superheats and may be 
detrimental to the surface as the actual wall superheat may be higher 
than the predicted wall superheat. 

Narumanchi et al. [26] reported that errors of up to 30 % are 
acceptable for jet impingement boiling. Wright et al. [30] reported 
slightly smaller errors of up to 21 % with an overprediction of the onset 
of nucleate boiling departure. The overprediction was attributed to the 
fact that the standard RPI boiling model is only applicable in the fully 
developed nucleate-boiling regime and that the Cole bubble departure 
frequency model was not applicable for highly subcooled boiling. 

The RNG k − ∊ model shows substantial improvements over the 
standard k − ∊ models, where the RNG theory provides an analytically- 
derived differential formula for effective viscosity that accounts for 
low Reynolds number effects [32]. Hence, the success of the comparison 
can be attributed to the ability of the RNG k − ∊ model to capture the 
complex multiphase flow patterns throughout the domain. The small 
deviation in Fig. 5 can also be attributed to the ability of the non- 
equilibrium near-wall treatment in conjunction with a fine mesh to 
resolve the constant production and dissipation of turbulence between 
the fins subjected to severe pressure gradients. 

The use of constant liquid properties in the current study also affects 
the predicted wall superheat. Due to the high degree of subcooling 
(10 ◦C), the authors believe that using non-constant properties instead 

Fig. 4. Mesh independence study: Stagnation wall superheat comparison (left). Visual presentation of mesh types between fins (right).  
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would have increased the simulation error as liquid properties at a 
temperature higher than 51 ◦C will decrease the heat transfer ability of 
the liquid. 

4.4.2. Total heat rate 
Fig. 7 depicts the total heat rate extracted by the fluid compared to 

the total heat rate applied to the solid (right axis), as linked to the 

resulting stagnation wall superheat (left axis). The liquid velocity dis
tribution is allowed to develop fully throughout the domain and reach a 
steady state before the initial heat flux is applied to the solid. Each 
successively ramped heat flux is then allowed to reach a steady state 
initially through a ten-second time window, whereas, afterwards, the 
window is reduced as a steady state is reached in a shorter time window. 
The first heat flux did not reach a steady state and is not used in 

Fig. 5. Mesh independence study: (a) dry-out area contribution on base surface and (b) fully developed nucleation boiling area contribution on base surface.  

Fig. 6. Boiling curve validation of numerical model against the experiment of Rau and Garimella [1] using the stagnation wall superheat.  

Fig. 7. Stagnation wall superheat and total heat rate vs simulation flowtime.  
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comparing the results. Thus, the initial heat flux needs a larger time 
window to reach a steady state. As the second heat flux reaches a steady 
state, the following heat flux is applied as the total heat rate at the first 
and second heat flux plateaued without any noise. As the heat flux 
increased, the initial gradient of the total heat rate into the liquid 
increased along with the amplitude of oscillations. The boiling model is 
already active at an input heat flux of 14.7 W/cm2 However, a steady 
state is reached without significant oscillations in the total heat rate into 
the fluid. Oscillations in the total heat rate into the fluid arise at higher 
heat fluxes (As shown in Fig. 7, to be explored in more detail later). The 
stagnation wall superheat shows a similar trend as the total heat output 
graph, with an initial sharp increase in temperature followed by an 
asymptotic approach towards a steady state. Slight oscillations are 
present at higher heat fluxes (Shown in Fig. 7) but are insignificant 
compared to the total heat rate due to the high thermal mass of the 
copper block. The heat transfer rate between the insulation and fluid 
accounts for less than 2 % of the total heat rate. Thus, nearly all heat 
transfer is between the copper block and the fluid. 

4.4.3. Wall temperature distribution and dry-out areas 
The wall temperature distribution forms a cool cross over the 

domain, as shown in Fig. 8 (a). The cross corresponds with the high 
liquid velocity distribution depicted in Fig. 8 (b). A large temperature 
gradient is formed from the base to the top of the fins in the cross-region, 
with a temperature difference of about 4 ◦C. The vapour column formed 
in Fig. 8 (b) heats the fins in the outer regions of the domain, decreasing 
the thermal gradient. A clear separation is shown in Fig. 8 between the 
liquid and vapour distributions, creating an upwash of vapour at the 
liquid–vapour interface. The cyclic behaviour of the dry-out and fully- 
developed nucleation boiling area contributions remain constant 
throughout the boiling curve, as displayed in Fig. 9. However, the cyclic 
behaviour only takes place if the fully developed nucleation boiling area 
contribution exceeds 20 %. The dry-out contribution has a local mini
mum of 0 % up until a heat flux of 27W/cm2, as the liquid is not able to 
fully rewet a portion of the base area. The fully developed nucleate 
boiling area contribution increases with an increase in heat flux due to 
the fluid in the high liquid velocity regions entering the fully developed 
nucleate boiling region. The cyclic behaviour of the evaporation area 
contributions corresponds to the evaporation and condensation of a 
vapour column defined as an iso-surface where the cell vapour contri
bution > 0.5 in the pool boiling area, as shown in Fig. 10, for a constant 
input heat flux of 23.24W/cm2. The cyclic behaviour of the dry-out area 
contribution can be linked to the see-saw behaviour of evaporation and 
quenching on the base wall. The high liquid-velocity region and cyclic 
behaviour of the vapour column represent the three main modes of heat 
transfer of the RPI wall-boiling model (convection, evaporation and 

condensation).It is important to note that Ansys Fluent’s Eulerian 
multiphase model does not resolve the interface between the phases 
[32]. Vapour initiates at the base of the pin-fins, forming a blanket over 
the fins wherefrom it condenses into the bulk liquid. The vapour blanket 
phenomenon is also found by Bi et al. [36] in nanofluid boiling. They 
found that bubbles coalesce when they are too close to each other, 
resulting in a large vapour blanket covering the surface. Devahdhanush 
and Mudawar [2] and Cui et al. [7] implemented an array of jets to target 
the vapour columns formed at the outer regions of the domain. 

5. Wall heat flux contributions 

The convective heat flux is a maximum as the liquid accelerates just 
after the stagnation region, as shown in Fig. 11 (a). These regions of 
acceleration are also the regions with the highest liquid velocity shown 
in Fig. 8 (b) and Fig. 10 (blue iso-surfaces). The quenching contribution 
plot, shown in Fig. 11 (b), correlates to the flow boiling areas (outlined 
in Fig. 1 (b)) where the liquid can rewet the surface. The jet stagnation 
region is dominated by quenching as the impinging liquid continuously 
removes vapour formed under the jet. Finally, the highest evaporation 
contribution areas correspond, as shown in Fig. 11 (c), to the pool 
boiling areas and pin-fin wakes (outlined in Fig. 1 (b)) where quenching 
is minimal as the liquid cannot actively rewet the surface and evapo
ration dominates. The effect of pin-fin wake interference on the local 
boiling type is not investigated in this paper but is recommended for 
future researchers. The total heat flux, i.e. the sum of the previous three 
contributions as per the RPI model is plotted in Fig. 12. Comparison with 
Fig. 10 shows that the total flux is dominated by the evaporation heat 
flux (plotted in Fig. 11 (c)). The heat flux contribution plots in Fig. 11 
and Fig. 12 are snapshots of the cycle illustrated in Fig. 10. Thus, the 
evaporation heat flux contribution will adhere to the vapour formation 
in Fig. 10. 

5.0.1. Vapour fraction and turbulent kinetic energy 

A linear increase in the volume-averaged turbulent kinetic energy is 
found throughout the boiling curve. This increase is due to the increased 
turbulent interaction between the liquid and the vapour as boiling in
creases over the surface. Slicing the domain between the stagnation 
region and outer edge defines a 45◦ diagonal plane. Contours on this 
plane are shown in Fig. 13 in the form of vapour faction and volume- 
averaged turbulent kinetic energy. The maximum vapour fraction 
(left) is located inside the core of the vapour column, dissipating to the 
outer regions of the vapour column. The rear ends of the outer pin-fins 
act as the origin of the large vapour column, coalescing with vapour 
formed at the front end of the outer pin-fins to create the large vapour 

Fig. 8. Experimental validation: (a) wall temperature and (b) liquid velocity above 0.3 m/s (blue) and vapour fraction above 0.5 (red).  
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column. Fig. 13 also includes the time stamps relative to the initial plot 
with a frequency of the oscillation estimated to be 7.7 Hz. A maximum 
turbulent kinetic energy (scaled from 0 to 1) (right) is located just 
outside of the stagnation region as the liquid enters the staggered facing 
pin-fins. The local maximum in turbulent kinetic energy follows the 
vapour column as it grows and condenses. The local maximum of the 
vapour fraction does not correspond to the local maximum of the tur
bulent kinetic energy as the turbulent energy of vapour is much lower 
than that of the liquid phase. 

6. Parametric studies 

In this section, we investigate the effect of inlet Reynolds number, fin 
height and fin spacing on the heat transfer coefficient, pressure drop, 
and evaporation boiling area contributions. All results are time- 

averaged after each simulation reaches a quasi-steady state. The para
metric analysis considers the validation case in section 4 as the reference 
point when varying parameters. 

6.1. Inlet Reynolds number 

The inlet jet Reynolds number is lowered to 25 000 and raised to 45 
000 as the base case has an inlet Reynolds number of 35 000. The inlet 
Reynolds numbers 25 000; 35 000, and 45 000 correspond to an inlet 
velocity of 1.94 m/s, 2.72 m/s, and 3.49 m/s, respectively. An apparent 
decrease in the stagnation wall superheat was obtained with a high jet 
Reynolds number (see Table 5). The increase in jet velocity leads to a 
higher stagnation pressure, increasing the hydrostatic pressure force 
exerted on evaporating bubbles in the stagnation regions. An increase in 
stagnation pressure also leads to a higher pressure drop between the 

Fig. 9. Base surface evaporation area contribution with time of (a) dry-out area contribution and (b) fully developed nucleation boiling area contribution.  

Fig. 10. Domain distribution of the liquid velocity above 0.3 m/s (blue) and cell vapour fraction above 0.5 (red) between frames (a) to (i), time series separated by 
intervals of 15 ms. 
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stagnation region and outlet boundaries, increasing the liquid acceler
ation towards the outlet and ultimately increasing heat transfer in the 
flow boiling regions. An increase in Reynolds number led to an 
approximate quadratic increase in pressure drop, as expected. The vol
ume average turbulent kinetic energy remains approximately constant 
between the Reynolds numbers of 25 000 and 35 000. However, the 
volume of average turbulent kinetic energy is doubled at the high 
Reynolds number of 45 000. The increase in turbulent kinetic energy at 
the high Reynolds number results from the increased pressure difference 
between the stagnation region and the outlet boundary, increasing 
turbulence generated from the pin-fins as the fluid is forced towards the 
outlet boundary. 

Fig. 14 illustrates the area contribution on the flat wall between the 
fins of each boiling type. An increase in the Reynolds number led to a 
slight decrease in the dry-out area contribution, reaching a plateau as 
the Reynolds number increased. Thus, it highlights that the Reynolds 
number has a limited influence on the dry-out region. Other parameters, 
such as fin height and pitch, need to be investigated to reduce the dry- 
out area contribution. The fully developed nucleate boiling regime 
contribution reached a minimum at the base case Reynolds number, 
with the developing nucleate boiling regime reaching a peak. The in
fluence of Reynolds number on the fully developed and developing 
nucleate boiling area contributions is a complex phenomenon. The low 
liquid velocity in the flow boiling region at a Reynolds number of 25 000 
struggles to actively remove forming bubbles from the heated surface. 
Thus, leading to a higher fully developed nucleate boiling region and a 
lower developing nucleate boiling region. An increase in Reynolds 
number increased the liquid velocity in the flow boiling regions, 

increasing the liquid ability to actively remove vapour from the 

heated surface. Thus, increasing the developing nucleate boiling area 
contribution and decreasing the fully developed nucleate boiling area 
contribution. The slight increase in the fully developed nucleate boiling 
area contribution at the Reynolds number of 45 000 is due to the ability 
of the liquid to flow further into the staggered facing pin-fins before 
boiling. 

6.2. Fin height and spacing 

In this section, we investigate the effect of pin-fin height and spacing 
on the stagnation and average wall superheat on the base surface be
tween the pin-fins. The investigation also includes the effect on pressure 
drop, volume averaged turbulent kinetic energy between the fins, 
nucleate boiling area contribution, and dry-out area contribution. Rau 
and Garimella [1] highlighted the importance of fin spacing when 
designing a pin-finned surface. This investigation aims to decrease the 
dry-out area contribution by increasing the fins spacing to allow for 
better liquid flow between the channels of the pin-fins and decreasing 
the pin-fin height to reduce flow obstruction caused by the fins, allowing 
the liquid to access the dry-out area. 

All cases in this study are done at the same inlet jet Reynolds number 
of 35 000 and heat flux of 23.24 W/cm2. The number of pin-fins in the 
domain is kept constant at 256. The surface augmentation factor, 
defined as the ratio between the total heat transfer area between a flat 
surface and the pin-fin surface, is constant throughout each spacing at a 
selected pin-fin height. The surface augmentation factor in Table 6 
approximately halves between the highest and lowest fin height. The 
decrease in the augmentation factor may influence the heat transfer 
ability of the surface as the total area in which heat transfer occurs 
decreases. 

An apparent increase in stagnation wall superheat (see Fig. 15 (a)) 
resulted from a decrease in fin height. As stated above, the decrease in 
the surface augmentation factor will harm heat transfer as the surface 
area of which heat can be transferred from the solid to the fluid de
creases, thus, increasing the wall superheat. In addition, the increase in 
fin spacing led to a slight increase in stagnation wall. 

superheat. The widening of flow channels will decrease flow 
obstruction from the stagnation region to the outlet, thereby decreasing 
the turbulence around the stagnation region and ultimately decreasing 
heat transfer. 

A similar trend is gained from the average wall superheat of the flat 
surface between the pin-fins (see Fig. 15 (b)), with an increase in the 
average wall superheat resulting from a decrease in fin height. Again, 
this increase in wall superheat is due to the decrease in surface area. The 
highest average wall superheat is obtained at a fin spacing of 1.075 mm 
accros all fin heights. The pressure drop across all fin heights and 
spacings remain approximately constant (not shown). This confirms that 
the pressure drop across the domain is mainly driven by the dynamic 

Fig. 11. Heat flux [W/cm2] contributions plots at 23.24 W/cm2 of (a) convective heat flux, (b) quenching heat flux and (c) evaporative heat flux.  

Fig. 12. Total heat flux contribution plot at 23.24 W
cm2.

L. Ludick et al.                                                                                                                                                                                                                                  



Applied Thermal Engineering 229 (2023) 120626

12

Fig. 13. 45◦-plane 2D vapour fraction (left) and turbulent kinetic energy (right) cyclic behaviour.  
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pressure difference of the stagnating jet and not the flow obstruction 
caused by the pin-fins. 

The average turbulent kinetic energy increases with a decrease in fin 
height, as depicted in Fig. 16. This increase in turbulent kinetic energy is 
due to the elimination of stagnation regions in the pin-fin region. As a 
result, the flow can move across the domain from the stagnation region, 
increasing the overall turbulence in the domain. Across all pin-fin 
heights, a local minimum is formed at a fin spacing of 1.075 mm. 
Compared to Fig. 15, a local maximum in average wall superheat 
resulted at a fin spacing of 1.075 mm, concluding that the average wall 
superheat increased at a fin spacing of 1.075 mm due to the reduction in 
turbulent kinetic energy at a fin spacing of 1.075 mm. 

Fig. 17 (a) shows that dry-out is eliminated at a fin height of 0.312 
mm and reached a peak at a fin height of 1.250 mm at spacings of 1.075 
mm and 1.150 mm. The elimination of dry-out is linked to the volume- 
averaged turbulent kinetic energy in Fig. 16, as the highest turbulent 
kinetic energy eliminated dry-out. Turbulence enhanced the ability of 
the liquid to remove vapour from the heated surface, avoiding any 
damage to the heated surface. The dry-out area contribution at a fin 
height of 2.500 mm reduced from 16.7 % to 7.4 % when the fin spacing 
was increased whilst forming a small peak at a fin spacing of 1.075 mm. 
A similar trend resulted from all other fin heights. 

Fig. 17 (b) shows the averaged fully developed nucleation boiling 
area contribution of the flat wall between the fins. An opposite trend 
resulted compared to the dry-out area contribution. A decrease in the 
dry-out area contribution led to the compromised areas entering the 
fully developed nucleate boiling regime, thus, increasing the area 
contribution. 

If the pin-fin height is set at 1.25 mm, as shown in Fig. 18, the high 
liquid velocity region starts to engulf the vapour column, forming a 
cyclic wave as the evaporating vapour pushes the liquid upwards from 
the outer edge of the domain. For the lowest pin-fin height of 0.312 mm, 
shown in Fig. 19, the high liquid velocity region is able to cover the low 

Table 5 
Parametric study: Inlet Reynolds number.  

Inlet 
Reynolds 
number 

Stagnation 
wall superheat 
[◦C] 

Maximum 
wall superheat 
[◦C] 

Pressure 
drop 
[ΔkPa]

Turbulent 
kinetic energy 
[m2/s2]

25 000  10.3  11.5  2.7 1.31e-02 
35 000  9.8  11.0  5.5 1.26e-02 
45 000  9.3  11.2  9.2 2.47e-02  

Fig. 14. Parametric study: Inlet Reynolds number boiling type area contribution.  

Table 6 
Parametric study: Fin height and spacing augmentation factor.  

Fin height [mm] Fin spacing [mm]

1.000 1.075 1.150  

2.500  2.98  2.98  2.98  
1.250  1.99  1.99  1.99  
0.625  1.5  1.5  1.5  
0.312  1.25  1.25  1.25  

Fig. 15. Parametric study: Fin height and spacing (a) stagnation wall superheat and (b) average wall superheat of the base surface between the pin-fins.  
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pin-fins, keeping the vapour column underneath the high liquid velocity 
region. For this case, the liquid flow over the pin-fins restricts the cyclic 
behaviour of the vapour column and the vapour column remains con
stant in its flat shape between the pin-fins. 

6.3. Pin-fin distribution pattern 

In this section, the effect of the pin-fin distribution pattern on heat 
transfer enhancement and dry-out region elimination is investigated. A 
star layout will potentially allow the liquid to reach the outer edges of 
the domain, decreasing the possibility of dry-out. The surface augmen
tation factor is decreased slightly from 2.98 to 2.92 to allow for a 
symmetric star arrangement. The star arrangement is inspired by Jen
kins et al. [25] and consists of a flat surface at the jet stagnation region to 
allow the jet to spread towards the outer boundaries. The first ring of pin 

Fig. 16. Parametric study: Fin height and spacing volume averaged turbulent 
kinetic energy in the pin-fin region. 

Fig. 17. Parametric study: Fin height and spacing (a) dry-out area contribution and (b) fully developed nucleate boiling area contribution.  

Fig. 18. Parametric study: Cyclic behaviour of a vapour column at a pin-fin height of 1.25 mm and spacing of 1.075 mm (liquid velocity above 0.3 m/s (blue) and 
cell vapour fraction above 0.5 (red) between frames (a) to (i)). Time series has intervals of 2 ms. 
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fins is placed at a diameter of 7.66 mm, and the successive rings of pin 
fins are placed at a radial pitch of 1.35 mm. The minimum distance 
between the pin fins in the first ring is 0.9 mm, wherefrom the spacing 
increases. An additional ray is created when the spacing between rows 
exceeds 2.3 mm, to increase the surface augmentation at the outer edges. 
The current study has the same liquid inlet velocity of 2.716 m/s and a 
constant input heat flux of 23.24W/cm2 as the base case. A clear increase 
in high-velocity zones is obtained in the star arrangement compared to 
the inline arrangement, as shown in Fig. 20. Even though the pin-fin 
arrangement has changed at the stagnation region, the maximum 
liquid velocity at which the liquid accelerates after the stagnation region 
to the outlet boundary remains constant. As a result, the pressure drop 
across the domain for the two cases remained constant, highlighting the 
results from section 5.1, that the pressure drop is mainly driven by the 
velocity inlet stagnation and not the flow obstructions in the pin-fin 
regions. 

The star arrangement led to a slight decrease in the average base wall 
superheat at an input heat flux of 23.24W/cm2, even though the star 
arrangement has a slightly lower surface augmentation factor. The 
average dry-out area contribution at the base of the pin-fins decreases 
from 17 % to less than 1 %, eliminating the dry-out area contribution. In 
addition, the CHF of the star arrangement increases by a large amount, 
with the highest numerical result obtained having a dry-out area 
contribution of 40 % (see Fig. 20), located at the densely packed outer 

pin-fin region. The star arrangement led to a slight decrease in the 
average base wall superheat (see Fig. 21) at an input heat flux of 
23.24W/cm2 even though the star arrangement has a slightly lower 
surface augmentation factor. At this heat flux, the average dry-out area 
contribution at the base of the pin-fins decreases from 17 % to less than 
1 %, eliminating the dry-out area contribution. 

Fig. 22 depicts the heat flux contribution plot for the star pattern.The 
convective heat flux contribution (Fig. 22 (a)) increases with the star 
arrangement compared to the inline pin-fin arrangement, with a 
maximum contribution from outside the stagnation region as the liquid 
accelerates to the outer edges of the domain. The quenching heat flux 
(Fig. 22 (b)) is the dominant heat flux throughout the domain due to the 
liquid’s ability to actively remove vapour from the heated surface due to 
decreased flow obstructions. Finally, the maximum evaporative heat 
flux (Fig. 22 (c)) is located at the outer edges of the domain as the 
density of the pin-fins increases. Therefore, the total heat flux (Fig. 22 
(d)) is driven by the quenching heat flux, and is only expected to be 
dominated by the evaporative heat flux as for the in-line pattern at a 
higher heat fluxes. 

Finally, Fig. 23 depicts the high liquid velocity and maximum vapour 
column distribution of the star pin-fin arrangement at the highest heat 
flux of 60W/cm2. The high liquid velocity regions are now obstructed by 
the evaporation vapour column and not by pin-fins as was the case in 
Fig. 18, where the liquid formed a wave over the vapour column. The 
regions that contain a high density of vapour bubbles overlap with the 
high liquid-velocity regions due to the star arrangement of pin fins 
allowing the liquid to spread over the domain, contradicting the 

Fig. 19. Parametric study: Vapour column formation at a pin-fin height of 
0.312 mm and spacing of 1.075 mm (liquid velocity above 0.3 m/s (blue) and 
cell vapour fraction above 0.5 (red)). 

Fig. 20. Parametric study: Fin distribution liquid velocity of (a) inline arrangement and (b) star arrangement [m/s].  

Average dry-out area contribution < 1% 

Average dry-out area contribution = 40% 

Average dry-out area contribution = 17% 

Fig. 21. Parametric study: Average base wall temperature boiling curve com
parison between inline pin-fins and star pin-fins arrangement. 
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observations made with the in-line pin-fin arrangement. 
This parametric study highlights the significant influence of pin-fin 

geometry and distribution on heat transfer performance. Nevertheless, 
it is crucial to acknowledge that several other techniques can be 
employed to further enhance heat transfer and mitigate the issue of local 
dry-out, as discussed in Section 1. In particular, the incorporation of 
nanoparticles in the working fluid can be a viable approach to further 
augment surface wettability, reduce the rate and diameter of bubble 

departure, and thereby alleviate the occurrence of local dry-out regions 
as identified in this study. 

7. Conclusion 

This study presents the computational validation and optimisation of 
boiling jet impingement heat transfer on pin-fin surfaces. The key as
pects of the study are:  

(1) The inclusion of structured surfaces in boiling jet impingement 
results in highly complex flow patterns, creating different boiling 
regimes throughout the domain, including convection and 
quenching at the jet stagnation region, flow boiling in the pin-fin 
-formed channels perpendicular to the stagnation region and pool 
boiling in the outer regions of the domain due to the flow 
obstruction caused by the pin-fins.  

(2) The validation against experimental results gave confidence that 
the model can successfully predict heat transfer.  

(3) A parametric study presenting the influence of jet inlet Reynolds 
number, pin-fin height, spacing and distribution was then 
conducted. 

The key findings from this study are: 

(1) The inclusion of a y+ insensitive near-wall treatment model in
creases numerical stability and accuracy due to the complex flow 
patterns between the pin-fins. When increasing the mesh density 
in the pin-fin vicinity, the accuracy of the numerical model was 
increased with hexahedral and polyhedral cells predicting iden
tical stagnation wall temperatures with eight cells between 
opposing pin-fins. Hexahedral cells are the preferred cell type as 
they decrease computational costs whilst keeping the same ac
curacy level. 

Fig. 22. Contour plots of the (a) liquid convective heat flux, (b) quenching heat flux, (c) evaporative heat flux and (d) the total heat flux at a star pin-fin distribution 
whilst kept at a constant heat flux of 23.24 W/cm2.

Fig. 23. Parametric study: star pin-fin arrangement liquid and vapour distri
bution at an input heat flux of 60W/cm2 (liquid velocity above 0.3 m/s (blue) 
and cell vapour fraction above 0.5 (red)). 
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(2) The Rensselaer Polytechnic Institute boiling model successfully 
predicted heat transfer up until the pool boiling regions reached 
dry-out whereafter numerical instabilities arose. 

(3) The fully developed nucleation boiling and dry-out area contri
butions displayed cyclic behaviour over time due to the formation 
and dissipation of vapour in the outer regions of the domain.  

(4) The temperature distribution on the top wall formed a cross 
through the domain, agreeing with the high liquid velocity dis
tribution. The liquid temperature at the outer edges of the 
domain created hot pockets around the vapour columns as the 
liquid transitioned to a vapour.  

(5) The distribution of liquid velocity across the domain is not 
affected by inlet jet velocity but by flow obstruction caused by the 
distribution and dimensions on the pin fins, limiting the ability to 
reduce dry-out areas.  

(6) The decrease in pin-fin height and increase in pin-fin spacing both 
reduce flow obstruction and allow liquid to reach the outer edges 
of the domain, reducing the dry-out area contributions.  

(7) The decrease in the surface augmentation factor is detrimental to 
heat transfer as it decreases the surface area of which heat can be 
transferred from the solid to the fluid.  

(8) Increasing high-velocity regions through decreasing flow 
obstruction eliminates the possibility of dry-out. This concept is 
showcased in the star pin-fin arrangement where high liquid- 
velocity regions are increased and pool boiling areas are practi
cally eliminated. It is highly recommended that future re
searchers consider optimising liquid spreading throughout the 
domain to enhance heat transfer and decrease local dry-out. 

(9) Heat transfer remains constant with different pin-fin configura
tions at the same surface augmentation factor. Therefore, it is 

concluded that heat transfer is mainly linked to surface 
augmentation. 
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Appendix A. Numerical framework 

The Eulerian approach is a method to develop equations for a collection of fluid elements at a fixed region in space [35], and multiphase flows are 
treated as interpenetrating continua where volume fractions represent the space of each phase occupied in a control volume and expressed as. 

Vq =

∫

αqdV (A-1)  

where the sum of the volume fractions (αq) at each phase is equal to 1 inside of a control volume. The effective density of each phase is expressed as 

ρ̂q = αqρq (A-2)  

and ρq is the physical density of the phase q. Eq(A-2). can be implicitly solved through 

αn+1
q ρn+1

q − αn
qρn

q

Δt
V +

∑

f

(
ρn+1

q Un+1
f αn+1

q,f

)
=

[

Sαq +
∑n

p=1

(

ṁpq − ṁqp

)]

V (A-3)  

where n denotes the current time step, and n + 1 is the next time step. αq denotes the volume fraction cell value, αq,f the face value of the qth volume 
fraction and V the cell volume. ṁpq represents the mass transfer from phase p to phase q and ṁqp the mass transfer from phase q to phase p. The mass 
source term Sαq is usually set to zero. Each phase’s mass, momentum and energy conservation laws are met individually. The derivation is done by 
ensembling the average local instantaneous balance for each phase, where each phase is coupled through pressure and interphase interaction co
efficients [37]. 

Conservation equations 
The continuity equation for phase q is expressed as. 

∂
∂t
(
αqρq

)
+∇ •

(

αqρq v→q

)

=
∑n

p=1

(

ṁpq

)

+ Sq (A-4)  

where v→q is the velocity of phase q, and again the source term Sq is usually set to zero. If there is no phase change present, ṁpq drops out of Eq(A-4). 
The momentum equation is expressed as 
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∂
∂t

(

αqρq v→q

)

+∇ •

(

αqρq v→q v→q

)

= − αq∇p+∇ • τp +αqρq g→+
∑n

p=1

(

R→pq + ṁpq v→pq

)

+F (A-5) 

where ∇p is the shared pressure across all phases, τp is the stress tensor, R→pq an interaction force between phases p and q, n the number of phases, v→pq 

the interphase velocity and 

F =

(

F→q + F→lift,q + F→wl,q + F→vm,q + F→td,q

)

(A-6)  

where F→q the external body force, F→lift,q the lift force, F→wl,q the wall lubrication force, F→vm,q the virtual mass force and F→td,q is the turbulent dispersion 
force in the case of turbulent flow. τ defines the q phase stress–strain tensor expressed as 

τq = αqμq

(

∇ v→q +∇ v→T
q

)

+ αq

(

λq −
2
3

μq

)

∇ v→qI (A-7) 

The interaction force between phases is expressed as. 
∑n

p=1
R→pq =

∑n

p=1
Kpq

(

v→p − v→q

)

(A-8)  

where Kpq in the interphase momentum exchange coefficient. The conservation of energy is described as a separate enthalpy equation of each phase 
and expressed as 

∂
∂t
(
αqρqhq

)
+∇ •

(

αqρq v→qhq

)

= τq : ∇ • v→q − ∇ • q→q +
∑n

p=1

(

Qpq + ṁpqhpq

)

+ p
∂αq

∂t
+ Sq (A-9)  

where hq is the specific enthalphy of phase q, q→q is the heat flux,Sq the energy source term, Jq
→ the diffusive heat flux in phase q, Qpq the heat exchange 

intensity between phases p and q, and hpq is the interphase enthalpy. 
Turbulence modelling 
Multiphase turbulence is modelled through the renormalisation (RNG) k − ε mixture turbulence model, where an additional source term is added to 

the turbulence dissipation equation to account for the dispersed phase-induced turbulence and the differences between the production and destruction 
thereof. The turbulent kinetic equation is expressed as. 

∂
∂t
(ρmk)+∇ •

(

ρm v→mk
)

= − ∇ •
(
σk,mμt,m∇k

)
+Gk,m − ρmε+ Skm (A-10)  

where ρm is the mixture density, v→m is the mixture velocity, μm is the mixture of dynamic viscosity, k the turbulent kinetic energy, ε the turbulent 
dissipation rate, μt,m the mixture turbulent viscosity, σk,m the inverse of the effective Prandtl number for k, Gk,m the production of turbulent kinetic 
energy and Skm the source term to include the dispersed phase-induced turbulence for k. The turbulent dissipation rate is expressed as 

∂
∂t
(ρmε)+∇ •

(

ρm v→mε
)

= − ∇ •
(
σε,mμt,m∇ε

)
+

ε
k
(
C1εGk,m − C2ερmε

)
+ Sεm − Rε 

where σε,m is the inverse of the effective Prandtl number for ε, C1ε and C2ε are model constants, Sεm the source term to include the dispersed phase- 
induced turbulence for ε and Rε the RNG additional term. The factor ε

k in Eq(A-11). ensures that the production and destruction of turbulent kinetic 
energy are always closely related and avoid non-physical negative values of the turbulent kinetic energy if k decreases [35]. The mixture properties 
discussed above are expressed as. 

ρm =
∑N

i=1
αiρi (A-12)  

μm =
∑N

i=1
αiμi (A-13)  

v→m =

∑N
i=1αiρi v→i
∑N

i=1αiρi
(A-14)  

where αi is the phase volume fraction, ρi the phase density, μi the phase dynamic viscosity, and v→i the phase velocity. The mixture of turbulent 
viscosity is expressed as 

μt,m = ρmCμ
k2

ε (A-15)  

where Cμ is a model constant. The production of turbulent kinetic energy is expressed as 
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Gk,m = μt,m

(

∇ v→m +

(

∇ v→m

)T
)

: ∇ v→m (A-16) 

Near wall modelling is outlined in section 3. 
Interphase transfer models. 
The interfacial area concentration is an important parameter as a strong relationship exists between the transport terms of interfacial area con

centration and mass, momentum and energy [37]. The interfacial area concentration can be defined through the Ishii model, which results in a 
piecewise linear function of αp that approaches 0 if αp approaches 1 that switches the model of if there is no boiling present in the domain and is 
expressed as. 

Ai =
6(1 − αp)min

(
αp,αp,crit

)

dp
(
1 − min

(
αp,αp,crit

)) (A-17)  

where αp is the volume fraction of the liquid phase, dp is the bubble diameter and αp,crit = 0.25. The evaporation–condensation model [32] determines 
the liquid–vapour mass transfer rates included in Eq(A-5). The summation of mass transfer from the wall to the vapour and interfacial mass transfer is 
expressed as [29] 
∑n

p=1

(

ṁpq

)

= mlv =
[hls(Tl − Tsat)+hvs(Tv − Tsat)]Ai

hfg
+

q’’
EAi,W

hfg + Cp,l(Ts − Tl)
(A-18)  

where hls and hvs is the liquid and vapour side interfacial heat transfer coefficient, respectively. hfg is the latent heat of vaporisation, Tl and Tv the liquid 
and vapour temperature, q’’

E the evaporative heat flux component of the RPI boiling model (discussed later), Ai,W the interfacial area density of the 
wall, and Cp,l the liquid heat capacity. hls and hvs is related to the phase Nusselt number by 

hpq =
κqNup

dp
(A-19) 

The Tomiyama correlation [38] is used to express the Nusselt number as. 

Nup = 2.0+ 0.15Re0.8
p Pr0.5 (A-20) 

The Tomiyama correlation is frequently used for bubbly flows with a relatively low Reynolds number [32]. The interphase momentum exchange 
expressed in Eq(A-8) is defined as. 

Kpq =
ρpf
6τp

dpAi (A-21)  

where τp is the particulate relaxation time and is expressed as 

τp =
ρpd2

p

18μq
(A-22)  

and f is the drag function and is expressed as 

f =
CDRe

24
(A-23) 

The Drag coefficient can be modelled through the Ishii model [37] in bubbly flow and is expressed as. 

CD = min

⎛

⎜
⎜
⎜
⎜
⎜
⎝

24
Re
(
1 + 0.15Re0.75),

2
3

dp
(

σ
g|ρp − ρg|

)1
2

⎞

⎟
⎟
⎟
⎟
⎟
⎠

(A-24)  

where the drag is calculated based on the minimum between the viscous and distorted region, Re is the relative Reynolds number, g is gravity, and σ is 
the surface tension. The lift force in Eq(A-6) is expressed as 

F→lift = − Clρqαp

(

v→q − v→p

)

×

(

∇× v→q

)

(A-25)  

where Cl is the lift coefficient and can be modelled through the Tomiyama Lift Force model [38], which is expressed as 

Cl =

⎧
⎨

⎩

min
[
0.228tanh

(
0.121Rep

)
, f (Eo’)

]
ifEo’ ≤ 4

f (Eo’)if 4 < Eo’ ≤ 10
− 0.27ifEo’ ≥ 10

(A-26)  

where 
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f (Eo’) = 0.00105Eo’3 − 0.0159Eo’2 − 0.0204Eo’ + 0.474 (A-27) 

where Eo’ is defined as the modified Eӧtvӧs number and expressed as 

Eo’ =
g
(
ρq − ρp

)
d2

h

σ (A-28)  

where σ is the surface tension coefficient and its surface dependent, dh is the long axis of the deformable bubble and expressed as 

dh = db
(
1 + 0.163Eo0.757)1/3 (A-29)  

and 

Eo =
g
(
ρq − ρp

)
d2

b

σ (A-30) 

The wall lubrication force is expressed as. 

F→wl = Cwlρqαp

⃒
⃒
⃒
⃒

(

v→q − v→p

)⃒
⃒
⃒
⃒

2

n→w (A-31)  

where Cwl is the wall lubrication coefficient, 
⃒
⃒
⃒
⃒ v→q − v→p

⃒
⃒
⃒
⃒ is the phase relative velocity component tangential to the wall surface and n→w is the unit 

normal, pointing away from the wall. The Antal et al. model [39] can be used to model the wall lubrication coefficient and is expressed as 

Cwl = max
(

0,
Cw1

db
+

Cw2

yw

)

(A-32)  

where Cw1 = − 0.01andCw2 = 0.05, yw is the distance to the nearest wall. The turbulent dispersion force can be modelled by the Lopez de Bertodano 
model [40] and is expressed as 

F→td,q = − F→td,p = − CTDρqkq∇αp (A-33)  

where kq is the turbulent kinetic energy, ∇αp is the gradient of the dispersed phase volume fraction and CTD is a constant, which is usually 1. The 
virtual mass force occurs when the vapour phase accelerates relative to the liquid phase due to the significant difference in density between the liquid 
and vapour phase, and the inertia of the liquid phase mass is encountered by the accelerating particles, which exerts a force on the particles. This 
phenomenon is expressed as 

F→vm = Cvmρqαp

⎛

⎝dq v→q

dt
−

dp v→p

dt

⎞

⎠ (A-34)  

where Cvm is the virtual mass coefficient and is chosen to be the theoretical value of 0.5 for a spherical bubble in an infinite medium [30]. Turbulence 
interaction can be modelled through the Troshko-Hassam turbulence models [41], which accounts for the turbulence of the dispersed phase in the 
k − ∊ equations in Eq(A-10). and Eq(A-11). The interaction terms when using mixture turbulence models are 

Skm = CkeKpq

⃒
⃒
⃒
⃒ v→p − v→q

⃒
⃒
⃒
⃒

2

(A-35)  

and 

Sεm = Ctd
1
τp

Skm (A-36)  

and the constants Cke = 0.75 and Ctd = 0.45. The characteristic time of the induced turbulence is expressed as 

τp =
2Cvmdp

3CD

⃒
⃒
⃒
⃒ v→p − v→q

⃒
⃒
⃒
⃒

(A-37) 

Wall boiling model. 
Kurul and Podowski [11] established the RPI wall boiling model, which explained that the total wall heat flux consists of three components and is 

expressed as. 

q̇W = q̇C + q̇Q + q̇E (A-38)  

where q̇C relates to the convective heat flux, q̇Q to the quenching heat flux and q̇E to the evaporative heat flux. The convective heat flux is expressed as  
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q̇C = hc(Tw − Tl)(1 − Ab) (A-39) 

where hc is the single-phase convective heat transfer, Tw the wall temperature, Tl the liquid temperature and Ab the effective area of influence refers to 
the area occupied by bubbles across the nucleation site [37]. Quenching heat flux is expressed as 

q̇Q = Cwt
2Kl(Tw − Tl)

̅̅̅̅̅̅̅̅̅
πλlT

√ (A-40)  

where Kl is the liquid thermal conductivity, λl the liquid diffusivity and T the periodic time, which is cyclic averaged, Tl the near wall liquid tem
perature, and Cwt a Fluent introduced correcting time between consecutive bubbles, which is chosen as 1. This process refers to the average heat 
transfer due to the instant periodic displacement of cold liquid after removing bubbles from the impinged surface [37]. The evaporative heat flux is 
expressed as 

q̇E = VdNwρvfhfv (A-41)  

where Vd is the volume of the bubble at its departure diameter, Nw is the nucleation site density, which is greatly influenced by microscale surface 
roughness, ρv the vapour density, f the bubble departure frequency and hfv the latent heat for vaporisation [37]. The effective area is expressed as 

Ab = min
(

1,K
NwπD2

w

4

)

(A-42)  

where Dw is the bubble departure diameter, and the empirical constant K is modified by Del Valle and Kenning [42] and expressed as 

K = 4.8e(− 0.0125Jasub) (A-43)  

where the subcooled Jacob number is expressed as 

Jasub =
ρlCplΔTsub

ρvhfg
(A-44) 

The bubble departure frequency was calculated by Cole [43] through a photographic study of pool boiling of distilled water in the region just 
before the CHF and expressed as. 

f =
1
T
=

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
4g(ρl − ρv)

3ρlDw

√

(A-45) 

Nucleation site density has a neglectable effect on both the liquid temperature and the gas volume fraction but has a large impact on the wall 
superheat [44] and is expressed as. 

Nw = Cn(Tw − Tsat)
n (A-46)  

where Lemmert and Chawla [45] suggested empirical coefficients of 

n = 1.805&C = 210 (A-47) 

The evaporation heat flux is highly dependent on the prediction of the bubble departure diameters. The Unal [46] calculates the bubble departure 
diameter as. 

Dw = 2.42 × 10− 5p0.709

(
a

b ̅̅̅φ√

)

(A-48)  

where 

a =
Tw − Tsat

2ρvhfg

̅̅̅̅̅̅̅̅̅̅̅̅̅̅
ρsCpsks

π

√

(A-49)  

b =

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

ΔTsub

2
(

1 −
ρv

ρl

)e

(
ΔTsub

3 − 1

)

forΔTsub ≤ 3

ΔTsub

2
(

1 −
ρv

ρl

) forΔTsub ≥ 3

(A-50)  

φ = max

((
Ub

Uo

)0.47

, 1.0

)

(A-51)  

where Ub is the near-wall bulk velocity, Uo = 0.61m/s, and subscripts s, l, andv denote the solid material, liquid, and vapour phase, respectively. The 
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implementation of the Unal correlation considers local pressure, amount of subcooling and wall superheat. All equations and models in this section are 
already implemented in Ansys Fluent, and one assumes that all models are implemented correctly due to their policy. 
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