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Fédérale de Lausanne, Lausanne, Switzerland13

3 Department of Mechanical and Aeronautical Engineering, University of Pretoria,14

Pretoria, South Africa15

4 Kutateladze Institute of Thermophysics, Novosibirsk, Russian Federation16

∗ Corresponding author. Email: c.markides@imperial.ac.uk17

Abstract18

Data are presented from experiments of flow boiling in a horizontal pipe. Specifi-19

cally, refrigerant R245fa was evaporated in a 12.6 mm stainless steel pipe to which a20

uniform heat flux of up to 38 kW/m2 was applied. The bespoke facility operated at21

mass fluxes in the range 30-700 kg/m2.s and a saturation pressure of 1.7 bar. Flow22

patterns were identified through high-speed imaging and the resulting flow pattern23

map is compared to existing maps in the literature. Predictive methods for the pres-24

sure drop and heat transfer coefficient from common correlations are also compared25

to the present experimental data, acting as verification of the facility and meth-26

ods used for the macroscale boiling flows investigated in this work. Laser-induced27

fluorescence (for the identification of liquid phase) and particle image velocimetry28
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(for the provision of velocity-field information) were also developed and successfully29

applied, providing detailed spatially- and temporally-resolved interfacial property,30

phase distribution and liquid-phase velocity-field data, alongside traditional integral31

pressure drop and overall heat transfer measurements. The laser-based methods pro-32

vide new insight into the hydrodynamic and thermal characteristics of boiling flows33

at this scale, which are linked to the integral thermohydraulic data on flow regimes,34

pressure drops and heat transfer. This enhanced understanding can improve the de-35

sign and operation of flow-boiling applications such as organic Rankine cycles and36

concentrating solar power facilities operation in the direct steam generation mode.37

Keywords: flow boiling; flow pattern; heat transfer coefficient; laser diagnostics; pressure38

drop; two-phase flow39

Nomenclature40

Acronyms

2cLIF two-colour laser-induced fluorescence

A annular

CSP concentrating solar power

DAQ data acquisition device

DC direct current

DSG direct steam generation

FEP fluorinated ethylene propylene

FLOBOF flow boiling facility

I intermittent

IR infrared

LIF laser-induced fluorescence

M mist

MARD mean absolute relative deviation

MRD mean relative deviation

ORC organic Rankine cycle

PIV particle image velocimetry

PLIF planar laser-induced fluorescence
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PTV particle tracking velocimetry

RI refractive index

S stratified

Slug+SW slug plus stratified-wavy

SW stratified-wavy

Latin symbols

A area [m2]

ALD dimensionless liquid cross-sectional area [-]

AVD dimensionless liquid cross-sectional area [-]

Bo boiling number [-]

C Ohmic correction constant [-]

Co confinement number [-]

Cv convection number [-]

cp heat capacity [J/kg.K]

d diameter [m]

dp pressure drop [Pa]

F empirical coefficient [-]

Fr Froude number [-]

h heat transfer coefficient [W/m2.K]

hLD dimensionless liquid height [-]

hlv latent heat of vaporisation [J/kg]

g gravitational acceleration [m/s2]

G mass flux [kg/m2.s]

I current [A]

k thermal conductivity [W/m.K]

L length [m]

ṁ mass flow rate [kg/s]

p pressure [Pa]

PiD dimensionless liquid interface length

q̇ heat flux [W/m2]

Q̇ heat transfer rate [W]

r radius [m]
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Re Reynolds number [-]

T temperature [K]

u velocity [m/s]

V voltage [V]

We Weber number [-]

x vapour quality [-]

Xtt Lockhart Martinelli parameter [-]

y vertical direction [m]

z axial direction [m]

Greek symbols

ε void fraction [-]

θstrat stratified angle [rad]

µ viscosity [Pa.s]

ρ density [kg/m2]

σ surface tension [N/m]

Φ two-phase multiplier [-]

Subscripts

cb convective boiling

exp experimental

fric frictional (pressure drop)

grav gravitational

heated heated

ht heat transfer

i inside

IA intermittent to annular transition

int interface

l liquid

max maximum

o outside

nb nucleate boiling

pipe pipe

pred predicted
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sa spatial acceleration

sat saturation

strat stratified

sc subcooled

tp two-phase

v vapour

w wall

wavy stratified to stratified-wavy transition
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1 Introduction41

Boiling flows in horizontal pipes are present in evaporators, boilers and heat exchangers42

in a wide variety of applications. For example, refrigerants such as R245fa are used as43

the working fluid in organic Rankine cycle (ORC) systems for the generation of electrical44

power from low-temperature thermal energy sources [1, 2] such as solar heat [3, 4], or for45

waste heat recovery [5, 6]. Such fluids can also be used in high-temperature heat pumps, or46

in cooling and refrigeration systems. The understanding of boiling flows is also important47

for effective design and operation of concentrating solar power (CSP) plants operating48

in the direct steam generation (DSG) mode [7]. In this application, water boils directly49

inside the solar collector tube, rather than in a secondary circuit. As in all boiling flow50

applications, the development of a transient two-phase flow makes reliable control and51

operation of the system challenging, and creates a need for fundamental understanding52

of the hydrodynamic and heat transfer characteristics of these flows.53

Many experimental studies have presented the investigation of boiling of various fluids54

in horizontal pipes of a wide range of diameters. However, there is a relative scarcity55

of data in pipe diameters above the ‘mini’ scale (i.e. d > 3 mm [8]) for R245fa , which56

is currently one of the most dominant working fluids in ORC systems [9]. Therefore,57

validation of the many predictive methods available for flow pattern, pressure drop and58

heat transfer coefficient in these types of flows is required. The literature also lacks59

detailed spatiotemporally resolved information for these flows, including the interfacial60

dynamics, phase distribution and velocity fields. Experimental flow boiling data of this61

type of relevance to many heat transfer and heat recovery applications, such as those62

identified in the previous paragraph.63

Two-phase flows are often characterised by their geometry and flow structure, the for-64

mation of which depends on the fluid properties, conditions, and phase fraction. Since the65

flow pattern can influence the pressure drop and heat transfer, it is essential to be able to66

predict the expected flow pattern regime under operation, for example according to tran-67

sition lines plotted on a flow map. Kattan et al. [10] developed a two-phase flow pattern68

map for boiling in horizontal tubes with mass flux vs. vapour quality axes and transition69

lines calculated based on fluid properties and experimental conditions. They divided the70

map into five different flow patterns: ‘stratified’, ‘stratified-wavy’, ‘intermittent’, ‘annu-71

lar’, and ‘mist’ flow. Wojtan et al. [11] later further divided the ‘stratified-wavy’ class,72
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adding ‘slug’ as well as ‘slug and stratified-wavy’ flow patterns to the map. Various re-73

searchers have studied specific transition lines in more detail and proposed alternative74

[12, 13] or improved [14, 15] equations but a truly universal flow map for boiling is yet75

to be proposed due to the challenge of incorporating such a large number of intrinsically76

linked parameters.77

Accurately predicting the pressure drop in boiling flows is key to the successful op-78

eration of many flow boiling applications. As such, various correlations exist for the79

calculation of two-phase frictional pressure drops, with the majority being separated flow80

models.81

Lockhart and Martinelli [16] proposed the first separated flow model, but this does82

not accurately predict two-phase pressure drop and has been subsequently modified by83

many researchers. Grönnerud [17] expanded this approach further to specifically cover84

refrigerants, obtaining good results for some fluids and flows [18, 19], and his model was,85

in turn, modified by Friedel [20] based on a large experimental database. This extensive86

basis for the model means the Friedel [20] method is often found to be one of the most87

reliable for pressure-drop predictions over a wide range of conditions [21, 22]. Various88

authors have made further modifications to these correlations in order to improve their89

applicability to specific fluids and geometries (e.g. [23, 24]).90

In another approach, the Müller-Steinhagen and Heck [25] method considers the fric-91

tional pressure gradients of both phases and performs an empirical interpolation between92

the two. This method has been found to perform well for a wide range of refrigerants [18]93

and other fluids [26], as well as across different pipe diameters [22, 23]. Mikielewicz [27]94

modified the Müller-Steinhagen and Heck [25] method for both flow boiling and conden-95

sation in minichannels by incorporating the surface tension effect to account for energy96

dissipation in the flow, and validated this new approach for refrigerants in 2.3 mm tubes97

[28].98

Although not as widely developed or utilised due to their complexity, other predictive99

methods follow a phenomenological approach based on the flow pattern. Methods such100

as that of Quibén and Thome [29] utilise a flow pattern map (e.g. [11]) and formulate101

a pressure-drop calculation for each flow pattern separately. This way, interfacial phe-102

nomena can be accounted for through an interfacial friction factor which is calculated103

uniquely for each flow pattern.104
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The accurate prediction of heat transfer performance is vital for the design and sub-105

sequent operation of systems utilising flow boiling. Methods for predicting the two-phase106

heat transfer coefficient, h, in boiling flows typically consider the contributions of the two107

thermal mechanisms of nucleate boiling and convective boiling.108

Some models employ an enhancement-factor approach, whereby h is based on the109

dominant heat transfer mechanism. An early example of this is the Shah [30] correlation110

which offered an improvement on that of Chen [31] for horizontal tubes and has been111

reported to give good predictions for R245fa boiling [32] and condensation [33]. Kandlikar112

[34] further developed the Shah [30] model, simplifying the implementation and modifying113

the nucleate to convective boiling transition criteria. This model is one of the most widely114

used enhancement-factor-type correlations, although various others have been developed115

more recently [35–37].116

Gungor and Winterton [38] also developed a correlation based on the Chen [31]117

method, but accounted for both nucleate and convective boiling contributions in a super-118

position approach. Guo et al. [32] reported this to be the most accurate of eight common119

correlations when applied to R245fa boiling in a 10 mm inside diameter horizontal tube.120

Liu and Winterton [39] were early adopters of an asymptotic approach using similar121

multipliers to Gungor and Winterton [38], whilst Steiner and Taborek [40] developed an122

asymptotic model for boiling in vertical tubes based on experimental data for a range of123

fluids. Some models have been developed for annular flow specifically [41, 42], and Guo124

et al. [43] modified the Liu and Winterton [39] correlation for boiling flows of R245fa and125

an R134a/R245fa mixture in smooth horizontal tubes of 3 mm inside diameter.126

Other investigators have attempted to develop models valid for a wider range of condi-127

tions through a flow pattern-based approach. Kattan et al. [44] proposed one such model128

based on utilising their flow map [10] and the asymptotic heat transfer model of Steiner129

and Taborek [40]. Zürcher et al. [14] found this method to give accurate predictions when130

applied to the boiling of ammonia in horizontal tubes, but Wojtan et al. [11] proposed131

modifications based on their experimental data for boiling of R22 and R410A in horizontal132

tubes.133

A further set of models calculate heat transfer coefficient based on considerations134

of energy dissipation. Mikielewicz and Mikielewicz [45] utilised their modified Müller-135

Steinhagen and Heck [25] two-phase multiplier to calculate heat transfer in minichannels.136
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They validated their new method against existing correlations and experimental data for137

flow condensation in the annular flow regime, in which they considered the phenomena138

to be symmetrical to that of flow boiling.139

The applicability of flow boiling predictive methods to R245fa in truly macroscale140

pipe diameters (i.e. d > 3 mm) was investigated in this work, alongside advanced flow141

visualisation. In much of the flow boiling literature, flow visualisation has been mostly142

limited to the use of sight glasses and high-speed cameras to record images and videos143

for flow pattern identification [10, 46, 47]. Ursenbacher et al. [48] illuminated a cross-144

section of the flow with a laser sheet and recorded high-speed images from which they145

detected the vapour-liquid interface and thus extracted information on the dry angle and146

void fraction. Other than this, laser-based diagnostic techniques have not been widely147

applied to boiling flows, particularly under saturated boiling conditions. Estrada-Perez148

and Hassan [49] measured turbulence statistics of subcooled refrigerant flows in vertical149

channels using particle tracking velocimetry (PTV), and Hassan et al. [50] combined150

this measurement technique with infrared (IR) imaging to obtain temperature fields over151

the heated wall in similar geometries. Samaroo et al. [51] also used PTV to measure152

velocity profiles in vertical subcooled boiling flows, specifically investigating flow in an153

annulus. Particle image velocimetry (PIV) has been used in pool boiling experiments154

alongside IR thermometry [52] and two-colour laser-induced fluorescence (2cLIF) [53] to155

obtain corresponding temperature fields. However, detailed spatiotemporally resolved156

information in horizontal boiling flows is lacking.157

In this work, following the work of Zadrazil and Markides [54], Charogiannis et al.158

[55] and Cherdantsev et al. [56], laser-diagnostic techniques based on PIV and LIF were159

developed and applied successfully to two-phase horizontal boiling flows in a macroscale160

pipe, specifically chosen to have a diameter that is larger than that typically investigated161

in earlier studies in the literature. The application of these techniques is important, as it162

enables us to generate spatiotemporal interface, phase and velocity distribution data, from163

which we can obtain new insight into key thermal and hydrodynamic characteristics of164

these flows. Such insights can be used to enhance the performance of flow boiling systems165

by identifying the most effective operating regimes and designing facilities accordingly.166

The paper is organised as follows: in Section 2 a description of the experimental facility167

and data-collection procedures are presented, followed by a discussion of the results in168
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Section 3; finally, concluding remarks are made in Section 4.169

2 Experimental methods170

2.1 Experimental facility171

Experimental measurements with the refrigerant R245fa as the test fluid have been per-172

formed using a bespoke Flow Boiling Facility, FLOBOF, comprising a flow circuit with a173

visualisation section for optical access. A simplified flow diagram of FLOBOF is shown in174

Figure 1. This work presents the first publication of experimental data from this facility.175

In the refrigerant flow circuit, subcooled liquid is pumped from the bottom of a liq-176

uid receiver using a Crest AM50 TGARV centrifugal pump and passed to an Omega177

CHF081863 6 kW circulation heater used to preheat the liquid to the desired degree of178

subcooling at the test section inlet. The liquid is then passed through a 90 µm filter179

to protect the subsequent turbine flowmeter, the output of which is used to control the180

pump speed and regulate the flow rate into the test section. The 12.6 mm-inside diameter,181

2 m-long stainless steel heated section is preceded by a 0.6 m-long flow calming and flow182

development section of the same material and inside diameter, which acts to eliminate183

entrance effects.184

Fluid temperature, along with system pressure, is measured at the entrance to the185

heated section to determine the inlet conditions and again at the outlet. The liquid boils186

as it flows along the heated section, resulting in a two-phase vapour-liquid flow which187

enters the visualisation section. This section consists of a fluorinated ethylene propylene188

(FEP) pipe, of equal inside diameter to the stainless-steel heated section, encased in a189

perspex correction box filled with water. The fluid then flows through a water-cooled190

plate heat exchanger, in which the vapour condenses and the liquid is subcooled before191

being returned to the liquid receiver.192

The output signals from the facility instrumentation were processed by three data193

acquisition devices (DAQs) and recorded through a LabView interface, which was also194

used for monitoring and control of the system. For a given set of experimental conditions,195

a steady-state was considered to be achieved when the instrument data remained within196

a 5 % range for at least 300 s, after which data was recorded for a period of 120 s.197
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Figure 1: Flow diagram of the flow boiling facility (FLOBOF). Measurement locations for

temperature, pressure and differential pressure are indicated by T, P and DP respectively.

2.1.1 Heated test section198

The heated test section (see Fig. 2) comprises a stainless steel pipe with direct current199

(DC) heating, thermal insulation and measurement instrumentation. The pipe has an200

inside diameter, di, of 12.6 mm and length, Lht, of 2 m and is connected to a Glassman201

Europe BPI 20 V, 750 A DC power supply via copper rods and braids to uniformly heat202

the surface of the pipe by application of direct current. The Ohmic losses in the rods and203

braids were checked and found to result in a 2 % loss of input power delivered to the pipe.204

The whole section is insulated with black nitrile rubber pipe insulation to a minimum205

thickness of 19 mm. Maximum heat losses of < 1 % of input power were calculated across206

all experimental conditions by evaluating the single phase energy balance for a range of207

input powers and flowrates. FLOBOF was designed to investigate flow boiling starting208

from the subcooled liquid condition, as would be the case in industrial applications, and209

the test section is sufficiently long to investigate a range of outlet vapour qualities. As210

such, fluid enters the heated section as a subcooled liquid, is heated to saturation point,211

boils, and exits as a two-phase vapour-liquid flow with vapour quality x.212

The pressure drop across the heated test section was measured using two Rosemount213

differential pressure transmitters with a zero-order measurement uncertainty of ±0.1 % of214

the calibrated range, set to 0–5 kPa and 0–20 kPa for the two instruments. The absolute215

pressure at the outlet was measured using an Omega PXM309 pressure transmitter with216

a zero-order measurement uncertainty of ±1 %. The combination of the absolute and217
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Figure 2: Schematic of the heated test section. Measurement locations for temperature,

pressure and differential pressure are indicated by T, P and DP respectively.

differential pressure measurements allowed calculation of the pressure at the inlet to the218

heated section. The inlet and outlet temperatures were measured using in-flow mineral219

insulated T-type thermocouples of 0.5 mm diameter. The wall temperature was mea-220

sured using 0.38 mm diameter bead-welded T-type thermocouples, electrically insulated221

from the live pipe wall by a thin layer of polyimide film to which the thermocouples are222

attached with thermally conductive epoxy glue. The thermocouple wires are encased in223

electrically insulating sheaths then passed along the pipe wall inside the insulation to min-224

imise conduction errors. Wall thermocouples are placed at three measurement junctions225

0.125 m, 1.575 m and 1.875 m from the inlet, with thermocouples placed at 90◦ intervals226

around the pipe circumference, as shown in Fig. 2.227

All of the thermocouples in the facility, including those for in-flow and wall temperature228

measurements, were calibrated against a digital reference thermometer certified with a229

5-point UKAS calibration in a thermal bath to an average accuracy of 0.25 K. The230

mean absolute difference in temperature between the two lateral wall thermocouples at231

each measurement junction was 0.19 K, which is within the experimental uncertainty and232

therefore indicates a satisfactory temperature measurement. The differential pressure233

transmitters were calibrated in situ using a Fluke709H HARTmeter.234

2.1.2 Visualisation section235

To allow optical access, a visualisation section was constructed at the outlet of the heated236

test section. An effective visualisation section for application of any optical diagnostic237

technique to two-phase pipe flows should be designed to minimise optical distortions due to238
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the refraction of light at all fluid-fluid and fluid-solid interfaces, and this is ideally achieved239

with a fully refractive index (RI) matched system [57]. However, this is highly challenging240

in a boiling flow since the two fluid phases have very different RIs, and additionally liquid241

R245fa has a low RI (1.25 at 20 ◦C). As such, an FEP pipe, of equal inside diameter to the242

heated test section, was used for the visualisation section. FEP has a low RI compared243

to other suitable optically accessible pipe materials and is translucent. The FEP pipe is244

encased in a correction box constructed from acrylic and filled with distilled water, the RI245

of which is within 1 % of that of the FEP pipe across the range of operating conditions.246

This box reduces optical distortion due to the curvature of the pipe and relative position247

of the camera.248

For simple visualisation of the flow through high-speed imaging, and for flow pattern249

identification, a backlight and camera were positioned as shown in Fig. 3a. The camera250

used was an Olympus iSpeed 3 with a maximum resolution of 1280 by 1024 pixels at a251

maximum frame rate of 2 kHz, equipped with a Sigma 105 mm lens and installed in a252

horizontal orientation perpendicular to the correction box.253

For the laser-based measurements, the flow was illuminated by a laser sheet generated254

by a copper vapour laser that emits two narrow band laser beams at 510.6 nm (green255

light) and 578.2 nm (yellow light) at a nominal output power of 20 W, frequency of 2 kHz,256

pulse-duration of 2 ns, and pulse energy of 2 mJ. The beams were directed to a sheet257

generator via a fibre-optic cable, with the sheet expanded in the streamwise direction258

and illuminating the flow in a plane through the (axial) centreline of the pipe from the259

bottom of the correction box. The liquid phase flow was seeded with 10 µm silver-coated260

reflective particles to enable particle image velocimetry (PIV) and with the fluorescent261

dye Rhodamine 6G at a concentration of 1 ppm to allow laser-induced fluorescence (LIF)262

measurements. The same iSpeed 3 high-speed camera was used to capture instantaneous263

images of the flow. In this application, the camera was mounted at an angle of approxi-264

mately 20◦ from the horizontal and fitted with a corrective Scheimpflug filter. The camera265

captured both the scattered light from the particles (for PIV) and the fluorescent emission266

from the dye (for PLIF) in the liquid phase.267
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(a)
(b)

Figure 3: Camera arrangement for: (a) qualitative flow visualisation, and (b) laser-based

measurements.

2.1.3 Image processing268

To obtain meaningful quantitative information from high-speed imaging of the laser-sheet-269

illuminated flows, extensive image processing was required. Images were recorded at a270

frame rate of 1500–2000 fps, with images recorded for a duration of at least 6.5 s for271

each flow condition to ensure statistical significance of the results. The image processing272

was undertaken using a combination of the DaVis software by LaVision and MATLAB273

algorithms developed in-house. After a preprocessing step, two strands of image analysis274

were undertaken; interface detection and velocity field identification. The detailed steps275

in these processes were as follows:276

1. First, the images were loaded into the DaVis software and a spatial correction was277

applied based on calibration images obtained of a grid of known dimensions inserted278

into the liquid-filled pipe. This procedure corrected for the distortion induced by279

the angle of the camera (see Fig. 3b), and facilitated scaling of the images. The280

images were also rotated slightly to ensure alignment to the horizontal and mirrored281

around the vertical to give a flow direction of left-to-right.282

2. The images obtained in DaVis were then loaded into MATLAB using LaVision’s283

Readimx add-on. An algorithm was developed to identify the vapour-liquid interface284

comprising the following steps for each image:285

(a) First, the image was cropped to the region of interest to remove the area286

outside of the pipe walls and any dead space introduced from the calibration.287

The remaining image had a height equal to the pipe inside diameter, di, and a288

width of approximately 2di in the direction of flow.289

14



(b) An adaptive threshold was applied to the cropped image based on the local290

median at each pixel with a window size of 7 px. This removed the intensity291

hotspots of the particles and increased the intensity difference between the292

vapour and liquid phases.293

(c) The image was binarised using the imbinarize function with an adaptive thresh-294

olding approach, a sensitivity of 0.5 and the classification of a bright foreground.295

An area filter was then applied to the resulting black and white image to ex-296

tract only the largest structures thereby removing any residual light areas due297

to particles.298

(d) The interface was identified by locating the point in the black and white image299

matrix at which a step change occurred. Any unphysical spikes in the interface300

were removed and the interface was smoothed using a Savitsky-Golay filter.301

(e) A mask was created based on the interface location, with areas under the302

vapour-liquid interface (i.e. the liquid phase) assigned a value of 1 and any303

other areas assigned a NaN value.304

3. Velocity fields were extracted from the spatially corrected images obtained in step305

1 using the following method:306

(a) In DaVis, the ‘Subtract sliding average’ processing step was applied to subtract307

a 2D sliding average with a 5 px filter length based on a Gaussian profile. This308

enhanced the intensity difference between the particles and the liquid making309

them easier to identify in the following step.310

(b) PIV vectors were calculated using the functionality in DaVis taking a multipass311

approach with a decreasing window size from 96 by 96 to 32 by 32. The particle312

patterns were tracked between temporally adjacent images and the velocity313

field inferred with a spatial resolution of 8 px, or 0.16 mm.314

(c) The resulting vector field was loaded into MATLAB using the pivmat toolbox315

and multiplied by the mask generated in step 2(e). This masking was applied316

after generating the velocity fields to ensure that the velocity field close to the317

interface was adequately captured.318

This image processing approach follows conventional techniques similar to those described319
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in further detail by Charogiannis et al. [55] and Ibarra et al. [58].320

2.2 Data reduction321

The raw data obtained from the heated test section described in Section 2.1.1 required322

some treatment to provide the set of integral measurements common in the flow boiling323

literature. The data reduction process applied to the raw data is described in this section.324

The pressure drop measured experimentally, dpexp, was the total pressure drop and325

therefore the sum of the gravitational, frictional, and spatial acceleration pressure drops326

as follows:327

dpexp = dpgrav + dpfric + dpsa (1)

Since the flow was horizontal, dpgrav = 0. Two-phase pressure drop predictive methods328

in the literature calculate the frictional pressure drop, so the spatial acceleration pressure329

drop was calculated according to the method of Collier and Thome [59] as follows:330

dpsa = G2

{[
(1− x)2

(1− ε)ρl

+
x2

ερv

]
out

−
[

(1− x)2

(1− ε)ρl

+
x2

ερv

]
in

}
(2)

where ε is the void fraction calculated using the Steiner [60] formulation of the Rouhani331

and Axelsson [61] drift flux void fraction correlation; G is the mass flux, and ρl and ρV332

denote the densities of the liquid and vapour phases, respectively.333

The experimental heat transfer coefficient h was calculated as follows:334

h =
Q̇in

Aht(Tw,i − Tsat)
(3)

where Q̇in is the heat input rate based on the input voltage, V , and current, I, of the335

power supply such that Q̇in = V I × C, where C is a constant that corrects for Ohmic336

(resistive) losses in the copper rods and braids connecting the power supply to the test337

section. Aht is the heat transfer surface area to the fluid, Aht = πdiLht. Tw,i is the inside338

wall temperature and Tsat is the saturation temperature of the fluid evaluated at the339

known saturation pressure.340

The inside wall temperature, Tw,i, was calculated from the outside wall temperature,341

Tw,o, by solving a one-dimensional conduction equation across the pipe wall, assuming342

uniform heat generation in an isotropic and homogeneous material:343

Tw,i = Tw,o +
Q̇in

2πkpipeLht(r2
o − r2

i )

(
r2

o − r2
i

2
+ r2

o ln
ri

ro

)
(4)
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where kpipe = 16.3 W/m.K is the thermal conductivity of the stainless steel pipe and ri344

and ro are its inner and outer radii respectively.345

The inside wall temperature and corresponding heat transfer coefficient were calcu-346

lated for each wall thermocouple location, then a spatially averaged h calculated at each347

thermocouple junction from the four local h values. The vapour quality, x, was calculated348

by performing a heat balance across the heated test section:349

x =
Q̇in − ṁcp∆Tsc

ṁhlv

(5)

where ṁ is the mass flow rate in kg/s, cp is the liquid heat capacity at inlet conditions,350

∆Tsc is the degree of subcooling at the pipe inlet, i.e. ∆Tsc = Tsat,in − Tin and hlv is the351

latent heat of vaporisation of the liquid. x was calculated at the outlet of the heated test352

section, and at the location of each thermocouple junction with Q̇in scaled according to353

the corresponding heated length.354

All thermophysical fluid properties were calculated at the relevant conditions using355

CoolProp [62].356

When assessing the accuracy of predictive methods, the mean relative deviation (MRD)357

and mean absolute relative deviation (MARD) of a variable X were calculated as:358

MRD =
1

n

n∑
i=1

Xpred −Xexp

Xexp

(6)

359

MARD =
1

n

n∑
i=1

∣∣∣∣Xpred −Xexp

Xexp

∣∣∣∣ (7)

2.3 System verification and error analysis360

To validate the performance of the FLOBOF system and measurement instruments, ex-361

periments were performed with single phase liquid R245fa flow under both adiabatic and362

heated conditions, with care taken to monitor the visualisation section for the appear-363

ance of bubbles that would indicate the onset of boiling and invalidate the single phase364

tests. The resulting Nusselt numbers were compared to those calculated using the Meyer365

et al. [63] correlations to within an average deviation of 7 %. The pressure drop data366

were compared to the Fang et al. [64] correlation with an average deviation of 8 %. The367

mean deviations for both values are well within 10 % and the facility can be considered368

validated.369
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Table 2: Experimental uncertainties

Parameter Uncertainty

Tw,o 0.3 K

Tfluid 0.3 K

G 8.8 %

q̇ 1.8 % to 6.6 %

h 6.0 % to 23 %

x 0.0085

p 2.2 %

dp 0.1 % to 6.1 %

The overall experimental uncertainty in integral measurements was evaluated using370

the method proposed by Moffat [65] and the resulting values are reported in Table 2.371

These uncertainty values account for the error in the measurement instruments them-372

selves, along with all data processing and conversion steps and a consideration of the373

time-dependent variance of each measurement, given that the reported values have been374

temporally averaged.375

The experimental uncertainty in laser-based measured measurements was evaluated376

based on the image resolution and standard deviation of the calculated values. The377

interface height has a mean uncertainty of ± 0.16 mm, whilst the liquid-phase velocity378

obtained using PIV has a mean uncertainty of ± 35 %.379

3 Results and discussion380

3.1 Flow patterns381

High-speed images were recorded for various flow patterns, and some representative exam-382

ples are shown in Fig. 4. The selected images demonstrate the characteristic features of383

the various flow regimes: a smooth, flat interface in stratified (S) flow with two continuous384

phases; the same two phases present in stratified-wavy (SW) flow but with a perturbed385

interface; a continuous liquid phase interrupted by elongated vapour bubbles in slug flow,386
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(a) Stratified (S)

G = 50 kg/m2.s, q̇ = 0.5 kW/m2

(b) Stratified-wavy (SW)

G = 68 kg/m2.s, q̇ = 2.3 kW/m2

(c) Slug

G = 173 kg/m2.s, q̇ = 2.3 kW/m2

(d) Intermittent (I)

G = 390 kg/m2.s, q̇ = 9.3 kW/m2

(e) Annular (A)

G = 422 kg/m2.s, q̇ = 38 kW/m2

Figure 4: Flow patterns captured in FLOBOF using high-speed imaging.

with the liquid film maintained at the top of the vapour bubble; a liquid film on the pipe387

walls in annular (A) flow with ripples at the vapour/liquid interface; and a combination388

of a number of these characteristics in intermittent (I) flow. Mist (M) and dryout (D)389

flows were not captured in FLOBOF due to the high heat and mass fluxes required, and390

the unstable behaviour of the facility at high x due to the large vapour volumes present391

in the system. The high-speed images were captured at 1500 fps and were used to iden-392

tify flow patterns according to the classifications put forward by Wojtan et al. [11] for393

a range of experimental conditions covering the parameter space G = 30-700 kg/m2.s,394

q̇ = 0.5–38 kW/m2.395

In this section, the experimental data collected over the full range of conditions are396

plotted together on single flow maps to facilitate visualisation. However, flow map tran-397
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sition lines, such as those proposed by Wojtan et al. [11], should in reality be plotted for398

each data point if one wishes to accurately determine the flow pattern, since their position399

can be dependent on the unique experimental parameters (x, G, q̇, Tsat). The transition400

lines most affected by these parameters are the A/SW to D and D to M transitions, which401

were not relevant for this data set. For the range of experimental conditions studied, the402

other transitions lines vary by a maximum of approximately 20 %.403

The most common flow map configuration in the modern flow boiling literature is404

that of G vs. x. The data points collected in FLOBOF are presented in Fig. 5, where an405

alternative presentation with a logarithmic x is provided as an inset to show the region406

x < 0.1 in more detail. The resulting map shows clearly the limitations of the facility,407

with data points at both high x and G not possible to obtain, making the dryout and408

mist regimes inaccessible. The facility also does not allow for data collection at high409

x and low G, since the resulting vapour volumes destabilise its operation by inducing410

slugging within the system. Figure 5 shows clear regions for Slug, I, and A flows, with411

some overlap of the S, SW and Slug+SW regimes. Stratified flow occurs at low G and412

low x, but as x increases the interface becomes less stable and a stratified wavy flow is413

observed. As G increases the vapour phase is no longer continuous and the flow moves414

into the Slug+SW and Slug regimes. At higher values of x, the mass flow rate of vapour415

increases and intermittent, then annular flows can be observed.416

In Fig. 6, the experimental data points are plotted along with the Wojtan et al. [11]

transition lines calculated for the conditions q̇ = 14 kW/m2, G = 332 kg/m2.s, psat =

1.7 bar, which are representative of the data set as a mean. The calculation procedure for

these transition lines according to Wojtan et al. [11] begins with calculating the geomet-

rical parameters ε, ALD, AVD, θstrat, hLD and PiD. ε is the void fraction calculated using

the Steiner [60] formulation of the Rouhani and Axelsson [61] drift flux void fraction cor-

relation, as mentioned in Section 2. The dimensionless liquid and vapour cross sectional

areas, ALD and AVD, are defined based on the cross-sectional area of the heated section,

A, as:

ALD =
A(1− ε)

d2
i

; AVD =
Aε

d2
i

(8)

The dimensionless liquid height hLD and dimensionless liquid interface length PiD are

expressed as a function of the stratified angle θstrat, which can be calculated using an

approximation proposed by Biberg [66] in terms of ε to avoid the need for solution by
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Figure 5: Flow pattern map with G vs x axes summarising all experimental data points

for psat = 1.7 bar, with inset showing a logarithmic x-axis for better visualisation at low

x. The experimental uncertainties for G and x are ±8.8 % and ±0.0085 respectively.

iteration.

hLD =0.5

(
1− cos

(
2π − θstrat

2

))
(9)

PiD = sin

(
2π − θstrat

2

)
(10)

θstrat =2π − 2

 π(1− ε) +
(

3π
2

)1/3
[1− 2(1− ε) + (1− ε)1/3 − ε1/3]

− 1
200

(1− ε)ε[1− 2(1− ε)][1 + 4((1− ε)2 + ε2)]

 (11)

The vertical I to A boundary is generally assumed to occur at a fixed value of the417

Martinelli parameter, Xtt =
(

1−x
x

)0.875
(
ρv
ρl

)0.5 (
µl
µv

)0.125

= 0.34, which is solved to give418

the corresponding vapour quality xIA.419

The SW to I/A transition line is calculated using the equation proposed by Kattan420

et al. [10] as follows:421

Gwavy =

{
16A3

VDgdiρlρv

x2π2(1− (2hLD − 1)2)0.5

[
π2

25h2
LD

(
We

Fr

)−1

l

+ 1

]}0.5

+ 50 (12)

where the ratio of the liquid Weber and Froude numbers is calculated as (We/Fr)l =422

gd2
i ρl/σ, σ is the surface tension. Wojtan et al. [11] then divided the SW area under this423

line into three regions such that:424
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• The Slug region is defined as G > Gwavy(xIA);425

• The Slug+SW region meets the criteria Gstrat < G < Gwavy(xIA) and x < xIA;426

• The SW region is then given by x ≥ xIA.427

The S to SW transition line is calculated using the equation proposed by Kattan et al.428

[10]:429

Gstrat =

{
226.32ALDA

2
VDρv(ρl − ρv)µlg

x2(1− x)π3

}1/3

(13)

with the additional condition that Gstrat = Gstrat(xIA) at x < xIA.430

The equations of the A to D and D to M transition lines are not included here since431

they are not relevant to this work.432

The Wojtan et al. [11] transition lines describe the data reasonably well with the433

flow pattern correctly predicted for 79 % of data points. The majority of the incorrectly434

predicted flow patterns occur in the Slug+SW, SW and S regimes below the transition435

curve to the I and A regimes (Gwavy), with some more occurring at the I to A transition436

line (xIA). Wojtan et al. [11] divided the region between the Gstrat and Gwavy curves into437

Slug, Slug+SW and SW, a modification to the earlier version of this map, by Kattan438

et al. [10]. The three different flow patterns were clearly observed experimentally, but439

alternative transition boundaries to those of Wojtan et al. [11] may be more appropriate440

for R245fa based on the lack of alignment with experimental data points in Fig. 6. Wojtan441

et al. [11] also modified the Kattan et al. [10] S to SW/Slug+SW transition curve (Gstrat),442

assigning a constant value to Gstrat at x < xIA. This does not fit the data well in this443

case, and it should be noted that Wojtan et al. [11] did not observe any stratified flow in444

their experiments, so the transition curve bounding the stratified region is not validated.445

For R245fa boiling at these conditions, it may also be appropriate to shift the I to A446

transition line to a smaller value of xIA, although more data are required to validate this.447

Detailed laser-based measurements of the interface location could be used to improve the448

predictions of ALD, θstrat and PiD in the Wojtan et al. [11] method for the stratified family449

of flow patterns.450

Zürcher et al. [14] investigated the application of the Kattan et al. [10] flow map to

ammonia boiling in a 14 mm ID horizontal tube. They proposed empirical corrections to

the Gstrat transition curve, which was observed to be too low, and the Gwavy transition

curve, which was observed to be too high at high vapour qualities. Like Kattan et al. [10],
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Figure 6: Flow pattern map summarising all experimental data points, psat = 1.7 bar,

with transition lines and flow pattern regions according to method of Wojtan et al. [11]

for the conditions q̇ = 14 kW/m2, G = 332 kg/m2.s.

they also grouped the Slug+SW and Slug flow patterns into one section of the map, and

SW and S flow patterns into another section. The modified Zürcher et al. [14] transition

lines are calculated as follows for horizontal tubes:

Gstrat =

{
226.32ALDA

2
VDρv(ρl − ρv)µlg

x2(1− x)π3

}1/3

+ 20x (14)

Gwavy =

{
16A3

VDgdiρlρv

x2π2(1− (2hLD − 1)2)0.5

[
π2

25h2
LD

(1− x)F1

(
We

Fr

)F2

l

+ 1

]}0.5

(15)

+ 50− 75e−[(x2−0.97)2/x(1−x)]

where the parameters F1 and F2 are empirical coefficients that account for the effect on451

heat flux on dryout.452

The Zürcher et al. [14] Gstrat line, as plotted in Fig. 7, does appear to give a better453

match to the experimental data. Note that the q̇ dependence is mostly expressed in the454

part of the curve at high x, i.e. the dryout region, but that is not of interest since these455

conditions cannot be reached with the current experimental setup. The Gwavy line also456

encompasses the data slightly better than that of the Wojtan et al. [11] map , since it457

returns a lower value of Gwavy at intermediate x.458

It can also be useful to consider specifically the transition from slug/bubble based flow459
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Figure 7: Flow pattern map summarising all experimental data points, psat = 1.7 bar,

with transition lines and flow pattern regions according to method of Zürcher et al. [14]

for the conditions q̇ = 14 kW/m2, G = 332 kg/m2.s.

to annular/intermittent type flows, i.e. the Gwavy transition line. Figure 8 shows three460

such transition lines (those of Wojtan et al. [11], Ong and Thome [12], Costa-Patry and461

Thome [13]) plotted for the experimental conditions. More of the I/A data points are462

correctly situated on the flow map for both the Ong and Thome [12] and Costa-Patry463

and Thome [13] transition lines, the calculation of both of which involves the confinement464

number Co = (1/di) ·
√
σ/(g(ρL − ρV)). Ong and Thome [12] defined the transition line465

as:466

xwavy = 0.047Co0.05

(
µv

µl

)0.7(
ρv

ρl

)0.6
Rev

0.8

Wel
0.91 (16)

whilst Costa-Patry and Thome [13] proposed the equation:467

xwavy = 425

(
ρv

ρl

)0.1
Bo1.1

Co0.5 (17)

where the boiling number is defined as Bo = q̇/(hlvG).468

The Barbieri et al. [15] transition line in Fig. 8 presents an alternative I-to-A transition469

to the fixed value of xIA used by Wojtan et al. [11], given by:470

GIA =
(3.75X2.40

tt ρ2
l gdi)

0.5

(1− x)
(18)

The position of the experimental data points on the flow pattern map suggests that471

a transition curve of this type may be more appropriate, but the Barbieri et al. [15]472
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Figure 8: Flow pattern map summarising all experimental data points and a range of

transition curves, psat = 1.7 bar. The Costa-Patry and Thome [13] curve is generated for

q̇ = 14 kW/m2.

curve does not fit the data well. The calculation is not dependent on q̇, so the differing473

q̇-conditions of the data points cannot account for this deviation. Instead, tuning of474

the empirical coefficients is required, since the Barbieri et al. [15] transition curve was475

developed for R-134a in a brass tube and may not apply to different fluids and pipe476

materials.477

3.2 Comparisons with pressure drop predictions478

Experimental pressure drops were measured for 142 experimental data points with the479

parameter ranges G = 30–700 kg/m2.s, q̇ = 0.5–38 kW/m2. In the setup shown in Figs.480

1 and 2, the fluid always entered the measurement section as a subcooled liquid, and481

exited with a vapour quality, x, of up to 0.73. The reported results correspond to average482

values over the sample time during which the measurement was steady according to the483

procedure described in Section 2.1.484

Many correlations for the prediction of frictional two-phase pressure drop (dpfric) of485

boiling flows are available in the literature, but the application of these methods to R245fa486

boiling in macroscale tubes (i.e. di > 6 mm) is not well documented. A few methods487

that perform well for similar experimental set-ups were selected and are compared to488
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Figure 9: Comparison of predicted and experimental frictional pressure drops using a

selection of predictive methods. The solid lines represent dppred = dpexp, the black dashed

lines dppred = dpexp ± 30%, and the red dashed lines dppred = dpexp ± 50%.

experimental data in plots of predicted vs. experimental frictional pressure drop in Fig. 9.489

Inspection of this figure reveals that the predictions of a subset of these correlations are490

within ±30% of the experimental data for dpfric > 2000 Pa. The discrepancies between491

the predicted and measured pressure drops, however, deteriorate significantly at lower492

dpfric values. This is illustrated further in Fig. 10 which shows a semi-log plot of the ratio493

of predicted to experimental dpfric as a function of vapour quality.494

The logarithmic scale used for x in Fig. 10 demonstrates clearly the discrepancy over a495

vapour quality range, approximately x = 0.01-0.05, in which none of the predictive meth-496

ods perform well. This also corresponds approximately to dpfric,exp > 600 Pa. Particularly497

towards the lower end of this x-range, the uncertainty in experimental x (0.0085 as shown498

in Table 2) becomes large compared to its absolute value. More interestingly though,499

the data points with the largest deviations compared to predictive methods correspond500

to stratified and slug-type flow patterns. The best-performing predictive method in this501

x-range is that of Quibén and Thome [29] which, unlike the other methods, is flow-pattern502

based. This suggests that a phenomenological approach is required for accurate predic-503
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Figure 10: Comparison of predicted and experimental frictional pressure drops using

a selection of predictive methods, presented as the ratio of predicted to experimental

frictional pressure drop as a function of vapour quality.

Table 3: Summary of the discrepancies between the predicted and experimental pressure

drops in terms of the the mean relative deviation (MRD) and mean absolute relative

deviation (MARD).

Correlation MRD MARD MRD MARD

(all data) (all data) (dpfric,exp >

600 Pa)

(dpfric,exp >

600 Pa)

[%] [%] [%] [%]

Müller-Steinhagen and Heck [25] +126 481 +6 15

Friedel [20] +179 563 −13 20

Grönnerud [17] +3 156 −50 51

Hardik and Prabhu [24] −9 177 −67 68

Xu and Fang [23] +134 500 +10 16

Quibén and Thome [29] −27 130 −69 69
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tions of pressure drop in stratified and slug flow patterns at low vapour quality. The504

prediction accuracy in these regimes could also be improved using detailed measurements505

of the interface location and velocity fields.506

To summarise the performance of the different predictive methods, the mean relative507

deviation (MRD) and mean absolute relative deviation (MARD) of each, as compared to508

the experimental data, are presented in Table 3. Values are reported for the full data-set509

and for the subset dpfric,exp > 600 Pa, which effectively removes the data points with a510

large uncertainty in x, allowing for a more effective assessment of the applicability of511

predictive methods to the rest of the data.512

Comparing the values reported in Table 3 with inspection of the plots in Fig. 9,513

the empirical Müller-Steinhagen and Heck [25] correlation most accurately predicts the514

pressure drop outside of the low-x, low-dpfric,exp region. Other authors have found this to515

be the case over a range of fluids and experimental conditions [18, 22, 23, 26], although516

they also report deviations of up to 20 % [22]. The Xu and Fang [23] correlation performs517

similarly well, as Garcia Pabon et al. [67] also found to be true for boiling of R1234yf518

in 3.2–8.0 mm tubes. This correlation outperforms the other separated flow models of519

Grönnerud [17] and Friedel [20]. The Grönnerud [17] correlation was developed specifically520

for refrigerants, but Turgut et al. [18] found it to give accurate results for only a small521

subset of these fluids. For the experimental data presented here, it underpredicts the522

pressure drop by approximately 50 %. Whalley [21] compared the Friedel [20] correlation523

to over 25 000 data points and found it to give the best predictions for most fluids, whilst524

Xu et al. [22] grouped it amongst the best with Müller-Steinhagen and Heck [25], reporting525

deviations of up to 30 %, in agreement with the deviation reported in Table 3. Hardik526

and Prabhu [24] found literature correlations generally underpredicted the pressure drop527

in comparison to their experimental data for flow boiling of water in 5.5–12 mm tubes,528

but their resulting correlation does not perform well here for R245fa.529

As expected, correlations developed for similar fluids or validated across a wide range530

of fluids tend to perform better in predicting experimental data. Despite performing531

well at low vapour qualities, the flow-pattern-based Quibén and Thome [29] correlation532

underpredicts larger pressure drops. These larger pressure drops mostly correspond to533

intermittent and annular flow patterns, suggesting that either the flow pattern classifi-534

cation or the corresponding pressure drop predictive method is not in fact suitable for535
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these conditions. The correlation uses the flow pattern classification method of Wojtan536

et al. [11], which Fig. 6 shows to correctly classify most intermittent and annular data537

points. In the Quibén and Thome [29] method, the calculated pressure drop for annular538

flow depends heavily on the interfacial friction factor which was developed based on an539

experimental data set which did not include R245fa. The prediction of this interfacial540

friction factor could be enhanced by measuring the velocity field close to the interface541

using e.g. PIV to understand the shear stresses in this region.542

Figure 10 provides an insight into the performance of each predictive method with543

x. At x > 0.05, the Müller-Steinhagen and Heck [25] method, along with the separated544

flow models of Grönnerud [17], Friedel [20], Xu and Fang [23], performs most consistently545

with little deviation in the average value of (dppred/dpexp)fric as x increases. However, the546

accuracy of the Hardik and Prabhu [24] method deteriorates as x increases whilst that of547

the Quibén and Thome [29] method improves. Even though there are relatively few data548

points in the region x < 0.05, the prediction accuracy for all six methods presented in549

Fig. 10 is almost identical. When x is very small, predictive methods generally collapse550

to a liquid-only pressure drop, suggesting that at such low vapour qualities the vapour551

phase does not have a significant impact on dpfric.552

3.3 Comparisons with heat transfer coefficient predictions553

Experimental outside wall temperatures were measured at the temperature measurement554

junctions shown in Fig. 2 for 142 experimental conditions with the parameter ranges555

G = 30-700 kg/m2.s, q̇ = 0.5–38 kW/m2. The fluid always entered the measurement556

section as a subcooled liquid, and the vapour quality was calculated using Eqs. (4) and557

(5) at each junction according to the corresponding heated length. At the most upstream558

junction, the fluid is still in the liquid phase and x = 0, so measurements from this junction559

are not included in this section. The reported results are spatially-averaged around the560

circumference of the pipe by taking the mean of the four wall temperature readings at561

each junction, and time-averaged over the sampling time.562

3.3.1 Flow boiling correlations563

Similarly to pressure drops, many predictive methods are available in the literature for564

estimation of heat transfer coefficients in boiling flows but there is little validation of565

29



these methods for R245fa in macroscale tubes. A selection of these methods is presented566

in terms of predicted vs. experimental h in Fig. 11. Further insight into correlation567

performance as a function of x is provided by plots of hpred/hexp vs. x in Fig. 12, and the568

mean relative deviations of each method compared to experimental data are detailed in569

Table 4.570

The spread of the data points on the plots in Figs. 11 and 12 varies between methods.571

Prediction accuracy deviates significantly for several of the selected methods at approx-572

imately h < 1000 W/m2.K and x < 0.05, with both underprediction and overprediction573

of h. For these lower values of these parameters the relative uncertainty is larger and can574

be amplified further by the calculation method. However, some of the methods perform575

consistently well at this lower end of the parameter ranges, with divergence at higher val-576

ues. This is most noticeable for the Guo et al. [43] correlation, which is the second-best577

performing correlation for x < 0.05, but the worst for x > 0.05. It is also the only method578

for which hpred/hexp increases with x at x > 0.05. The correlation was developed based on579

flow boiling experiments with R245fa and an R134a/R245fa mixture in 3 mm horizontal580

tubes, and this difference in scale may account for the observed behaviour. At the larger581

scale of the tube in this work, gravitational effects become more significant with the most582

relevant effect being the asymmetry of the liquid film between the top and bottom of the583

tube for flow patterns in which the wall is completely wetted, i.e. slug and annular flows.584

Most of the data points with larger h or x correspond to slug, annular or intermittent585

flow. This highlights the importance of using predictive methods developed for similar586

scales.587

The Guo et al. [43] correlation is a modified version of the Liu and Winterton [39]588

correlation and performs better overall due to the poor predictive capability of the latter589

at x < 0.05. Also, the extent of the underprediction of the Liu and Winterton [39]590

correlation for x > 0.05 increases as x → 1. The Liu and Winterton [39] correlation was591

developed for tubes with d > 3 mm.592

The most consistent correlation, and most accurate overall with MARD = 23 %, across593

the data set, is that of Shah [30] which despite being one of the earliest enhancement-594

factor correlations has been reported to give reasonable predictions for both boiling [32]595

and condensation [33] of R245fa in smaller tubes. The Kandlikar [34] correlation is a596

further development of that Shah [30] and performs similarly well (MARD = 28 %) overall597
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despite larger deviations at x < 0.05. Kandlikar [34] introduced a fluid-specific parameter,598

Ffl, to the calculation method and since no such parameter is reported for R245fa it was599

tuned to the experimental data to a value of Ffl = 1.3. The tuning required a trade-off600

between prediction accuracy low and high values of x and h, so better accuracy could be601

achieved by using different values for the two regions. The resulting value of Ffl = 1.3 is602

the same as those of R11 and R113 as defined by Kandlikar [34]. These have different603

chemical structures to R245fa being chloro-fluoro-hydrocarbons of lower carbon number,604

but R11 particularly has a similar molar mass and boiling point to R245fa. Fang et al. [68]605

reported a similar accuracy of MARD = 30 % for the Kandlikar [34] correlation applied606

to R245fa boiling.607

After the Shah [30] correlation the flow-pattern based correlation of Wojtan et al. [69]608

is the next most consistent across the data range despite also tending to underpredict h.609

This suggests that a flow-pattern based approach is effective for predicting heat transfer610

despite this not being the case for pressure drop for the full range of x (see Quibén and611

Thome [29], Fig. 10).612

It is clear from the assessment of these predictive methods that a single correlation is613

rarely effective for the whole data set, and that the applicability of any given correlation614

is generally restricted to the conditions of the experiment upon which it is based. In615

their review paper, Thome et al. [70] also found that no single method predicted their616

entire database well, highlighting the difficulty of finding a universal approach. Many617

correlations are not well-validated for the low vapour quality region due to high rel-618

ative uncertainties in integral measurements at the necessary experimental conditions,619

so detailed spatially and temporally resolved measurements of these flow could provide620

much-needed insight into the associated flow structures and phenomena.621

3.3.2 Pool boiling correlations622

One of many ways to predict the dominant boiling mechanism in boiling flow is by eval-623

uation of the convection number, Cv =
(

1−x
x

)0.8
(
ρv
ρl

)0.5

, with Cv < 0.65 defining the624

nucleate boiling dominant zone [34]. Vapour quality is perturbed the most, up to two or-625

ders of magnitude, of all experimental parameters investigated in this study, whilst other626

parameters affecting the establishment of nucleate boiling-dominated conditions, such as627

mass velocity and surface roughness, do not change as much, if at all, over the data set.628
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Figure 11: Comparison of predicted and experimental frictional heat transfer coefficients

using a selection of predictive methods. The solid lines represent hpred = hexp, the black

dashed lines hpred = hexp ± 30%, and the red dashed lines hpred = hexp ± 50%.

Table 4: Summary of the discrepancies between the predicted and measured heat transfer

coefficients in terms of the mean relative deviation (MRD) and mean absolute relative

deviation (MARD).

Correlation MRD MARD MARD MARD

(all data) (all data) (x > 0.05) (x < 0.05)

Shah [30] −19 23 23 24

Kandlikar [34] +3 28 19 41

Gungor and Winterton [38] +18 37 17 67

Liu and Winterton [39] +7 37 23 58

Guo et al. [32] −20 36 41 28

Wojtan et al. [69] −20 33 31 37
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Figure 12: Ratio of predicted to experimental frictional heat transfer coefficients plotted

against vapour quality using a selection of predictive methods.

This is reflected in the operation of real engineering systems utilising flow boiling, so Cv629

was selected as an appropriate characterisation parameter. Considering the experimental630

heat transfer coefficient data, 46 % of the points fall into the nucleate boiling dominant631

zone as defined by the condition Cv < 0.65. The heat transfer behaviour in this zone632

could be described by pool boiling correlations. These are not a function of vapour quality633

or mass flux, so should not be affected by the large proportional uncertainties discussed634

for flow boiling correlations, but are simply dependent on the fluid and pipe properties,635

and on empirical constants.636

Six pool boiling correlations were selected and the ratios of the resulting heat transfer637

coefficient to the corresponding experimental h are plotted as a function of the measured638

h values in Fig. 13. The corresponding deviations are given in Table 5.639

With the exception of the Mostinski [71] correlation, the reduced pressure-based corre-640

lations (Cooper [72], Gorenflo [73], Ribatski and Jabardo [74]) provide the most accurate641

predictions of the experimental data. Chen [31] also found the Cooper [72] correlation642

to give reasonable predictions for h for pool boiling of R245fa on a cylinder. The perfor-643

mance of the Gorenflo [73] correlation depends on the reference h, for which a tabulated644
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value for R245fa is not provided. The appropriate value was thus determined by fitting of645

the experimental data, but interestingly this still does not provide the best fit according646

to Table 5. The Gorenflo and Kenning [75] correlation provided a modified and improved647

version of the Gorenflo [73] correlation, but included several fluid specific correction fac-648

tors as well as reference values which are not yet provided for R245fa. A more accurate649

prediction could be obtained by further investigation of the correct values of these factors650

for R245fa.651

Based on Table 5, the Ribatski and Jabardo [74] correlation is most accurate, and652

Fig. 13 shows that it underpredicts h at high values of hexp to a lesser extent than most653

of the other correlations. The empirical constants in the Ribatski and Jabardo [74] cor-654

relation are pipe-specific rather than fluid-specific and are well-defined for stainless steel,655

unlike the fluid-specific quantities for R245fa.656

The Stephan and Abdelsalam [76] correlation underpredicts h significantly, despite657

claiming to be valid for the experimental conditions. This thermo-physical property-658

based correlation is a function of the bubble departure diameter, calculated based on the659

contact angle β which the authors advise to assign the value of 35◦ for all refrigerants.660

Halon et al. [77] found this correlation to give a poor prediction of h for pool boiling661

of R245fa on a heated plate, finding deviations of up to 157 % and suggesting that it662

overestimates the effects of q̇ and Tsat on h. The empirical correlation of Jung et al. [78]663

uses the same calculation of bubble departure diameter, but the term containing this664

value, q̇ and Tsat is raised to a different value to that in the Stephan and Abdelsalam [76]665

equation. In the Jung et al. [78] equation this value is calculated based on fluid properties,666

the reduced pressure and empirical constants. These empirical constants could be better667

tuned for these experiments to improve the prediction accuracy.668

Overall, the experimental heat transfer coefficient is not well-predicted by pool boiling669

correlations, particularly at low values of hexp. This suggests that convective heat transfer670

cannot be neglected at these conditions and superposition approaches, such as that of Liu671

et al. [33] as investigated in Figs. 11 and 12 are more appropriate. This contribution of672

convective boiling effects is to be expected at the low heat fluxes associated with the low673

hexp data points, and due to R245fa being a low pressure refrigerant with a correspondingly674

high vapour specific volume that results in high two-phase flow velocities.675
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Figure 13: Ratio of predicted to experimental frictional heat transfer coefficients plotted

against experimental heat transfer coefficient for data in the nucleate boiling dominant

zone.

Table 5: Summary of discrepancies between the predicted and measured pool boiling heat

transfer coefficients in terms of mean relative deviation (MRD) and mean average relative

deviation (MARD).

Correlation MRD MARD

Cooper [72] −21 30

Gorenflo [73] +12.7 27

Mostinski [71] −49 49

Ribatski and Jabardo [74] +3 26

Stephan and Abdelsalam [76] −24 31

Jung et al. [78] −27 32
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3.4 Detailed laser-based measurements676

In this section, results obtained by applying the laser-based measurement methods de-677

scribed in Section 2.1.2 are presented and discussed. Boiling in the flows investigated678

in this work has not been previously investigated with such laser-based methods, which679

enable us to obtain detailed spatiotemporally resolved information, and to link this in-680

formation to the integral thermohydraulic data on flow regimes, pressure drops and heat681

transfer presented in previous sections.682

Figure 14 shows an instantaneous velocity field in a stratified-wavy flow with the683

parameters G = 73 kg/m2.s, q̇ = 2.6 kW/m2. The vapour-liquid interface is marked with684

a black line, and has an uncertainty of ± 0.16 mm. It can be seen from the changes in685

direction of the arrows that the wave induces secondary flows, particularly at the crest686

where the flow accelerates in both the streamwise and vertical directions. These secondary687

flows, particularly as waves become larger, can move liquid away from the heated wall688

as they disturb the layer of unidirectional streamwise flow close to the wall. This effect689

can be observed in Fig. 14, particularly towards the right-hand side ahead of the wave690

crest where the velocity vector arrows closest to the wall show the presence of a non-zero691

y-component of the velocity. As a result of this, hot fluid close to the heated tube wall692

is moved away and replaced with cooler fluid. This increases the temperature gradient693

between the wall and the liquid and therefore increases increases the rate of heat transfer.694

For the stratified-wavy flow shown in Fig. 14 the average heat transfer coefficient at695

the furthest downstream measurement junction (see Fig. 2) is 26 % larger than that for696

a stratified flow of equal heat flux and 45 % larger mass flux. Since h generally decreases697

with decreasing mass flux in convective boiling [24, 32], this contradictory increase in h698

for the stratified-wavy flow is likely to be a result of the flow structures as described in699

the previous paragraph. This effect was found to be consistent across all investigated con-700

ditions with a comparable heat flux, suggesting a pronounced heat transfer enhancement701

due to interfacial waviness. The interface location data obtained using the image process-702

ing techniques described in Section 2.1.2 can be used to quantitatively characterise the703

interface by performing statistical analysis of the waves. The resulting quantities could704

be compared to integral pressure drop and heat transfer measurements to determine the705

impact of wave characteristics on these values. Phase lock averaging techniques, such706

as those employed by Charogiannis et al. [55] could then be used to understand the be-707
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Figure 14: Instantaneous liquid-phase velocity field in a stratified wavy flow,

G = 73 kg/m2.s, q̇ = 2.6 kW/m2, x = 0.13, d = 12.6 mm. The interface is identified

with the black line and the length of the arrows represents the magnitude of the velocity

vector, whilst the colour map in the background represents the magnitude of the velocity

in the streamwise direction, z.

haviour of the velocity field around wave peaks and troughs. Further analysis of these708

phenomenon using such approaches is required and will be addressed in future studies.709

Also, the detailed information on interface location and velocity could be used to improve710

flow patterns maps and flow-pattern based predictive methods for pressure drop [29] and711

heat transfer [69].712

In stratified flows, the secondary flows seen in Fig. 14 are not present, so instantaneous713

velocity fields follow a typical Poiseuille flow structure. Interesting information is instead714

obtained by averaging the velocity field temporally and spatially along the streamwise715

direction to obtain an average velocity field in that direction as a function of the vertical716

direction, y. Fig. 15 shows four such velocity fields obtained at q̇ = 1.7 kW/m2 for different717

values of G, with y scaled by the corresponding interface height yint for each case. The718

corresponding interface heights and other relevant data can be found in Table 6. On visual719

inspection, the velocity profiles behave as expected for the denser phase of a stratified720

flow [79], with the velocity going to 0 towards the wall (y = 0) and reaching its maximum721

value close to the interface (y/yint = 1). At the lowest mass flux (G = 32 kg/m2.s)722

the velocity increases steadily as the distance from the wall increases before reaching a723
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maximum near the interface, as expected for laminar stratified flows [80]. The liquid-only724

Reynolds number at the heated pipe inlet for this condition is Re = 1070, so the flow725

enters the test section in the laminar regime. As Re increases into the transitional and726

eventually turbulent regimes, the profile flattens and uz,max increases in magnitude and is727

reached away from the interface. Further investigation is required into any impact of heat728

transfer on these profiles when compared to those in stratified gas-liquid flows without729

phase change.730

The average experimental heat transfer coefficient at the furthest downstream mea-731

surement junction (see Fig. 2) for each case in Fig. 15 is reported in Table 6. In boiling732

flows, generally h increases with increasing G, although this effect has been observed to733

become more prominent with increasing vapour quality such that at very low x, G has734

little impact on h [43, 46, 81]. However, Lillo et al. [82] observed the opposite effect at735

x < 0.2 with h decreasing with increasing G. This effect is also exhibited by the values736

in Table 6, where the highest value of hexp corresponds to the lowest value of G and737

vice versa. It is also evident that hexp increases with decreasing interface height, and738

hexp is considerably higher when the vapour liquid interface height is below the centreline739

(y = 6.3 mm). In stratified flow, the heat transfer is dominated by the liquid phase travel-740

ling along the bottom of the pipe, which has a larger heat capacity than the vapour phase.741

When the film is thin, there is lower resistance to heat transfer and for the conditions742

presented here this film effect is greater than the effect of increased turbulence due to743

increasing G. Markides et al. [83] observed similar heat transfer enhancement in thin-film744

regions using PLIF and IR to investigate falling film flows over an inclined heated foil.745

The flow-pattern based Wojtan et al. [69] predictive method for h is based on the pre-746

diction of the stratified angle, θstrat (see Eq. (11)), and the liquid film thickness. However,747

the method tends to underpredict h, as shown in Fig. 12. A larger set of experimental748

data such as that reported in Table 6 could thus be used to improve the prediction of θstrat749

and thus h in stratified flows. This would also aid the identification of the stratified region750

on flow pattern maps, allowing accurate predictions of the conditions at which stratified751

flow occurs. Since stratified flow is less effective for heat transfer than flow regimes such as752

annular in which the whole perimeter is wetted, it is desirable to avoid it in heat transfer753

applications and accurately predicting its onset is vital.754
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Figure 15: Streamwise velocity profiles, averaged over the streamwise direction and time,

for stratified flow with q̇ = 1.7 kW/m2 at a range of mass fluxes, with the vertical direction

y scaled by the corresponding interface height yint for each case.

Table 6: Stratified flow experimental parameters and results for q̇ = 1.7 kW/m2

G [ kg/m2.s] x [-] uz,max [m/s] yint [mm] hexp [kW/m2.K]

32 0.210 0.08 3.6 1.2

72 0.082 0.11 6.6 0.43

90 0.063 0.13 6.8 0.43

150 0.018 0.16 9.0 0.36
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3.5 Implications for flow boiling applications755

The results presented in this work have direct implications for the design and operation756

of flow boiling systems such as concentrating solar power plants, refrigeration and heat757

pumps systems, and waste heat recovery and conversion systems. Identifying the most758

accurate predictive methods for flow pattern, pressure drop and heat transfer allows design759

engineers to select the most appropriate correlations for their system and optimise the760

design parameters accordingly. In ORC systems heat exchangers dominate the total761

investment cost [84, 85], with the evaporator alone accounting for at least a third of the762

total cost in systems with an n-alkane-type working fluid such as R245fa [86, 87]. Since the763

cost of a heat exchanger is directly related to the heat transfer area, accurate prediction764

of heat transfer performance is vital. The heat transfer area will also affect the footprint765

of the heat exchanger, which has further cost implications in terms of equipment size and766

space.767

In concentrating solar power systems operating under the direct steam generation768

mode it is important to know the flow pattern under which the flow in the long solar re-769

ceiver tubes is operating. Stratified flow in these tubes can result in large circumferential770

temperature gradients [88, 89], which can in turn cause bending of the tubes and severe,771

and costly, damage to the system. Accurate prediction of the heat transfer in the desired772

flow regimes, through use of appropriate correlations, is also key to the design of these sys-773

tems, since under- or over-sizing can result in inefficiencies and associated cost penalties.774

In industrial applications, flow-pattern specific models can be prohibitively complex to775

implement, but detailed measurements of these boiling flows could enable identification of776

areas for improvement and simplification. Although solar receiver tubes in concentrating777

solar power systems can be subject to non-uniform and transient heat fluxes, the results778

of this study under uniform, constant heat flux provide useful insights into relevant flow779

boiling phenomena and can be used as a benchmark for further investigations in this780

experimental facility with spatially and temporally varying heat flux.781

The operational costs of all flow boiling systems are affected by the power requirements782

of the pump, although the capital cost of the pump is relatively small compared to that783

of the heat exchangers [86, 87]. It is thus important to understand the most accurate784

predictive methods for pressure drop of boiling flows, as investigated in this work.785

This work, whilst motivated by the aforementioned applications, does not aim to786
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replicate their operating conditions exactly. Instead, its purpose is to provide insight,787

including detailed measurements, into flow boiling phenomena within the limitations of788

the experimental facility. The data and results could be directly compared to applications789

with low pressure operating conditions, whilst some further work is required to investigate790

how the findings can be applied to, e.g., ORC systems.791

4 Conclusions792

A bespoke experimental facility has been constructed, commissioned and validated for793

the characterisation of flow boiling of R245fa in a 12.6 mm inside diameter horizontal794

pipe. Experimental information has been collected including pressure drops, heat transfer795

measurements and both qualitative and quantitative flow visualisations.796

Since the applicability of predictive methods in the literature to this fluid (R245fa),797

geometry (di =12.6 mm) and experimental conditions is not widely reported, comparisons798

of experimental results to predictive methods for flow pattern maps, pressure drops and799

heat transfer coefficients have been made. The nominations of flow patterns put forward800

by Wojtan et al. [11] were found to describe the range of observed flow patterns well, but801

it was not possible to observe mist and dryout flows in this experimental facility. However,802

the Wojtan et al. [11] map did not accurately describe the transitions between slug and803

stratified flow types, with the Zürcher et al. [14] formulation of this transition line better804

fitting the experimental data. The intermittent-annular transition lines also require some805

modification to fit the data set generated in this work.806

The experimental frictional pressure drop was most accurately described at high807

vapour qualities by the Müller-Steinhagen and Heck [25] and Xu and Fang [23] meth-808

ods, although accurate prediction was not achieved by any of the tested methods at very809

low vapour qualities. Correlations for heat transfer coefficient were more accurate across810

the dataset, with the Shah [30] method proving the most consistently accurate, followed811

by the flow-pattern based model of Wojtan et al. [69]. This suggests that a flow-pattern812

based approach is appropriate for prediction of heat transfer, despite this not being the813

case for pressure drop across the full vapour quality range. A significant proportion of814

experimental data points fell into the nucleate boiling dominant zone, so the applicability815

of pool boiling correlations was also investigated. Many of these methods rely on empir-816
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ical constants and fluid specific parameters which require further tuning for R245fa flow817

at this scale.818

Results from the application of laser-based diagnostic techniques specifically developed819

for these flows were also presented. Planar laser-induced fluorescence was employed to820

identify the vapour-liquid interface, and particle image velocimetry was used to investigate821

the velocity fields inside these flows. Secondary flows were observed in the liquid phase of822

a stratified-wavy flow and linked to enhanced heat transfer as compared to stratified flow823

at similar conditions. Decreasing vapour-liquid interface height in stratified flow was asso-824

ciated with enhanced heat transfer, despite the corresponding mass flux increasing. These825

detailed spatiotemporally resolved measurements in boiling flows represent an important826

contribution to the literature and can provide insights into the interaction of hydrody-827

namic and heat transfer phenomena in these systems, and improve our understanding of828

boiling in many important applications, including refrigeration and heat-pump systems,829

waste-heat recovery and conversion systems and concentrating solar power technology.830

The data can also be used for advanced multiphase model development and validation.831
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