
 
 

Effect of helium and silver ions co-implanted into polycrystalline 

silicon carbide at 350 oC on structural evolution and migration 

behaviour of silver 

by 

Sive Zizo Mtsi 

 

Submitted in partial fulfilment of the requirements for the degree  

Master of Science (MSc) in Physics  

In the Faculty of Natural and Agricultural Science  

University of Pretoria 

Pretoria 

February 2022 

Supervisor: Prof T.T. Hlatshwayo 



ii 
 

 

 

DECLARATION OF ORIGINALITY 

 

I, Sive Zizo Mtsi, declare that the dissertation, which I hereby submit for the degree of MSc in 

Physics at the University of Pretoria, is my own work and has not previously been submitted 

by me for a degree at this or any other tertiary university. 

Signature ……………….. 

Date …………………….. 

 

  



iii 
 

Summary 

 

Effect of helium and silver ions co-implanted into polycrystalline silicon 

carbide at 350 oC of structural evolution and migration behaviour of silver 

by  

SIVE ZIZO MTSI 

Submitted in partial fulfilment of the requirements for the degree of MSc in Physics in the 

Faculty of Natural and Agricultural Science, University of Pretoria 

Supervisor: Prof T.T. Hlatshwayo 

 

Safety of nuclear reactors strongly depends on the containment of fission products. In modern 

nuclear reactors, this is accomplished by coating the fuel with chemical vapour-deposited 

layers of carbon (C) and silicon carbide (SiC), in which SiC is the main barrier of fission 

products. During operation, at elevated temperatures, the SiC layer is subjected to various 

radiation in the presence of helium (He). Silver (Ag) is one of the fission products that is 

released by the coated fuel during operation, while He is known to form bubbles in SiC. These 

bubbles compromise the integrity of SiC as the main barrier of fission products. Hence, the 

effect of He bubbles in the migration of radiological important fission products needs to be 

understood. 

In this study, the effect of helium (He) and silver (Ag) ions co-implanted into polycrystalline 

silicon carbide at 350 °C on structural evolution and migration behaviour of silver was 

investigated. Ag ions of 360 keV were implanted into polycrystalline SiC to a fluence of  

2×1016 cm-2 at 350 °C. Some of the implanted samples were then implanted with He ions of  

17 keV to a fluence of 1×1017 cm-2 also at 350 °C. Both Ag and co-implanted samples were 

then isochronally annealed at temperatures varying from 1000 ℃ to 1300 ℃ in steps of 100 

℃ for 5 hours. 

The structural changes were characterized using Raman spectroscopy while morphological and 

topographical evolutions were characterized by scanning electron microscopy (SEM) and 

atomic force microscopy (AFM). The elemental depth profiles and concentration of implants 
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in as-implanted and annealed samples were monitored by heavy-ion elastic detection analysis 

(ERDA). 

Both individual and co-implantation retained some defects in SiC without amorphization. 

These retained defects were slightly more in the co-implanted samples. Annealing of samples 

resulted in the progressive healing of defects in SiC. Co-implantation of He resulted in the 

formation of blisters and some holes on the SiC surface indicating the formation of He bubbles 

accompanied by some exfoliation of bubbles. The exfoliation increased with annealing 

temperature. These holes increased in number with annealing temperature resulting in the 

decrease in number of blisters. The formation of He bubbles and holes in the co-implanted 

samples caused the migration of Ag towards the surface accompanied by the loss of both Ag 

He. Annealing at 1100 ℃ caused loss of He accompanied by neither further migration nor loss 

of implanted Ag. No migration of Ag was observed in the Ag implanted samples annealed at  

1100 ℃. Therefore, the formation of He bubbles enhanced the migration of Ag while cavities 

trap Ag implanted into SiC. 
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CHAPTER 1 

INTRODUCTION 

As the world population grows, the global energy demand is constantly rising [1]. The growing 

human population would lead to an energy crisis as the need for power supply surpasses 

electricity production. An increase in industrial activities and technological advances also play 

a role in this energy crisis [2]. Presently, fossil fuels account for 80% of global energy demand 

[3]. Fossil fuels' limited availability, exhaustible nature, and negative environmental impact 

make fossil fuels unsustainable. Fossil fuel combustion produces greenhouse gases, which lead 

to pollution, global warming and climate change, hence deterioration of human health [1, 4]. 

There is, therefore, a necessity to explore alternative energy sources that are clean and 

sustainable. Renewable and nuclear energy are arguably clean and sustainable energy sources 

with a minimal negative impact to the environment. Renewable energy comes from naturally 

occurring sources of energy. The primary types of renewable energy include solar, wind, hydro, 

geothermal, and biomass [5]. 

Solar power makes use of the radiation from the sun, which is transformed into electricity or 

heat by the use of solar technologies. Since atmospheric molecules and dust scatter solar 

radiation, not all radiation will reach the earth. Clouds also scatter solar radiation and reduce 

the concentration of radiation on earth [6, 7]. So when it is cloudy or raining, the efficiency of 

the solar energy system is reduced. Due to solar energy's reliance on sunlight, it won't generate 

power at night [8]. Solar energy is environmentally friendly, but its geographical and 

environmental dependence makes it an unsustainable form of energy. Wind power produces 

energy/electricity using the wind or air flows that occurs naturally in the atmosphere [9]. In 

modern wind turbines, the wind`s kinetic energy is captured and used to generate electricity. 

The natural currents of air spin the turbine, resulting in mechanical power, which is converted 

into electricity using a generator [10]. The main drawbacks of wind energy are fluctuating and 

undependable wind speeds. Very high wind speeds can result in wind turbines shutting and 

ceasing electricity generation, while inadequate speeds result in wind turbines not having 

enough power to generate current [9]. Wind power outages result in wind farms being unable 

to generate stable base-load power. Thus, to atone for losses of wind and outages, the 
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combination of wind farms is required to increase its capacities [11]. So this requires large 

amounts of land that can be used for agricultural purposes, as wind farms are usually built in 

rural areas. Also, wind power's dependency on weather makes it unsuitable to be the primary 

power source. Hydroelectric energy is a type of energy that is generated from flowing water. 

Potential energy is converted to kinetic energy as the flowing water flows through the turbine 

to generate electricity [12]. A geographic area's precipitation determines the amount of water 

available for producing hydropower. Electricity production can be adversely affected by 

seasonal variations and long-term changes in precipitation patterns, such as drought [13]. 

Hydro plants are created by damming a running water source. This effect means that whatever 

habitat was in that location is disturbed, thus ruining the river's ecosystem and environment 

[14]. 

Nuclear energy refers to the energy stored inside the nucleus of an atom. This energy can be 

used to generate electricity but must be released first. An atom releases energy through nuclear 

fission or fusion reaction [15]. A fission reaction occurs when a neutron collides with a heavy 

target nucleus, splitting it into two daughter nuclei called fission fragments, along with the 

release of energy in the form of heat and fast neutrons [16]. The fission of 235U emits three 

neutrons as well to two daughter nuclei. If those emitted neutrons collide with neighbouring 

235U nuclei, they can trigger the nuclear fission of those atoms and instigate a self-sustaining 

nuclear chain reaction [17]. These controlled chain reactions generate both large quantities of 

thermal energy and neutrons [18]. The main detrimental consequence of the fission reaction is 

radioactive fission products. Nuclear reactors do not generate carbon emissions, but there are 

concerns about the potential risks associated with the accidental release of these radioactive 

fission products. Reactor overheating can cause the melting of nuclear fuel and the containment 

system of the reactor vessel. Loss of containment can release large amounts of harmful 

radiation into the environment [18]. The revival of nuclear reactors as a clean energy source 

requires a clear demonstration of reactor’s safety during operation and in the event of an 

accident. 

Modern high-temperature reactors are capable of operating at extremely high temperatures. An 

efficient cooling system of the core and high-temperature resistance fuel particles prevent 

overheating. The particle’s thermal resistance creates an upper bound inherently in temperature 

control [19]. In the pebble bed modular reactor (PBMR), a modern high-temperature gas-

cooled reactor (HTGR), safety is improved by coating the fuel particle with four chemical 

vapor deposited (CVD) layers. The coating layers allow the fuel particle to operate as its 
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containment system by retaining fission products under all reactor conditions [20]. In a TRISO 

particle, the nuclear fuel is composed of uranium dioxide (UO2) coated by CVD layers. The 

first coating layer is a porous carbon buffer. This layer reduces recoiling fission products (FPs) 

and accommodates internal gas accumulation. The other three layers are the inner pyrolytic 

carbon (IPyC) layer, a silicon carbide (SiC) layer, and an outer pyrolytic carbon (OPyC) layer 

as shown in figure 1.1. The inner pyrolytic carbon layer acts as a diffusion barrier to most non-

metallic FPs. IPyC also stops corrosive chemicals and by-products of the deposition of the SiC 

layer from entering and reacting with the uranium in the kernel. Silicon carbide layer acts as 

the main diffusion barrier of fission products. While the outer pyrolytic carbon layer protects 

the SiC layer from mechanical deterioration and external chemical reactions. Additionally, 

OPyC prevents the TRISO particle from rupturing completely under mechanical shock and 

releasing the radioactive fission products held inside it [20].  

 

 

Figure 1. 1: Schematic diagram of a fuel particle of the PBMR and a cross-section of High 

temperature reactor (HTR), pebble [21]. 

SiC is a material whose physical and chemical properties make it appropriate to use in a nuclear 

environment. The inertness of SiC enables it to withstand chemical attacks, thus making it a 

high corrosion resistance material [20, 22]. A distance of 1.89 Å between Si and C results in a 

high bond strength which hardens the material. The Mohs hardness of approximately 9.5 gives 
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SiC a great strength and durability to be structural support for the TRISO-coated fuel particle 

[23]. This material provides exceptional thermal shock resistance due to its high thermal 

conductivity coupled with low thermal expansion and high strength [24]. The other important 

property of SiC is a low neutron cross section which allows chain reaction because of its 

resistance to radiation [25]. Therefore, this makes SiC important for high-temperature 

applications.  

Silicon carbide consists of equal amounts of silicon (Si) atoms and carbon (C) atoms. SiC has 

a tetrahedral structure, with each C atom covalently bonded to four Si atoms. The tetrahedron 

structure can either be CSi4 or SiC4 [20], as shown in figure 1.2. Despite the chemical bond 

being mainly covalent, the electronegativity difference adds an ionic contribution to the 

bonding.  

 

Figure 1. 2: Tetrahedral SiC structure showing (a) A carbon atom bonded to four silicon atoms 

(CSi4) and (b) a silicon atom bonded to four carbon atoms (SiC4) [5]. 

There are more than 200 polytypes of SiC known to exist theoretically [26]. The stacking 

sequence of the close-packed atomic planes determines the structure of each polytype. 3C-SiC 

(also known as ß-SiC), 4H-SiC, 6H-SiC, and 15R-SiC (all called α-SiC) are the most common 

ones and are shown in figure 1.3. Using the number, the atomic planes repetition is specified, 

and C, H, and R represent cubic, hexagonal and rhombohedral crystal lattices, respectively 

[20]. Due to the periodic stacking sequence of the wurtzite ABAB... and hexagonal symmetry, 

it can be doubled and tripled to form hexagonal polytypes. [27]. A hexagonal (H) arrangement 

occurs when a layer is surrounded on either side by different identical layers. Whereas if there 

are different layers on either side, it is in a cubic (c) arrangement. In this study a polycrystalline 

SiC composed of mainly cubic polytype was used [20]. 
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Figure 1. 3: The stacking sequence for SiC polytypes in the (1120) plane. (a) 4H-, (b) 6H-, (c) 

15R- and (d) 3C-SiC [28]. 

A reactor's safety and failure are dependent on the integrity and the ability of the coating layers 

to contain all fission products [29]. Silicon carbide (SiC), as the main barrier for containment, 

is very effective in retaining fission products. However, some fission products like strontium 

(Sr), europium (Eu) and silver (110mAg) were reported to be released during operation [20]. 

110mAg is a strong gamma-ray emitter with a long half-life of about 253 days [30]. 110mAg is 

product of a stable 109Ag capturing a neutron. Although 109Ag has a low fission yield (0.03% 

for 235U), conversion rate of 0.1%, and high gamma-rays dose rate of 110mAg still pose danger.  

In response to the problem with silver, for over 40 years, immense research has been done to 

explain how silver is transported in SiC, including out-of-pile release measurements from 

irradiated TRISO fuel [31, 33] and ion implantation [34, 37]. A study by Hlatshwayo et al. [34] 

investigated the diffusion after annealing of silver implanted in 6H-SiC. They performed 

implantations at room temperature (23 °C), 350 °C and 600 °C. Implantation at room 

temperature distorted the crystal structure entirely, and implantation at 350 °C and 600 °C 

introduced defects in 6H-SiC while the crystal structure was still intact. As the implantation 

temperature increased, the number of defects decreased. They found that the diffusion of silver 

in the room temperature implanted samples commenced after annealing at 1300 °C. Silver 

diffused strongly at 1400 °C, reducing the amount of silver in the substrate. This led to the 

conclusion that the defect density is lower in the 350 °C and 600 °C implanted samples, thus 

no diffusion [34]. Friedland et al. [35] also investigated the diffusion of silver in hexagonal 
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(6H-SiC) and polycrystalline SiC. They too implanted 360 keV Ag at room temperature, 350 

°C and 600 °C temperatures. In their study, after 10 hours of isothermal annealing at 1300 °C, 

diffusion of Ag implanted at 350 °C was observed in both 6H-SiC and polycrystalline SiC. 

This diffusion was said to be caused by implantation induced radiation damage. Further 

annealing at the same temperature for 80 hours did not result in increased diffusion in the 6H-

SiC samples but was increased in polycrystalline SiC. They reported that the increased 

diffusion in polycrystalline-SiC may be resulting from grain boundary following Fickian 

diffusion. Thus consequently concluded that Ag diffused through grain boundaries at 

temperatures above 1100 ℃ in polycrystalline SiC. [35].  

As part of the fission process in nuclear reactors, fission products are released together with 

helium (He) coming from actinide radioactive decay and neutronic transformation [38]. The 

nuclear reactions in a nuclear reactor produce a multitude of alpha particles. In advanced fission 

reactors, 2.5 appm He/dpa is the generation rate reported for He [39]. It has been reported that 

He forms bubbles in SiC [40]. The formation of bubbles causes detrimental effects on the 

mechanical integrity of SiC (e.g. cracking, swelling, and exfoliation) when used in a nuclear 

environment [41, 42]. This integrity compromise might result in SiC losing its legitimacy as 

the main diffusion barrier of fission products. In contrast to silver, little to no studies have 

investigated the impact of helium bubbles on the migration behaviour of essential fission 

products. Recently, the effect of He bubbles on the migration behaviour of Ag was studied and 

found to promote the migration of Ag implanted into SiC at RT after annealing at 1100 °C for 

5 hours [43]. The study reported that only annealed co-implanted SiC showed Ag migration 

towards the surface and bulk, which led to the loss of Ag from the surface. Annealing at 

 1100 oC also resulted in complete out-diffusion of implanted He in the polycrystalline SiC 

[43]. In same study Hlatshwayo et al. [43] suggested that more investigations are needed to 

understand the Ag diffusion in SiC in the environments similar to nuclear reactors. In nuclear 

reactors Ag co-exist with He at elevated temperature. Hence, the effect of He in the migration 

of Ag needs to investigated in the samples co-implanted at high temperatures.  

1.1 Aim and objectives 
This study aim to investigate the effect of He bubbles in SiC on the migration behaviour of 

silver implanted at 350 °C which is near the critical amorphization temperature of SiC of about 

300 °C. This was achieved by first implanting Ag (360 keV) ions into polycrystalline SiC at 

350 °C to a fluence of 2×1016 cm-2, followed by implanting He (17 keV) ions to a fluence of 

1×1017 cm-2 also at 350 oC in the same samples. The ions energies were chosen so to that they 
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will have the same projected range. Both Ag implanted and (Ag and He) co-implanted samples 

were isochronally annealed at temperatures ranging from 1000 ºC to 1300 ºC in steps of 100 

ºC for 5 hours, under vacuum. The as-implanted, co-implanted and annealed samples were 

characterized by Raman spectroscopy for microstructural changes, scanning electron 

microscopy (SEM) and atomic force microscopy (AFM) for topographical changes. Heavy-ion 

elastic recoil detection analysis (ERDA) was used to monitor the implanted species. The results 

were then compared to identify the role of He bubbles in the migration of the implants.  

1.2 Dissertation outline 
The rest of this dissertation is as follows: Chapter 2 describes the theory of diffusion. Chapter 

3 deals with ion implantation. Chapter 4 discusses the analytical techniques used in this project 

which are Raman spectroscopy, scanning electron microscopy (SEM), Atomic force 

microscopy (AFM), and elastic recoil detection analysis (ERDA). The experimental procedure 

followed in this study is in chapter 5. Chapter 6 presents and discusses the results, and chapter 

7 gives a summary of the findings and future studies. 
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CHAPTER 2  

DIFUSSION 

In a crystalline lattice, diffusion is due to thermally-activated random motion, where molecules 

or atoms gradually move within the material [1]. Atoms are not stationary but exhibit rapid 

vibrations of small amplitudes at their lattice positions. When heat is applied to a crystalline 

solid, and its adjacent atoms gain enough energy to break the bonds between them, they can 

travel from one lattice position to another [2]. Therefore, diffusion is an occurrence of transport 

that strongly depends on concentration gradients.  

 

2.1 The Diffusion coefficient 

Examining the rate at which an atom diffuses in a material, as indicated by the diffusion 

coefficient (D), can acquaint us with the diffusion process. Fick's first law describes atoms' 

random motion as a consequence of atomic flux (J) and total flux is dependent on the 

concentration gradient [2, 3]. The mathematical formulation of Fick's first law is given by 

equation 2.1. In one dimension, this law is as follows: 

𝐽 =  − 𝐷
𝑑𝐶

𝑑𝑥
                                                                    2.1 

where C is the concentration of the diffusing substance and 𝑑𝐶 𝑑𝑥⁄  is the concentration 

gradient. The negative sign indicates that the direction of atom flow is opposite to the 

concentration gradient. Fick's first law relates the number of atoms crossing a unit area per unit 

time with the change in atom concentration per unit length at some position x. 

For most diffusion systems, concentration gradients change over time, modifying equation 2.1 

for calculating the diffusion coefficient. Fick's second law, deduced from equation 2.1, explains 

this outline. The second law of Fick states that the rate of compositional change equals 

diffusivity multiplied by the rate at which the concentration changes [3]. Taking into account 

equation 2.1 and the diffusion being imminent in the positive x-direction, then:  

𝑑𝐶

𝑑𝑡
= − 

𝑑𝐽

𝑑𝑥
                                                                              2.2 

Despite the concentration and flux being subject to time and position changes, respectively, 

equation 2.2 remains valid at any given point and time [4]: 
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𝜕𝐶

𝜕𝑡
=  − 

𝜕

𝜕𝑥
(− 𝐷

𝜕𝐶

𝜕𝑥
)                                                           2.3 

Assuming D is a constant with respect to position altering, then [5]:  

𝜕𝐶

𝜕𝑡
= 𝐷 

𝜕2𝐶

𝜕𝑥2
                                                                      2.4 

In three dimensions, we can write diffusion as follows: 

𝑑𝐶

𝑑𝑡
= 𝐷∇2𝐶                                                                       2.5 

The boundary conditions are taken into account when solving equations 2.4 and 2.5. Diffusion 

coefficient (D) regularly observes an Arrhenius equation in the range of temperatures where 

diffusion occurs [6]: 

𝐷 = 𝐷0𝑒
(
− 𝐸𝑎
𝑘𝑇

)                                                                    2.6 

where 𝐷0 is the pre-exponential factor and 𝐸𝑎 is the activation energy, 𝑘 is the Boltzmann 

constant and T is the absolute temperature in Kelvin. 

 

2.2 Diffusion Mechanism 

In this study, Ag and He were implanted into a polycrystalline SiC and then annealed at high 

temperatures. Thus, it is imperative to understand the defects and their relationship to diffusion 

when analyzing the results. The presence of defect structures in the crystals allows atoms to 

move more easily. Defect structure encompasses point defects such as vacancies and 

interstitials (Frenkel-pairs) as well as planar defects (dislocation or stacking faults), complex 

defects (defect resulting from clustering of point or planar defects) and grain boundaries [7]. 

The diffusion process occurs when an atom has enough energy to break the bonds with its 

neighboring atoms to occupy the empty neighbor site nearby. This section examines the main 

diffusion mechanisms based on the defect structure as a part of the diffusion mechanism. 

2.2.1 Vacancy Mechanism 

In a crystal, a vacancy is an unoccupied lattice site [6]. Diffusion of vacancies occurs when an 

atom jumps from its lattice position to fill a vacant position [5]. Since the atom's location 

remains unoccupied, the vacancy on its own seems to be moving. Figure 2.1 shows the 
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schematic illustration of this diffusion mechanism. In this figure, the solid circles represent the 

atoms and, the dotted circle represents the vacancy. 

 

Figure 2. 1: Schematic diagram of vacancy diffusion mechanism, representing the position of 

the vacancy (a) before and (b) after diffusion [6]. 

2.2.2 Interstitial and Interstitialcy Mechanisms 

Interstitial atoms are imperfections in crystalline materials that occupy sites not occupied by 

structural atoms. Depending on the host atom's size, an interstitial atom may be smaller than 

the host atom. The diffusion occurs when an interstitial atom jumps from one interstitial site to 

another [6]. As there are many more interstitial sites than vacancy sites, interstitial diffusion 

(Figure 2.2) is more likely to occur than vacancy diffusion [1]. The weaker bond of interstitials 

to surrounding atoms causes this phenomenon. Another diffusion mechanism connected to 

interstitial diffusion is interstitialcy diffusion [5]. Here interstitial atoms are similarly sized as 

the host atoms in this case. An interstitial atom can move into an adjacent lattice site by 

displacing one of its neighbour lattice atoms out of the lattice position [1, 6]. 

 

Figure 2. 2: Schematic illustration of interstitial diffusion mechanism, (a) before and (b) after 

interstitial diffusion [7]. 
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Figure 2. 3: The schematic illustration of interstitialcy diffusion mechanism, (a) before and (b) 

after interstitialcy diffusion [7]. 

 

2.2.3 Grain boundary Diffusion and Dislocation 

Interfacial defects are defects found at the intersection of two grains with different 

crystallographic orientations. These defects present themselves only in polycrystalline solids 

and are known as grain boundaries. Essentially, they are two-dimensional alteration areas 

between two grains. In the intersection, there is some discrepancy between the crystal 

orientations of the two adjacent grains. In a grain boundary, the atoms are boundless; as a result, 

atoms near a grain boundary have a higher energy state than atoms in a lattice position [6]. This 

extra energy causes atoms to diffuse faster in the interface than in the lattice. Therefore, grain 

boundaries are known as high diffusivity paths [7, 8]. Dislocations are additional deficient 

planes in the lattice structure and are one-dimensional defects. Dislocations transpire when 

stress is exerted to the matrix, usually when annealed at high temperatures.   

2.3 Diffusion in polycrystalline material 

Materials composed of small crystalline regions with the same chemical composition, different 

sizes, and random crystal orientations are known as polycrystalline materials. Each crystallite 

region consists of a similar lattice arrangement of atoms, known as grains. Atoms in adjacent 

grains have a slightly different orientation, and the surface separating them is known as a grain 

boundary [9]. In polycrystalline materials, diffusion is a more complicated process because 

grain boundary diffusion is difficult to dissociate from volume diffusion since diffusing species 

can also escape into the lattice from the grain boundary. Thus, diffusion can occur along more 

than one path in polycrystalline materials. A greater level of disorder along the grain boundaries 

results in faster diffusion at low temperatures than within the bulk of the grains [7, 9].   
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CHAPTER 3  

ION IMPLANTATION 

 

Ion implantation is a process in which ions are accelerated and made to penetrate the surface 

of a solid surface. This process requires an ion source to generate ions of the desired elements, 

an accelerator to accelerate the ions to high energy, and a target chamber as illustrated in Fig. 

3.1 [1].  The accelerated ions collide with the host/target atoms, causing the ions to gradually 

lose their energy and finally stopping at a certain depth below the target surface [2]. A crucial 

property of ion implantation is that it can precisely control the ions' penetration depth into target 

materials. This chapter looks at the factors which predict the ion distribution in a target 

material. 

 

Figure 3. 1: Schematic diagram of an ion implanter [1]. 

 

3.1 Stopping power 

The interactions between the projectile ions and the atoms of the target material lead to energy 

loss. The average decelerating force that is exerted on the projectile ion to slowing it down in 

the material is called the stopping power (
𝑑𝐸

𝑑𝑥
) [3]. It is the quantity by which the final 

distribution of ions and determined, given by the following equation: 
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𝑆 =  
𝑑𝐸

𝑑𝑥
                                                                      3.1 

where E is the kinetic energy of the projectile ion and x the distance travelled by ion in the 

target material. 

During the ion-target interaction/collision, the energetic ions lose their energy by transferring 

it to the host atoms. When projectile ions collide with target material, energy is transferred to 

the electrons (electronic stopping) or the nuclei of the material (nuclear stopping) [3]. Neither 

of the processes affects the other, and hence they are regarded as independent from one another. 

Following this, the stopping power becomes: 

𝑆 =  𝑆𝑛 + 𝑆𝑒 = (
𝑑𝐸

𝑑𝑥
)
𝑛
+ (

𝑑𝐸

𝑑𝑥
)
𝑒
                                            3.2 

where the subscript n represents nuclear stopping and e represents electronic stopping. The 

contributions of the energy loss are determined by dividing the stopping power with the atomic 

density of the target, N.  This gives the stopping cross-section, 𝜀, as[4]: 

𝜀 =  −
1

𝑁
 .
𝑑𝐸

𝑑𝑥
                                                            3.3 

Thus the total stopping cross-section is: 

𝜀 =  −
1

𝑁
((
𝑑𝐸

𝑑𝑥
)
𝑛
+ (

𝑑𝐸

𝑑𝑥
)
𝑒
)                                                3.4 

  

Figure 3. 2: Nuclear (𝜀𝑛) and electronic (𝜀𝑒) stopping as a function of projectile energy [5]. 
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At low energies, nuclear stopping has more influence on the total energy loss and higher 

projectile masses as shown in figure 3.2. Whereas at the critical energy (𝐸𝑐), the nuclear and 

electronic stopping are equal. Beyond the critical energy, the electronic stopping starts to have 

more influence and peaks before reaching the Bethe-Bloch region. 

 

3.1.1 Nuclear stopping 

Nuclear stopping is a process whereby energy is transferred through interactions between the 

projectile ions and the nuclei of the target atoms. The elastic Coulomb interaction results in the 

displacement of target atoms and the change in the projectile’s direction. Isolating the ion-

nucleus interaction to get a two-body elastic collision [6], figure 3.3 shows the behaviour of 

the nuclear scattering process.  

 

Figure 3. 3: Schematic diagram of nuclear scattering process [5]. 

where 𝑀1 and 𝑀2 are the masses of the projectile ion and target atom, respectively; 𝜐0 is the 

initial velocity of projectile ion, 𝜐1 is the final velocity of the projectile ion, and 𝜐2 is the 

velocity of the target atom. P is the impact parameter, and 𝜃 and 𝜙 are the scattering and recoil 

angles, respectively.  

Elastic collision suggests energy and momentum is conserved. From projectile and target 

masses, the scattering angle (𝜃) and energy of the projectile (𝐸0). The transferred kinetic 

energy, T, is given as [6]: 

𝑇 =  𝐸0.
4𝑀1𝑀2

(𝑀1+ 𝑀2)2
sin2 (

𝜃

2
)                                                3.5 

𝜙 

𝜃 
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The interatomic potential, 𝑉(𝑟), between the two positive particles is repulsive. This causes 

ion scattering and hence the momentum transfer between the projectile and target atoms. The 

nuclear scattering can be described by multiplying the Coulomb potential by the screening 

function [7]: 

𝑉(𝑟) =  
𝑍1𝑍2𝑒

2

4𝜋𝜀0𝑟
𝜙 (

𝑟

𝑎
)                                                    3.6 

where 𝑍1 and 𝑍2 are the atomic numbers of the projectile ion and of the target atom, 

respectively; 𝜀0 is the permittivity of free space, 𝑟 is the distance between nuclei, 𝑒 is the 

electronic charge, and 𝑎 is the screening length [7].  

 

3.1.2 Electronic stopping  

A process in which the projectile ions transfer their energy to the electrons in target atoms when 

impinging the material is called electronic stopping. The incident ions can transfer kinetic 

energy to the target electrons through multiple processes [8]. These processes include electron-

electron collisions, excitation or ionization of target atoms, and excitation, ionization, or 

electron-capture of the incident ion [9]. There is no simple explanation for electronic energy 

loss due to the complexities of these processes. Hence, different models are applied to describe 

this process based on ion velocity. It is normal to partition the energy loss process into three 

parts based on the ion velocity (𝜈𝑖) and the Bohr velocity (𝜈𝑜 = 𝑒
2 ℏ⁄  where 𝑒 is the electron 

charge and ℏ is the reduced Planck’s constant).  

The first part of the model is apportioned to the low-energy region. In this region, the ion 

velocity is less than the Bohr velocity of the electrons, 𝜈1 < 𝜈0𝑍1
2
3⁄ . The ions cannot excite 

the electrons to unoccupied states because their energies are much lower than Fermi level. In 

this case, the ion cannot transfer enough energy to the electrons in the lower energy levels than 

the Fermi level to excite the electrons to unoccupied states. Therefore, only electrons in the 

energy level near the Fermi level are involved in energy loss. Assuming a free electron gas 

with a density 𝜌 that varies with location, the electronic stopping cross-section of an ion 𝑍1 is 

given by [10]: 

𝜀𝑜 = ∫ 𝐼(𝜈, 𝜌) (𝑍1(𝜈))
2 𝜌𝑑𝑉                                              3.7 

where 𝐼 is the stopping interaction of an ion of unit charge, 𝜈 is the ion velocity, 𝜌 is the free 

electron gas density, and 𝑑𝑉 is a volume element of the target. 
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The second part of the model pertains to the intermediate energy region. In this region, the ion 

velocity is equal to the Bohr velocity of the electrons, 𝜈1 ≈ 𝜈0𝑍1
2
3⁄ . The ion becomes partly 

ionized, and the electronic stopping reaches a maximum. Projectiles’ average charge state is 

dependent upon their energy and targets material [11]. 

The third part of the model focusses on the high energy region. Here the ion velocity is far 

greater than the Bohr velocity of the electrons, 𝜈1 ≫ 𝜈0𝑍1
2
3⁄ . At very high velocities, the high 

energetic ion loses all of its electrons. Since such energies fall under the Bethe-Botch region, 

the electronic stopping can be expressed as equation 3.8 [14]: 

𝜀𝑒 = 
4𝜋𝑍1

2𝑍2𝑒
4

𝑚𝑒𝜈12
[ln

2𝑚𝑒𝜈1
2

𝐼
− ln(1 − 𝛽2) − 𝛽2 − 

𝐶

𝑍2
− 

𝛿

2
]                         3.8 

where 𝑍1and 𝑍2 are the incident ion and target atomic numbers respectively, 𝑚𝑒 is the electron 

mass, 𝜈1 is the velocity of the projectile, and 𝛽 = 𝜈 𝑐⁄   (c is the speed of light), and 𝜈 𝑍2⁄
 is the 

shell correction. During very high kinetic energies, the dielectric polarization of the target 

causes the stopping power to decrease as a result of density correction, 𝛿 2⁄  . The average 

ionisation potential, 𝐼, [12] is: 

ln 𝐼 =  ∑ 𝑓𝑛 ln(𝐸𝑛 − 𝐸0)𝑛                                               3.9 

where 𝑓𝑛 is the corresponding oscillator strengths for target atoms, 𝐸𝑛 are the possible energy 

transitions, and 𝐸0 is the ground state. The Block’s rule can be used to estimate the average 

excitation energy of the electrons of the target as [13]: 

𝐼 = (10 𝑒𝑉)𝑍2                                                        3.10 

The work presented in this study shows attentiveness in the low and intermediate energy 

regions. Ion implantation energy for both silver and helium is 360 keV which falls under the 

low energy region. Elastic recoil detection analysis performed using Au7+ ions with an energy 

of 30 MeV is in the intermediate region. 

 

3.2 Energy loss in compounds 

The energy loss described above is that of a target material comprising of a single element. In 

this work, the target material used is SiC, which is a compound. Now this section will be 

looking at the energy loss in multiple elements. 
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For targets with multiple elements, collisions are still considered independent experiences that 

occur in succession [14]. A compound that has A and B as elements has an AmBn composition. 

Compound AmBn has the following total stopping cross section: 

𝜀𝐴𝑚𝐵𝑛 = 𝑚𝜀𝐴 + 𝑛𝜀𝐵                                                     3.11 

where m and n are the relative molar fractions of the compound. 

Equation 3.11 is known as Bragg’s rule. A slight deviation from Bragg’s s rule can be observed 

experimentally due to the chemical and physical state of the material [15]. In cases of solid 

compounds, there are deviations of about 10% to 20% from Bragg’s rule for the stopping 

maximum. This is due to the difference in atomic weight between light organic gases and solid 

[14]. In order to correct the chemical and physical state of the medium and the resulting energy 

loss, a new model is necessary. The chemical state effects were accounted for by The Core and 

Bonds model (CAB) was developed by Ziegler [15]. The stopping of ions in compounds in this 

model is assumed to be the result of two contributing factors. There are two types of effects 

caused by nonbonding electrons (core electrons) and valence electrons (external electrons). It 

is possible to determine the CAB correction of a compound by knowing its bond structure.  

 

3.3 Energy straggling 

In a material, an excited ion loses energy through many interactions with the target atoms. As 

a consequence, the interactions are discrete, leading to statistical fluctuations. The same 

energetic ions passing through a target with a thickness (x) will not be at the same energy after 

passing the same thickness on the same target. The phenomenon responsible for this is known 

as energy straggling [16].  

Straggling has been computed from the Bloch-Bethe equation for electronic energy loss caused 

by statistical fluctuations in electronic interactions [16, 17]. This Bohr straggling is given by: 

Ω𝐵
2 = 4𝜋𝑍1

2𝑍2𝑒
4𝑁𝑥                                                    3.12 

where Ω𝐵
2  is the Bohr’s energy straggling, 𝑍1 and 𝑍2 are the projectile and target atomic 

numbers, respectively, N is the atomic density and x is the thickness of the target. Therefore, 

the full width at half maximum (FWHM) of energy loss distribution is given by [10]: 

𝐹𝑊𝐻𝑀 = 2Ω𝐵√2 ln 2                                                            3.13 
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Lindhard et al. [10] extended Bohr’s point charge assumption by including a correction term 

for energy levels where these assumptions may not apply [10]. As in Bragg’s law for energy 

loss, the total energy straggling is calculated by a linear additively rule for compound targets. 

 

3.4 Range of implanted ions 

Range is the actual distance traveled by ion from the surface to a point where it is embedded 

within the target material. The average range of the ions can be determined by integrating the 

energy loss [18], and is given as: 

𝑅 =  
1

𝑁
 ∫

1
𝑑𝐸

𝑑𝑥⁄
𝑑𝐸

𝐸0

0
                                                      3.14 

where 𝑁 is the number of atoms per unit volume, 𝐸0 is the incident energy of the projectile ion 

as it impinges the target material.  

Energy lost in each collision, and the distance travelled between collisions are random. 

Therefore, not all ions of a certain type and incident energy have the same range. This leads to 

a great deal of scattering at the depths to which individual ions penetrate. The distribution in 

ranges is referred to as the range straggle. The depth of penetration of the ions is called the 

projected range (𝑅𝑝) [19]. Figure 3.4 illustrates the projected range,𝑅𝑝 and the total range, R, 

for an incident ion on a target material. 

 

Figure 3. 4: Schematic diagram of an ion incident on a target material with total range 𝑅 and 

projected range 𝑅𝑝.  
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3.5 Radiation damage 

Radiation damage to a crystalline target occurs when an energetic ion moves into a solid target 

and transfers enough energy to a target atom to dislodge it from its lattice site [20]. The extent 

of radiation damage relies on the type of projectile ion, the material of the target, the 

implantation fluence, and temperature [21]. High-energy projectiles transfer part of their 

kinetic energy to the target atoms and displace them from their lattice positions. The energy 

transferred is adequate to overcome the binding energy. The liberated atoms will continue to 

collide with other atoms, displacing them while transferring part of their energy. This will 

continue until all energy is lost and moving ions/atom has come to rest. The least amount of 

energy necessary to displace an atom from its lattice position is called displacement energy 

(𝐸𝑑) [22]. The substrate used in this study is silicon carbide, and the displacement energy of 

silicon and carbon are 35 keV and 20 keV, respectively [21].   

Light ions transfer the least amount of energy due to few interactions with the target atoms 

[23]. As the light ion loses energy towards the end of the range, nuclear stopping becomes 

dominant. Heavy ions during collisions transfer large amounts of energy, displacing target 

atoms. The displaced atoms continue to displace other target atoms. Compared to light ions, 

these ions experience a reasonably higher degree of nuclear stopping [19]. Figure 3.5 shows a 

schematic diagram of damage distribution in the lattice structure for heavy and light ions. 

 

Figure 3. 5: Schematic diagram of damage distribution (a) light ion and (b) heavy ion [24]. 
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3.6 Simulation of ion implantation (SRIM) 

Ion implantation simulation is performed to predict the experimental results before 

implantation. In this study, Stopping and Range of Ions in Matter (SRIM) software was used 

to simulate the implantation of silver (Ag) and helium (He) into silicon carbide (SiC). SRIM is 

software used to calculate the stopping and range of ions as a result of ion-matter interactions. 

The SRIM software is based on Monte Carlo simulation, which creates a model of possible 

outcomes using a probability distribution. SRIM is used to determine ion range, damage, and 

distribution within an amorphous target. The program does not account for the channeling of 

impinging ions [25].  The SRIM program assumes the following: 

 The ion-target interaction is binary, and ignores the influence of the surrounding atoms. 

 The target is an amorphous material and, any changes in the crystal structure are 

ignored. 

 The recombination of displaced atoms and vacancies is also ignored. 

 The ion changes direction due to binary collisions and only the projected range is 

affected by these collisions. 

 The thermal effects in the solid are not taken into account i.e. redistribution of the 

implanted ions in target due to this effects is neglected. 

 The electronic stopping power of the ions is an averaging fit of data from a large number 

of experiments. 

With all its assumptions, the program still maintains a decent level of precision with an error 

of about 5-10% [8]. 
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CHAPTER 4 

ANALYTICAL TECHNIQUES 

 

This chapter discusses the experimental techniques employed to monitor the effects of 

implanted helium (He) in the migration behaviour of silver (Ag) implanted into polycrystalline 

silicon carbide (SiC) and the structural and morphological changes before and after annealing. 

The experimental techniques used are Raman spectroscopy, scanning electron microscopy 

(SEM), atomic force microscopy (AFM), and elastic recoil detection analysis (ERDA). 

 

4.1 Raman spectroscopy 

In this research, the Raman spectroscopy technique was used to study the structure of the virgin 

Sic and the structural changes in the implanted Sic samples before and after annealing. Raman 

spectroscopy is a technique that measures the vibrational energy modes in a sample using 

scattering of monochromatic light. The information from molecular vibrations can provide 

details about molecular and chemical structure, intrinsic stress, and crystallinity of the material 

[1]. 

 

4.1.1 Raman principle 

In Raman spectroscopy a sample is bombarded with laser photons, and the molecules emit 

scattered photons. A bulk of the photons are scattered elastically, while a fraction of the photons 

are scattered in-elastically. The elastically scattered photons have the same energy (frequency 

and wavelength) as the incident photons and are called the Rayleigh scattering. In-elastically 

scattered photons have different energies than incident photons and are called Stokes or anti-

Stokes. If the energy of the scattered photon is less than that of the incident photon (longer 

wavelength), it is called the Stokes Raman scattering. If the energy of the scattered photon is 

more than that of the incident photon, it is called anti-Stokes Raman scattering. [2]. Figure 4.1 

shows the scattering processes that occur when light interacts with a molecule. 
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                                          𝜆𝑙𝑎𝑠𝑒𝑟 

                                                                                                            Anti-Stokes Raman scattering (𝜆𝑠𝑐𝑎𝑡𝑡𝑒𝑟 < 𝜆𝑙𝑎𝑠𝑒𝑟) 

         

                                                                                      Rayleigh scattering (𝜆𝑠𝑐𝑎𝑡𝑡𝑒𝑟 = 𝜆𝑙𝑎𝑠𝑒𝑟) 

                                                       Stokes Raman scattering (𝜆𝑠𝑐𝑎𝑡𝑡𝑒𝑟 > 𝜆𝑙𝑎𝑠𝑒𝑟)  

 

Figure 4. 1: Schematic diagram of scattering process. 

 

When light interacts with a sample, the energy of the photon is transferred to the molecules. 

This gives the molecule energy to move from its original vibrational state to a virtual state. The 

virtual state is unstable, and photons immediately relax to a lower vibrational level emitting 

photons in this process. When a molecule relaxes back to its original vibrational energy state, 

it is called elastic scattering. When a molecule relaxes to a vibrational energy state higher or 

lower than its original state, it is called inelastic scattering [1]. Figure 4.2 shows quantum 

energy transitions for Rayleigh (elastic) and Raman (inelastic) scattering.  

 

                              Virtual State 

 

              Energy     ℎ𝜈0        ℎ𝜈0             ℎ𝜈0      ℎ𝜈0 − ℎ𝜈𝑚             ℎ𝜈0 + ℎ𝜈𝑚 

                                                                                                             𝐸0 + ℎ𝜈𝑚 

                                                                                                   𝐸0 

                                 Rayleigh           Stokes Scattering     Anti-Stokes Scattering 

                            Scattering(elastic)                     Raman (inelastic) Scattering 

Figure 4. 2: Diagram showing energy level for Rayleigh (elastic) and Raman (inelastic) 

scattering. 
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4.1.2 Raman Effect 

Raman effect is the change in vibrational, rotational, or energy of a molecule. It emerges 

from the interaction of an incident photon with the electric dipole of a molecule. The electric 

field of the incident electromagnetic wave is given as [3]: 

𝐸⃑ =  𝐸0⃑⃑⃑⃑ cos(2𝜋𝜐0𝑡)                                                     4.1                                                

where 𝜐0 is frequency of the incident electromagnetic wave, 𝐸0  is the amplitude and 𝑡 is time. 

Polarization of the electron cloud is caused by the oscillating electromagnetic field of a photon. 

The dipole moment 𝑃⃑  induced by the electric field 𝐸⃑   is given as [3]: 

𝑃⃑ =  𝛼 . 𝐸⃑                                                                  4.2 

where 𝛼 is the polarizability of the molecule. The time dependent induced dipole moment of 

the electromagnetic field becomes: 

𝑃⃑ =  𝛼𝐸0⃑⃑⃑⃑  cos(2𝜋𝜐0𝑡)                                                       4.3 

Taking vibrational diatomic molecules as a model system and assuming simple harmonic 

motion, the displacement dQ of the atom near its equilibrium position is due to the oscillation 

mode given by [3]: 

𝑑𝑄 =  𝑄0 cos(2𝜋𝜐𝑖𝑡)                                                      4.4 

where 𝑄0 is the amplitude of vibration, and 𝜐𝑖 is the frequency of vibration. Approximating 

small displacements by Taylor series expansion, the polarizability is given by equation 4.5 [4]: 

𝛼 = 𝛼0 + 
𝜕𝛼

𝜕𝑄0
𝑄0 cos(2𝜋𝜐𝑖𝑡)                                              4.5 

Combining equation 4.3 and equation 4.5, gives  

𝑃⃑ =  𝛼0𝐸0⃑⃑⃑⃑ cos(2𝜋𝜐0𝑡) + 
𝜕𝛼

𝜕𝑄
𝑄0𝐸0⃑⃑⃑⃑ cos(2𝜋𝜐0𝑡) cos(2𝜋𝜐𝑖𝑡)                       4.6 

Applying a trigonometric identity gives: 

𝑃⃑ =  𝛼0𝐸0⃑⃑⃑⃑ cos(2𝜋𝜐0𝑡) + 
1

2

𝜕𝛼

𝜕𝑄
𝑄0𝐸0⃑⃑⃑⃑ {cos[2𝜋(𝜐0 − 𝜐𝑖)𝑡] + cos[2𝜋(𝜐0 + 𝜈𝑖)𝑡]}       4.7 

From equation 4.7 frequency for Rayleigh scattering is expressed as 𝜐0, and the frequency for 

the Raman scattering as (𝜐0 ± 𝜐𝑖)  [4].  
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4.2 Scanning electron microscopy 

The morphological changes for the single implanted samples before and after annealing were 

monitored using the scanning electron microscopy. The technique is a microscope that 

generates images of a samples’ surface by scanning it with a focused beam of high-energy 

electrons [5].   

  

4.2.1 Principle of SEM  

Scanning electron microscopy relies on the attraction between the electrons accelerated by 

electromagnetic fields having the same energies and path as atoms of the sample. Electrons are 

generated from the electron gun with a thermionic emitter [6]. In this study, the machine 

employed the field emission electron gun. Negatively charged electrons travel through the 

electron column at high energy and high speed. High voltage accelerates the electrons, and a 

system of apertures and magnetic lenses condense and focus the beam. The scanning coil scans 

the focused beam on the surface of the sample to create an image. The electron beam must be 

kept under a vacuum to prevent scattering due to collisions with other molecules [7]. Figure 

4.3 shows a schematic diagram of Field Emission Scanning Electron Microscope (FESEM) 

technique. 

 

Figure 4. 3: Schematic diagram of Field Emission Scanning Electron Microscope (FESEM) 

[7]. 
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4.2.2 Electron interaction with matter 

When electrons interact with the sample, various signals are generated. These signals give 

information about the sample’s surface topography, morphology, composition, and 

crystallography. The signal emitted includes the secondary electrons, backscattered electrons, 

characteristic X-rays, and Auger electrons [5]. Figure 4.4 shows the signals emitted during 

electron beam interaction with the sample.  

                                                         Primary electron beam  

                               Backscattered electrons                    Auger electrons 

  Characteristic X-rays                                      Secondary electrons 

 

                                                                                                                Sample 

 

 

Direct transmission beam 

Figure 4. 4: Schematic diagram showing signals that are detected by a scanning electron 

microscope (SEM). 

 

When the primary electrons come into contact with the sample, the beam of electrons will either 

interact with the atoms’ nucleus or the electrons of the host material. The interaction between 

the atoms’ nucleus and the primary electrons is elastic, while the interaction between the 

primary electrons and the host electrons is inelastic [8]. The nucleus in the host material reflects 

the high-energy electrons without slowing down, producing backscattered electrons. The 

generation of backscattered electrons depends on the weight of the element. Heavier elements 

with larger nuclei will backscatter more electrons and thus will appear brighter in SEM images. 

The difference, in contrast, is used to investigate the different chemical compositions present 

in a sample [8, 9].   

When the high-energy electron beam transfers part of its energy to the host electrons, secondary 

electrons are generated. When an electron leaves the atom, it leaves a vacancy at a lower energy 
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level.  An electron from a higher energy level falls to fill the vacancy. Excess energy is released 

in the form of X-rays or outer electrons. The electrons released as a result of de-energization 

are called Auger electrons [10]. Secondary electrons can be used to investigate the morphology 

of the sample. Auger electrons and X-rays have energy unique to their source element. They 

both are used to provide information about the chemical composition of the sample’s surface 

[10, 11].  

 

4.3 Atomic force microscopy 

Atomic force microscopy (AFM) is an imaging technique that scans the surface of a sample. 

The technique uses a cantilever that is attached with a very sharp tip to scan over the sample 

surface. The tip is located at the end of a flexible cantilever and serves as a surface probe. A 

piezoelectric scanner is responsible for the lateral and vertical movement of the cantilever. A 

laser beam is reflected on top of a cantilever by use of highly reflective material. When the 

cantilever moves, the laser beam is reflected into a position-sensitive photo detector. The photo 

detector records the changes in direction caused by the bending of the cantilever [4]. AFM 

gives a precise measurement of topographical and physical properties of the samples’ surface 

[12]. Figure 4.5 shows the schematic diagram of the AFM. 

                               Laser source   

Photodetecter 

Cantilever 

 

   Sample 

                                                                                                             Piezo transduser 

Figure 4. 5: Schematic diagram of an Atomic Force Microscope. 

 

4.3.1 AFM principle  

Atomic Force Microscopy counts on the interaction of the forces between the atoms of the tip 

and atoms of the sample. AFM measures the attractive and repulsive force between the atoms 

on the tip and the sample surface [13]. Contact and dynamic modes are used to measure the 
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interactions. In contact mode, the probe keeps continuous contact with the sample [11]. Due 

to the overlap of electron clouds of tip and sample, the force between the probe and sample is 

repulsive [11, 13]. Figure 4.6 shows tip-sample interaction of contact mode in AFM.  

                                                      

𝜈𝑠𝑐𝑎𝑛
↔   

 

 

CONTACT MODE 

Figure 4. 6: Schematic diagram of contact mode. 

The dynamic mode has two sub-modes that is tapping (intermittent contact) mode and the non-

contact mode. In tapping mode, the cantilever vibrates at or near its resonance frequency. The 

vibration causes the probe to strike the surface for a short period due to the decrease in tip-

surface distance. The decreased distance favours the repulsive force as its magnitude increases 

[11]. Figure 4.7 illustrates the tip-sample interaction in tapping mode.  

         

𝜈𝑜𝑠𝑐 

                                                 

𝜈𝑠𝑐𝑎𝑛
↔   

 

 

TAPPING MODE 

Figure 4. 7: Schematic diagram of tapping mode. 

In non-contact mode, a cantilever vibrates at its resonance frequency. A smaller amplitude is 

kept, therefore preventing the probe from touching the sample [11]. Non-contact mode utilizes 

the attractive force because of dipole-dipole interactions between the atoms of tip and sample 

[13]. Figure 4.8 demonstrates the tip-sample interaction in non-contact mode. 
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𝜈𝑜𝑠𝑐 

                                                      

𝜈𝑠𝑐𝑎𝑛
↔   

 

 

NON-CONTACT MODE 

Figure 4. 8: Schematic diagram of non-contact mode. 

 

4.4 Elastic Recoil Detection Analysis (ERDA) 

The elemental depth profiles and concentration of elements in as-implanted and annealed 

samples were obtained using Heavy-ion elastic recoil detection analysis (ERDA) technique. 

The technique is an ion beam analysis (IBA) technique in material science that detects 

elemental concentrations and compositions of thin layer materials via elastic recoil detection 

[14]. 

The ERDA technique involves the acceleration of an ion beam toward a solid target and elastic 

scattering of incident ions by the target’s atoms. The energy transferred from the elastic 

collision can be large enough such that the target nucleus recoils from the target surface [15]. 

The technique utilizes target atoms that have recoiled after interacting with high-energy heavy 

incident ions [14]. To identify the recoiled sample atoms and scattered incident ions, the ERDA 

has a mass-sensitive detector. It is possible to distinguish a scattered incident ion from a 

recoiled target atom based on the difference in energy loss in a given thickness of well-known 

material [16]. Light atoms recoil with more energy than the elastically scattered ions and are, 

therefore, easier to detect [14]. Using detection geometry, one can determine the energy loss 

and physical parameters of elastic scattering. 

Transmission geometry is the detection of incident ions and recoils emerging at the back 

surface of the target. To prevent acute irreversible damage if the target breaks, the detector is 

be placed as close as possible to the 0° direction, but not directly in the direction of the incident 

beam. Ideally, the detector should be placed close to 0° direction, but not directly in the path 

of the incident beam to avoid significant irreversible damage in the instance of target breaking. 
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There is no need to place an absorber foil in front of a surface barrier detector since the target 

itself slows down the scattered ions down as they are travelling along their path [16]. Figure 

4.9 clearly illustrates the geometry of transmission ERDA. The reflection geometry involves 

an impinging ion beam onto the target at grazing incidence and detection of recoils that emerge 

from the surface [15]. In front of the surface barrier detector is an absorber foil that stops ions 

scattered in the direction of  𝜑 as shown in Figure 4.10.  

 

Figure 4. 7: Schematic diagram of transmission geometry [16]. 

 

Figure 4. 8: Schematic diagram of reflection geometry [16]. 

When performing recoil analysis, the aim is to detect recoiling nuclei amongst the high 

concentration of elastically scattered beam particles. It is then necessary to place a separate 

absorber (from the target material) in front of the detector to exclude elastic particles. The 

disadvantage of this method is that the energy straggle in the absorber reduces the depth 

resolution [17]. A time-of-flight ERDA system has been used in this study to analyze the 
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samples for better resolution [15]. The atoms are recoiled from the target by using heavy ions 

with energies of MeV range. Time of flight (TOF) measures the energy and flight time of 

randomly recoiled atoms to separate all elements according to energy and mass [16]. The 

spectrometry measures the particle's flight time between two gates to produce two distinct 

signal. Figure 4.11 schematically shows a TOF spectrometer. 

 

Figure 4. 9: Schematic diagram of a time of flight (ToF) spectrometer. 

The mass dispersion spectrometer uses two-time detectors for consistent measurements. It 

consisted of two spaced carbon film micro-channel plate (MCP) time detectors and a 

semiconductor energy detector located at the end of the flight path. The coincidence of the 

flight time and recoil energy leads to the elemental separation of the recoil atoms by mass. 

Mass curves are developed by relating energy to the time of flight coordinates (t, E) as 

described by: 

𝑀 = 𝑐(𝐸 − 𝐸0)(𝑡 − 𝑡0)
2                                                  4.8 

where M is the mass of the recoil, t and E are time and energy coordinates in the ToF vs Energy 

two-dimensional scatter plots and 𝐸0 𝑎𝑛𝑑 𝑡0 are calibration constants. A linear energy axis can 

then be created by rebinding the ToF events [18]. Elemental depth profiles can be calculated 

directly from linear energy spectra using the transformation algorithm, KONZERD [17]. 

KONZERD is used to iterate over information about the number of events in individual depth 

segments. This corresponds to the energy band. Two independent equations determine the 

relative atomic concentration 𝑛𝑖 of element 𝑖. First is the number of counts Yi scattered by the 

depth interval Δ𝑥, as shown in [19]:  

𝑌𝑖 = 𝑛𝑖 (
𝑑𝜎

𝑑Ω
)𝑁𝑝ΔΩ

Δ𝑥

sin𝛼
                                                    4.9 

Gate 1 

Gate 2 
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where (𝑑𝜎 𝑑Ω⁄ )𝑖 is the differential scattering cross-section, 𝑁𝑝 is the primary beam dose, 𝛼 is 

the angle of incidence and ΔΩ is the detector solid angle. The energy interval Δ𝐸𝑖 in which 𝑖 

particles are scattered from depth interval Δ𝑥 is given by: 

Δ𝐸𝑖 =  Δ𝑥𝑆𝑖(𝑥)                                                        4.10 

where Si(x) is the energy loss factor for a depth x including contributions from the stopping of 

projectile and recoil. As a result of the linear additivity resulting from Bragg’s rule [19], this 

energy loss factor is as follows: 

𝑆𝑖(𝑥) =  ∑ 𝑛𝑗 [𝐾𝑖
(
𝑑𝐸𝑝

𝑑𝑥
⁄  )

𝑗

sin𝛼
 +  

(
𝑑𝐸𝑖

𝑑𝑥⁄ )
𝑗

sin𝛽
] =  ∑ (𝑛𝑗𝑎𝑖𝑗)

𝑚
𝑗=1

𝑚
𝑗=1                     4.11 

where 𝑚 is the number of elements in the target, (𝑑𝐸𝑝 𝑑𝑥⁄ )
𝑗
 and (𝑑𝐸𝑖 𝑑𝑥⁄ )𝑗 are stopping 

powers of the projectile and recoil in element j respectively, K is the kinematic factor of the 

recoil. A system of linear equations for each slice of thickness is found diving equation 4.9 by 

4.10 resulting in: 

𝑌𝑖

Δ𝐸𝑖
= 

𝑛𝑖

∑ 𝑛𝑗𝑎𝑖𝑗
𝑚
𝑗=1

𝑐𝑖                                                        4.12 

where 𝑐𝑖 is a constant composed of the cross sections, the beam current and the detector 

acceptance angle [19].  
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CHAPTER 5 

EXPERIMENTAL PROCEDURE 

 

This chapter outlines the experimental procedure used in this study. The morphological and 

structural changes caused by the co-implantation of silver and helium into silicon carbide and 

subsequent annealing were investigated using scanning electron microscopy (SEM), atomic 

force microscopy (AFM), and Raman Spectroscopy. Compositional analysis and depth 

profiling of as-implanted and annealed samples was performed using Heavy-ion elastic recoil 

detection analysis (ERDA). 

5.1 Sample preparation 

The polycrystalline SiC wafers from Valley Design Corporation were used as a starting 

substrate in this study. The as-received wafers were then washed in an ultrasonic bath with 

acetone, rinsed with de-ionized water, blow-dried with nitrogen gas, and finally sent for 

implantation. After implantation, the samples were cut and also cleaned again. The purpose of 

the cleaning procedure was to remove contaminants produced during cutting that could 

adversely affect the experiment. Figure 5.1 shows the schematic diagram of sample preparation 

and analysis process. 

 

5.2 Implantation  

The cleaned SiC wafers were sent for Ag implantation at Institut für Feskörperphysik, 

Friedrich-Schiller-Universität, Jena, Germany. The polycrystalline SiC substrate was 

implanted with Ag ions at the energy of 360 keV to a fluence of 2 × 1016 cm-2 at 350 ºC. The 

beam-induced target heating and channeling were minimized by keeping flux below 10-13 cm-

2s-1 and tilting the sample by an angle of 7o relative to the normal incidence. Some of the Ag 

pre-implanted samples were also implanted with He ions of 17 keV energy to a fluence of  

1 × 1017 cm-2 and at a temperature of 350 ºC. The He implantation were performed at iThemba 

LABS, Gauteng, South Africa. 
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Figure 5. 1: A schematic diagram of sample preparation and analysis techniques. 

 

5.3 Annealing of samples 

After implantation, a diamond scriber was used to cut the wafer in smaller samples before 

annealing. The annealing was done using a computer-controlled Webb 77 graphite furnace. 

Both the Ag implanted and the co-implanted samples were isochronally annealed at 

Sample preparation 

(Cutting and cleaning) 

Implantation 

(Ag, 350 oC) 

Implantation 

(He, 350 oC) 

Annealing (at 1000 ºC,1100 ºC, 1200 ºC, 

1300 ºC) 

Analysis  

(Raman, SEM, ERDA, and AFM) 



43 
 

temperatures from 1000 ºC to 1300 ºC in steps of 100 ºC for 5 hours under vacuum. To avoid 

contamination in the furnace, the samples were placed in a glassy carbon crucible.  

Before each annealing, the furnace was evacuated to a pressure of 10-6 mbar. This was followed 

by a degassing process, in which the furnace was heated to 200 ºC for one hour to help desorb 

water vapour and other gases absorbed in the internal high-temperature fibrous carbon 

insulation material. This also ensured that the maximum pressure during annealing was 

maintained at 10-5 mbar and reduced pumping time. A Eurotherm 2704 controller connected to 

a thermocouple and pyrometer was used to control the temperature. The thermocouple is used 

to measure temperatures below 1475 ºC, and pyrometer is used to measure temperatures above 

1525 ºC [1]. The vacuum pressure increased from 10-6 mbar to 10-5 mbar, during annealing and 

the heating rate was kept at about 20 ºC/min. The heating element maintained each annealing 

temperature for a duration of 5 hours. At the end of each annealing cycle, the current was 

switched off to cool down the system.  

 

5.4 Measurement conditions 

5.4.1 SEM measurement 

A Field Emission Scanning Electron Microscope (FEGSEM) Zeiss Ultra 55 instrument 

equipped with an in-lens detector was used to study the surface morphology of the Ag 

implanted samples before and after annealing. A voltage of 2 kV was used. Figure 5.2 shows 

the High-resolution Zeiss Ultra, Plus 55 instrument. 
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Figure 5. 2: High-resolution Zeiss Ultra, Plus 55 Scanning Electron Microscope. 

5.4.2 AFM measurement  

The surface morphology of the co-implanted samples were characterised using the atomic force 

microscopy (AFM) at the University of Pretoria. The co-implanted samples were mounted on 

an aluminium stub using a double sided carbon tape to ensure immobility. The AFM 

micrographs were generated using the Veeco Dimension Icon system with scan assist tapping 

mode, as shown in figure 5.3. A diamond coated tip (DDESP-FM-V2) was used, and the 

samples were measured at 20 μm scan size. AFM micrographs were analysed using the Nano 

Scope Analysis software. 
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Figure 5. 3: Veeco Dimension Icon Atomic Force Microscope. 

5.4.3 Raman measurement 

The WITec confocal Raman microscope was used to analyse the microstructural changes of 

the single and dual implanted samples. The WITec alpha300 RAS+ was focused using a 100× 

objective lens, at an operating wavelength of 532 nm, 20mW laser power, and spectral 

acquisition time of 10s.  

5.4.4 Elastic recoil detection analysis 

Heavy-ion elastic recoil detection analysis (ERDA) was used at iThemba LABS Gauteng to 

monitor the implanted species in the as-implanted and annealed samples. ERDA technology 

detects recoil ions knocked off from the surface area of the target sample by a projectile beam 

that collides with the sample surface at a grazing angle of incidence of 30°. ERDA uses a Time 

of Flight (ToF) detector system to separate and analyse the contribution of each ion using a 30 

MeV Au7+ ion beam. A Time of flight-energy (ToF-E) detector system consists of two carbon 

foil-based timing detectors, 0.60 m apart, and a silicon PIPS detector for measuring the ToF-E 

of the recoil ions [2]. A coincidence measurement can separate recoil particles by their atomic 

mass. From the 2D ToF vs Energy plots, the elemental energy spectra can be extracted and 

used to calculate depth profiles using the energy-depth conversion algorithm [3].  
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CHAPTER 6 

RESULTS AND DISCUSSION 

 

The effect of helium (He) and silver (Ag) ions co-implanted into polycrystalline silicon carbide 

at 350 °C on the structural evolution and migration behaviour of silver was investigated. Ag 

ions of 360 keV were implanted into polycrystalline SiC to a fluence of 2×1016 cm-2 at 350 °C. 

Some of the Ag implanted samples were then implanted with He ions of 17 keV to a fluence 

of 1×1017 cm-2 also at 350 °C. Both Ag and co-implanted samples were then annealed at 

temperatures ranging from 1000 °C to 1300 °C in steps of 100 °C for 5 hours. The structural 

changes were characterized using Raman spectroscopy while morphological and topological 

evolutions were characterized by scanning electron microscopy (SEM) and atomic force 

microscopy (AFM). The elemental depth profiles and concentration of the implants in as-

implanted and annealed samples were monitored by heavy-ion elastic detection analysis 

(ERDA). This chapter presents and discusses the findings.  

 

6.1 Simulation results  

SRIM 2013 was used to simulate Ag ions of 360 keV and He ions of 17 keV implanted into 

SiC. The minimum displacement energies of 20 eV and 35 eV for carbon and silicon together 

with a SiC density of 3.21 g.cm-3 were used in the simulation [1]. The ion fluence was converted 

into displacement per atom (dpa) using equation 6.1 [2]. 

 

𝑑𝑝𝑎 =  
(
𝑣𝑎𝑐

𝑖𝑜𝑛(Å)⁄ ×108×𝜑(𝑖𝑜𝑛.𝑐𝑚−2))

𝜌𝑆𝑖𝐶(𝑖𝑜𝑛𝑠.𝑐𝑚
−3)

                                         6.1 

where,  𝜌𝑆𝑖𝐶  is the atomic density of silicon carbide (9.6419 × 1022 𝑎𝑡𝑚. 𝑐𝑚−3), 𝜑 ion fluence, 

and  
𝑣𝑎𝑐

𝑖𝑜𝑛(Å)⁄  is the vacancy per ion from SRIM 2013 [3]. 
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 Figure 6.1 shows the simulated relative atomic ratios of Ag and He implanted into SiC together 

with their simulated dpa as a function of depth in nm. Silver and helium have a maximum 

concentration of 2.8 % and 12 % at projected range 120 and 130 nm below the surface, 

respectively. What is also evident from figure 6.1 is that the profiles of Ag and He overlap, 

which makes a synergistic effect possible. Silver ions retain a maximum displacement of 60 

dpa at a depth of 90 nm, while helium ions retain a maximum displacement of 5.3 dpa at 110 

nm below the surface. The total displacement per atom for the co-implanted ions is 65 dpa at a 

depth of 90 nm below the surface. From these simulation results, it is quite clear that both 

individual implantations and co-implantation retain dpa that are greater than 0.3dpa (the critical 

amorphization of SiC) [4]. However, taking into consideration that implantation of both ions 

was done at 350 °C, which is well above the critical amorphization temperature of about  

300 °C, the SiC structure is not expected to be amorphized [5].  
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Figure 6. 1: Simulated results of Ag (360 keV) ions and He (17 keV) ions implanted into SiC. 
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6.2 Ag implants  

6.2.1 Raman results 

Figure 6.2 shows the Raman spectra of Ag implanted SiC, before and after annealing at 

temperatures ranging from 1000 °C to 1300 °C in steps of 100 °C for 5 hours. The Raman 

spectrum of un-implanted SiC is included for comparison in figure 6.2. Raman spectrum of un-

implanted SiC has peaks at 799 cm-1 and 972 cm-1 correlating to transverse optical (TO) and 

longitudinal optical (LO) phonon modes of cubic 3C-SiC. The TO mode has a shoulder at 772 

cm-1 indicating the presence of some hexagonal 6H-SiC polytype in the SiC substrate [6]. Thus, 

the polycrystalline SiC used in this work consists mainly of the cubic (3C-SiC) with some 

hexagonal (6H-SiC) present [7]. Also visible in figure 6.2 are the broad peaks at 1523 cm-1 and 

1721 cm-1, which are indicative of longitudinal optical overtones [8].  After implantation, there 

is a reduction in the intensity and broadness of the Raman characteristic peaks, indicating 

accumulation of defects without amorphization as initially predicted by the SRIM simulation 

results [9]. Isochronal annealing of the as-implanted samples resulted in the increase in the 

intensity of the characteristic SiC peaks indicating healing or annealing out of defects. 

Since Raman peak parameters such as intensity, FWHM, and shift are affected by the crystal 

structure. Defects can lower the area of the undisturbed region, thus altering the distance 

between unit cells in a crystal lattice and crystal size [10]. Therefore radiation damage can be 

identified by the number of scattering molecules irradiated by the incident laser in Raman 

spectroscopy [11, 12]. The longitudinal optical mode can assist in detecting defects [13]. The 

recrystallization process after isochronal annealing (in this study) is based on the measurements 

of the peak position and the full width at half maximum of the LO mode. Figure 6.3 shows the 

peak position and FWHM of the LO mode from polycrystalline SiC as a function of 

temperature. There are no significant differences in Raman peak position, as depicted in figure 

6.3. This means that for most atoms, the atomic distances did not change. Annealing at 1000 

°C resulted in a decrease in FWHM compared to Ag as-implanted sample (14.2 cm-1).  This 

suggests that annealing at 1000 oC healed some of the defects, thus resulting in recrystallization 

of the SiC structure [7]. The FWHM progressively decreased with increasing annealing 

temperature up to 1300 °C. Figure 6.3 also shows that the FWHM after annealing at 1300 °C 

(11.8 cm-1) is slightly more than that of the virgin (11.5cm-1) sample indicating some defects 

are still remaining after annealing at this temperature [14].  
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Figure 6. 2: Raman spectra of un-implanted SiC and Ag implanted into polycrystalline SiC 

before and after annealing from temperatures 1000 °C to 1300 °C for 5 hours. 
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Figure 6. 3: The FWHM and the peak position of the LO mode as a function of temperature, 

before and after annealing from temperatures 1000 °C to 1300 °C for 5 hours. 
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6.2.2 Surface morphology results (SEM) 

Figure 6.4 shows the SEM micrographs of Ag implanted samples before and after annealing. 

The SEM micrograph of a SiC virgin is flat with polishing marks. The polishing marks are due 

to polishing or cleaning hard surfaces during the manufacturing process [7]. These polishing 

marks are less visible in the as-implanted micrograph due to sputtering of the surface by impact 

ions [14]. The lower visibility of polishing marks indicate the presence of defects and lack of 

amorphization, which is consistent with the Raman results [15]. Annealing at 1000 °C caused 

no apparent morphological changes compared to the as-implanted sample indicating out of 

defects at this temperature. The grains and their boundaries became visible, with polishing 

marks still present after annealing at 1100 °C. Annealing at 1200 °C and 1300 °C resulted in 

grain boundaries becoming even more prominent. Moreover, higher temperatures annealing 

resulted in the formation of sub-grains inside the larger grains. The coarsening visible in figure 

6.4(e) causes the reduction of sub-grain and hence clear grain boundaries [16]. Pore opening 

also took place after annealing at 1200 °C and 1300 °C. This opening might be due to thermal 

etching that is more preferred along the grain boundaries [17]. 

 

 

 

 

 

 

 

 

 

Figure 6. 4: SEM micrographs of SiC before and after implantation (a) SiC Virgin; (b) Ag-SiC 

as-implanted; (c) Ag-SiC_1000 oC_5h; (d) Ag-SiC_1100 oC_5h; (e) Ag-SiC_1200 
oC_5h; (f) Ag-SiC_1300 oC_5h. 
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6.3 Ag and He implants 

6.3.1 Raman results 

Using Raman spectroscopy, the structural changes in Ag and He co-implanted samples before 

and after annealing were monitored. Figure 6.5 compares the Raman spectra obtained from un-

implanted and co-implanted (Ag & He) SiC samples before and after annealing from 

temperatures of 1000 °C to 1300 °C for 5 hours. Raman spectrum of the un-implanted sample 

shows the Raman characteristic peaks of a polycrystalline SiC, as reported in section 6.2.1. Co-

implantation of Ag and He resulted in the reduction of SiC Raman characteristic peaks intensity 

accompanied by broadening of LO peak, merging of TO peaks and appearance of Si-Si and C-

C peaks around 531 and 1350 cm-1. These indicate accumulation of severe defects without 

complete amorphization. From these results, it is quite clear that co-implantation retained more 

defects than Ag individual implantation which is in agreement with the simulated results that 

indicated more damage in the co-implanted samples (65 dpa) than the Ag only implanted 

sample (60 dpa). The more defects in the co-implanted samples might be due to accumulation 

of defects produced by two successive implanted ions which resulted in a higher defect 

concentration or more complex defects [7]. 

Similar to the Ag implanted sample the structural evolution after annealing was monitored by 

changes in the FWHM and the shift of the LO mode. Figure 6.6 shows the FWHM and peak 

position as a function of annealing temperature. The FWHM of the co-implanted sample 

broadened to about 17.4 cm-1 compared to virgin FWHM of 11.5 cm-1 indicating accumulation 

of defects. Annealing at 1000 °C resulted in the narrowing of the LO peak to about 13.4 cm-1 

indicating annealing out of defects. Isochronal annealing at other higher temperatures resulted 

in a progressive reduction of the FWHM of the LO peak indicating progressive annealing of 

defects. The FWHM of the sample annealed at 1300 °C isn't exactly equal to that of FWHM of 

the un-implanted sample, indicating that some defects are still present [14]. No change was 

observed in LO peak position after either co-implantation or annealing. Thus, atomic distances 

essentially did not change for the majority of atoms. As a result of the annealing at 1000 °C, 

the D and G carbon peaks were visible. This suggests that the presence of He ion caused the 

graphitization of carbon in the SiC structure [18]. Increasing annealing temperature up to 1300 

°C resulted in more pronounced carbon peaks. 

The FWHM of the Ag+He as-implanted (17.4 cm-1) is broader than the FWHM of Ag as-

implanted (14.2 cm-1). This implies that the structure of the co-implanted samples has 

significantly more defects, which is in agreement with the SRIM results and Raman spectra. In 
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both the Ag+He and Ag samples, annealing at 1000 °C narrows the FWHM, but the change is 

more pronounced in the co-implanted sample indicating that He enhances recrystallization. 

Isochronal annealing at higher temperatures resulted in progressive reduction in FWHM to 

approximately the same FWHM of the virgin sample. This further points to the effect of He in 

the recrystallization of SiC. Similar He enhanced recrystallization has been reported for SiC 

co-implanted with Mg and He annealed at 1573K [19]. 
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Figure 6. 5: Raman spectra of pristine SiC and Ag+He as-implanted SiC before and after 

annealing from temperatures 1000 °C to 1300 °C for 5 hours. 
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Figure 6. 6: The FWHM and the peak position of the LO mode as a function of temperature, 

before and after annealing from temperatures 1000 °C to 1300 °C for 5 hours. 
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6.3.2 Surface morphology results (SEM) 

Figure 6.7 shows the SEM micrographs of the un-implanted and co-implanted samples before 

and after annealing. The un-implanted SiC have polishing marks on the surface [7], as reported 

in section 6.2.2. The SEM micrograph of the as-implanted sample has darker round structures 

and a few bright irregular shaped structures. The darker structures vary in size, with the smaller 

structures evenly distributed between the large dark structures and the bright structures. The 

higher magnification insert suggests that the darker structures are spherical and are protruding 

from the surface. The spheres might be blisters caused by helium molecules pushing up on the 

surface [20, 21]. Darker structures might be the holes resulting from the exfoliation of the 

blisters [22]. The sample annealed at 1000 °C contains some polishing marks and bright 

structures on the surface. Annealing at 1000 °C and 1100 °C increased the size of bright 

structures and reduced the size of dark structures at 1100 ° C. The number of bright structures 

increased with the increasing annealing temperature out to 1300 °C. Higher magnification 

inserts show that the polishing marks are still present in all samples but reduce with increasing 

annealing temperatures. The annealed at 1300 °C sample also contains slightly protruding 

spheres between the bright spots but are not dark as in the as-implanted, hence even barely 

visible.  

To further investigate whether these features on the co-implanted samples are blisters and 

holes, the atomic force microscopy was used to analyse the surface topography of the co-

implanted samples before and after annealing. 

 

Figure 6. 7: SEM micrographs of SiC before and after implantation (a) SiC Virgin; (b) Ag+He-

SiC as-implanted; (c) Ag+He-SiC_1000 oC_5h; (d) Ag+He-SiC_1100 oC_5h; (e) 

Ag+He-SiC_1200 oC_5h; (f) Ag+He-SiC_1300 oC_5h. 
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6.3.3 Atomic force microscopy (AFM) results  

The surface morphology of the co-implanted samples before and after annealing were 

investigated using atomic force microscopy (AFM). Figure 6.8 shows the AFM images of the 

as-implanted and annealed samples together with their corresponding line profiles. All the 

AFM micrographs have bright and darker areas on their surfaces. Bright areas indicate 

topographical height and darker areas indicate topographical depths. The bright areas on the 

surface are blisters caused by helium bubbles inside SiC. During implantation of silver, 

energetic ions displace atoms out of their lattice sites, resulting in vacancies and displaced 

atoms in the interstitials. He ions penetrate through the damage caused by the first implantation 

(Ag ions), resulting in increased interstitials and vacancies. Since helium is inert, it tends to get 

trapped and cluster up in vacancies and thus creating extended defects [20]. The nucleation of 

helium in vacancies causes the formation of bubbles filled with helium molecules resulting in 

surface blistering [21]. Due to implantation at high temperatures, free helium (in interstitials) 

diffuses into vacancies forming high pressurized He blisters. As internal pressure builds up in 

these blisters, they exfoliate the surface, causing holes to form [22]. 

Annealing at a temperature of 1000 °C resulted in a high proportion of exfoliated blisters, with 

few blisters still present. Annealing at higher temperatures caused the exfoliation of more 

blisters resulting in holes on the surfaces. Upon reaching a critical size, blisters burst up to form 

holes in the SiC matrix due to the high-stress concentration [23].  The as-implanted line scan 

demonstrates the topographical height of He bubbles, which extend up to 53 nm, and the 

topographical depth of holes, which extend up to 122.5 nm. Between the large He blisters and 

holes, there is also evidence of smaller blisters. Annealing at 1000 °C increased the average 

diameter of the large He bubbles from 2.3 um to 2.7 um, while annealing at 1100 °C resulted 

in deeper holes. During annealing, vacancies migrate and merge with other vacancies resulting 

in larger blisters since He bubbles form in vacancies [18]. However, the size of the large blisters 

reduced with increasing annealing temperatures. This is because, at higher temperatures, the 

internal pressure in secondary bubbles of He is increased, which causes them to push up on the 

surface and form larger bubbles [22]. 
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Figure 6. 8: AFM two-dimensional micrographs and line scans of SiC samples before (a) As-

implanted and after annealing at (b) 1000 oC, (c) 1100 oC, (d) 1200 oC, and (e) 1300 oC. 

  

6.4 Depth profile (ERDA) results of the Ag implanted and co-implanted 

(Ag + He) into SiC 

In this study, ERDA was used to monitor the migration behaviour of Ag in the presence of He. 

ERDA has more advantages than RBS as it can detect both Ag and He [24]. Figure 6.9 shows 

the Time of Flight–Energy scatter plots of Ag implanted and Ag + He implanted then annealed 

at 1100 °C for 5 hours. The expected elements (He, Si, C, and Ag) are indicated in figure 6.9 

as they are separated by their masses [25]. The samples also contain surface oxygen, possibly 

due to contamination of the surface of SiC [18]. The detected Au ion beam used for analysis is 

unmarked in figure 6.9. In figure 6.10, there is less concentration of Ag ions in the centre of 

the silver energy range after annealing. The annealed co-implanted sample has an even lesser 

concentration of Ag ions detected at that energy range, and the mass line is slightly longer (as 

can be seen in fig. 6.10(b)). This could mean that annealing resulted in ions being evenly 

dispersed in a larger energy range. After annealing, the mass line of He also shows less 

concentration of ions in the energy range of He. 

The corresponding elemental depth profiles in figure 6.11 were calculated from ToF-E spectra 

using a density of 3.21 g.cm-3 [26]. The concentration of Ag as-implanted in the co-implanted 

sample is less than the concentration of Ag as-implanted in the single implanted sample. This 

implies that the implantation of He resulted in the out diffusion of implanted Ag accompanied 

by a substantial loss from the surface. Annealing at 1100 °C resulted in the out diffusion of He 

accompanied by loss He from the surface. However, no migration of Ag was observed in the 
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co-implanted sample after annealing at 1100 °C. Neither migration nor loss of implanted Ag 

were observed after annealing the Ag implanted samples at 1100 °C. 

These results clearly demonstrate that He has a role in the retainment of Ag. The role of He in 

the migration of implanted Ag can be summarized as follows: He bubbles (as can be seen in 

the AFM micrographs of the un-annealed co-implanted sample) in the co-implanted samples 

cause the migration of Ag towards the surface (or the more defective region as seen from the 

SRIM results) accompanied by loss. Annealing at 1100 °C resulted in the out migration of He 

leaving cavities accompanied by no migration of Ag. The lack of Ag migration might indicate 

that Ag is trapped in the cavities. No migration of Ag was observed in the Ag only implanted 

sample annealed at 1100 °C. Therefore, He bubbles enhance the migration of Ag while He 

cavities are retards of the migration of Ag. These are important results for the application of 

SiC in both fission and fusion reactor environments. However, most investigations need to be 

done especially at an atomic level to clear understand the role of He in the migration of Ag.  

 

Figure 6. 9: Two-dimensional Time of Flight–Energy plots showing recoil ions from as-

implanted (a) Ag –SiC and (b) He & Ag–SiC samples bombarded by 30 MeV Au 

ions.  

 

Figure 6. 10: Two-dimensional Time of Flight–Energy plots showing recoil ions from annealed 

at 1100 °C (a) Ag –SiC and (b) He & Ag–SiC samples bombarded by 30 MeV Au 

ions. 
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Figure 6. 11: Elastic recoil detection analysis (ERDA) profiles of (a) Ag and (b) He before and 

after annealing at 1100 °C for 5 hours.  
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CHAPTER 7  

CONCLUSION AND FUTURE STUDIES  

 

In this study, helium and silver ions were co-implanted into polycrystalline silicon carbide at 

350 °C to examine the structural evolution of SiC and the migration behavior of Ag in the 

presence of He. 360 keV Ag ions were implanted into polycrystalline SiC at 350 °C to a fluence 

of 2×1016 cm-2. Some Ag implanted samples were then implanted with 17 keV He ions to a 

fluence of 1×1017 cm-2 at 350 °C. The samples were then annealed at temperatures ranging 

from 1000 °C to 1300 °C in steps of 100 °C for 5 hours. Raman spectroscopy was used to 

determine the structural changes, scanning electron microscopy (SEM) to determine the 

morphologic changes, and atomic force microscopy (AFM) to determine changes in the surface 

topography of the samples. The elemental depth profiles of the implanted species were 

monitored using Elastic Recoil Detection Analysis (ERDA).  

Raman results showed that implanting at 350 °C led to the accumulation of defects, and co-

implantation retained more defects without amorphization. There was more damage in the co-

implanted sample because of the interaction of defects produced by two successive implanted 

ions, which resulted in a higher defect concentration. Isochronal annealing of the as-implanted 

samples resulted in healing or annealing out of defects, which resulted in the recovery of the 

SiC crystal structure. The recovery process progressively increased with increasing annealing 

temperature up to 1300 °C. Annealing at 1300 °C almost completely restored the entire crystal 

structure, with co-implanted samples recovering faster than individually implanted samples. 

Therefore, the implanted He assisted in the recrystallization of the SiC. In agreement with the 

SRIM simulation and Raman results, less visible polishing marks were observed in the SEM 

micrographs of both as-implanted samples (both individual and co-implanted). Annealing at 

high temperatures resulted in the appearance of grains and their boundaries, and the grain 

boundaries became more prominent with increasing annealing temperature. AFM micrographs 

revealed that co-implantation of Ag and He led to the formation of blisters and holes on the 

surface indicating the formation of bubbles accompanied by exfoliation of the surface during 

co-implantation. Annealing at high temperatures resulted in the severe exfoliation of the 

surface resulting in more holes on the surfaces. The ERDA profiles indicated that the helium 

implantation resulted in the out-diffusion of implanted Ag resulting in a considerable loss from 

the surface. Annealing at 1100 °C resulted in the out-migration of He accompanied by no 
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migration of Ag. No migration of Ag was observed in the Ag only implanted sample annealed 

at 1100 °C. Since He bubbles are formed in vacancies in the co-implanted SiC, the out-

migration of He is expected to leave cavities in the implanted layer. Therefore, results suggest 

that He bubbles in the co-implanted samples cause the migration of Ag towards the surface 

resulting in the loss while the cavities in the implanted layers are responsible of trapping 

implanted Ag. 

These results are highly relevant in a nuclear environment where SiC is exposed to various 

fission products at high temperatures in the presence of He. However, to get more insight in 

the migration of Ag in the presence of He bubbles. Similar investigation should be done at an 

atomic scale using transmission electron microscopy (TEM) and in the presence of other ions 

that are present in during nuclear reactor operation such as swift heavy ions (SHIs). 


