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Since the early 1960s location problems have been used throughout various industries and in various 

countries.  During recent years the field of location problems has become increasingly popular due to 

the fact that it is applicable in real life situations – especially in emergency services such as hospital, 

police station and ambulance locations to name a few.  Despite the fact that location problems are so 

widely used with great success, it is still not being used to full potential in industries where it can have 

a major impact.  One of these industries is the private security industry in South Africa. This 

dissertation addresses various mathematical models that can assist the management of privately 

owned security companies to determine strategic locations for their reaction vehicles, these locations 

will increase both resource utilization and improve the level of service they provide to customers.  

These models are used in different scenarios to see how the models adapt to input changes. 

 

Keywords: Private security industry, South Africa, covering problems, location problems, reaction 

vehicles. 

 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



iv 
 

Table of Contents 

Chapter 1: Introduction……………………………………………………………………………………………………………...1 

 Crime in South Africa .................................................................................................................................................. 1 1.1

 Private Security of South Africa.............................................................................................................................. 1 1.2

 Rationale for the Research........................................................................................................................................ 3 1.3

1.3.1 Managerial Implications .................................................................................................................................. 3 

1.3.2 Questions to be addressed .............................................................................................................................. 4 

1.3.3 Research Objectives ........................................................................................................................................... 4 

1.3.4 Importance of the Research Problem......................................................................................................... 5 

1.3.5 Limitations and Assumptions of the Study .............................................................................................. 6 

 Concluding Remarks and Scope of Work ........................................................................................................... 6 1.4

Chapter 2: Literature Review……………………………………………………………………………………………………..9 

 Introduction .................................................................................................................................................................... 9 2.1

 Covering Models: Present-state-of-art ................................................................................................................ 9 2.2

 Implicit and Explicit models ..................................................................................................................................10 2.3

 Location Set Covering Problem (LSCP) .............................................................................................................11 2.4

2.4.1 Background..........................................................................................................................................................11 

2.4.2 Location Set Covering Problem (LSCP) Implicit and Explicit ........................................................12 

2.4.3 Present-State-of-Art: Location Set Covering Problem ......................................................................15 

 Maximal Covering Location Problem (MCLP) ................................................................................................18 2.5

2.5.1 Background..........................................................................................................................................................18 

2.5.2 Maximum Covering Location Problem (MCLP) Implicit and Explicit ........................................19 

2.5.3 Present-State-of-Art: Maximal Covering Location Problem...........................................................22 

 Backup Covering Location Problem (BCLP) ...................................................................................................25 2.6

2.6.1 Background..........................................................................................................................................................25 

2.6.2 Backup Covering Location Problem (BCLP) Implicit and Explicit...............................................26 

 Conclusion......................................................................................................................................................................28 2.7

Chapter 3: Explicit Network Coverage Model……………………………………………………………………………30 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



v 
 

 Introduction ..................................................................................................................................................................30 3.1

 Mathematical Model ..................................................................................................................................................31 3.2

 Model Assumptions ...................................................................................................................................................32 3.3

 Model Execution..........................................................................................................................................................33 3.4

 Conclusion......................................................................................................................................................................49 3.5

Chapter 4: Responding from a single location………………………………………………………………………….50 

 Introduction ..................................................................................................................................................................50 4.1

 Mathematical Model ..................................................................................................................................................53 4.2

4.2.1 Using only customer location (Model 4a) ..............................................................................................53 

4.2.2 Using both customer location and number of call-outs (Model 1b) ...........................................54 

4.2.3 Number of RVs to be used (Queueing Theory) ....................................................................................55 

 Model Assumptions ...................................................................................................................................................56 4.3

 Model Execution..........................................................................................................................................................56 4.4

 Conclusion......................................................................................................................................................................67 4.5

Chapter 5: Decentralised Location Modelling with Queueing Theory……………………………………...69 

 Introduction ..................................................................................................................................................................69 5.1

 Mathematical Model ..................................................................................................................................................70 5.2

5.2.1 Explicit Location set covering problem with queueing theory .....................................................70 

5.2.2 Maximum coverage location problem with multiple objectives ..................................................72 

 Model Assumptions ...................................................................................................................................................73 5.3

 Model Execution..........................................................................................................................................................74 5.4

 Conclusions................................................................................................................................................................. 102 5.5

Chapter 6: Conclusions…………………………………………………………………………………………………………..103 

References……………………………………………………………………………………………………………………………..105 

Appendix A: Explicit Network Coverage Model Inputs……………………………………………………………109 

1 Matrix Nij............................................................................................................................................................................... 109 

2 Distances between nodes ............................................................................................................................................... 111 

3 Floyd’s Algorithm: Output ............................................................................................................................................. 116 

4 Matrix Cij ............................................................................................................................................................................... 121 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



vi 
 

5 Matrix Wij.............................................................................................................................................................................. 123 

Appendix B: Datasets/Scenarios…………………………………………………………………………………………….128 

1 Introduction ......................................................................................................................................................................... 128 

2 Scenario 1.............................................................................................................................................................................. 128 

3 Scenario 2.............................................................................................................................................................................. 130 

4 Scenario 3.............................................................................................................................................................................. 132 

5 Scenario 4.............................................................................................................................................................................. 134 

Appendix C: Lingo Code………………………………………………………………………………………………………….137 

1 Explicit Network Coverage Model .............................................................................................................................. 137 

2 Single Location Model using both number of call-outs and customer locations. .................................. 138 

3 Queueing Theory................................................................................................................................................................ 139 

4 Location Set Covering Problem (Explicit)............................................................................................................... 139 

5 Maximal Covering Location Problem (Explicit) ................................................................................................... 140 

 Z1 Pre-empting Number of Customers .......................................................................................................... 140 5.1

 Z2 Pre-empting Number of Demand ............................................................................................................... 141 5.2

Appendix D: Macros……………………………………………………………………………………………………………….143 

1 Auto complete symmetrical matrix ........................................................................................................................... 143 

2 Floyd’s Algorithm .............................................................................................................................................................. 143 

Appendix E: Forecasting…………………………………………………………………………………………………………145 

 

  

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



vii 
 

List of Figures 

Figure 1 Burglaries per Capita.................................................................................................................................................... 1 

Figure 2 Burglaries in South Africa .......................................................................................................................................... 5 

Figure 3 Robberies in South Africa ........................................................................................................................................... 5 

Figure 4 Document Flow ............................................................................................................................................................... 8 

Figure 5 Area Coverage................................................................................................................................................................10 

Figure 6 Implicit Coverage .........................................................................................................................................................11 

Figure 7 Explicit Coverage..........................................................................................................................................................11 

Figure 8 Explicit Network Coverage Model (Inputs and Outputs) ...........................................................................30 

Figure 9 Model Execution Tasks ..............................................................................................................................................34 

Figure 10 Map Extract ..................................................................................................................................................................35 

Figure 11 Defining the Area.......................................................................................................................................................36 

Figure 12 Floyd's Algorithm ......................................................................................................................................................38 

Figure 13 Results Scenario 1 .....................................................................................................................................................47 

Figure 14 Results Scenario 2 .....................................................................................................................................................47 

Figure 15 Results Scenario 3 .....................................................................................................................................................48 

Figure 16 Results Scenario 4 .....................................................................................................................................................48 

Figure 17 Single Location Model (Inputs and Outputs)  ................................................................................................51 

Figure 18 Street Layout South Africa.....................................................................................................................................52 

Figure 19 Single Location Model Execution .......................................................................................................................57 

Figure 20 Results Dataset 1 (locations only) .....................................................................................................................59 

Figure 21 Results Dataset 2 (locations only) .....................................................................................................................59 

Figure 22 Results Dataset 3 (locations only) .....................................................................................................................60 

Figure 23 Results Dataset 4 (locations only) .....................................................................................................................60 

Figure 24 Results Dataset 1 (call-outs and customer location) .................................................................................61 

Figure 25 Results Dataset 2 (call-outs and customer location) .................................................................................62 

Figure 26 Results Dataset 3 (call-outs and customer location) .................................................................................62 

Figure 27 Results Dataset 4 (call-outs and customer location) .................................................................................63 

Figure 28 Inter-arrival Times ...................................................................................................................................................66 

Figure 29 Service Times ..............................................................................................................................................................66 

Figure 30 Inter-arrival Times ...................................................................................................................................................67 

Figure 31 Service Times ..............................................................................................................................................................67 

Figure 32 Multiple Location Models (Inputs and Outputs)  .........................................................................................70 

Figure 33 Multiple Location Models (Execution) .............................................................................................................74 

Figure 34 Dataset 1 Sub-Areas .................................................................................................................................................75 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



viii 
 

Figure 35 Dataset 2 Sub-Areas .................................................................................................................................................75 

Figure 36 Dataset 3 Sub-Areas .................................................................................................................................................76 

Figure 37 Dataset 4 Sub-Areas .................................................................................................................................................76 

Figure 38 Potential Facility Location.....................................................................................................................................81 

Figure 39 Potential Facility Location.....................................................................................................................................82 

Figure 40 Potential Facility Location.....................................................................................................................................82 

Figure 41 Potential Facility Location.....................................................................................................................................82 

Figure 42 Pythagorean Theorem.............................................................................................................................................83 

Figure 43 Dataset 1 PIPS Results.............................................................................................................................................84 

Figure 44 Dataset 1 Potential RV Sites..................................................................................................................................84 

Figure 45 Dataset 2 PIPS Results.............................................................................................................................................84 

Figure 46 Dataset 2 Potential RV Sites..................................................................................................................................85 

Figure 47 Dataset 3 PIPS Results.............................................................................................................................................85 

Figure 48 Dataset 3 Potential RV Sites..................................................................................................................................85 

Figure 49 Dataset 4 PIPS Results.............................................................................................................................................86 

Figure 50 Dataset 4 Potential RV Sites..................................................................................................................................86 

Figure 51 Dataset 1 Reduced RV Sites ..................................................................................................................................86 

Figure 52 Dataset 2 Reduced RV Sites ..................................................................................................................................87 

Figure 53 Dataset 1 Demand Coverage.................................................................................................................................98 

Figure 54 Dataset 1 Customer Coverage..............................................................................................................................98 

Figure 55 Dataset 2 Demand Coverage.................................................................................................................................99 

Figure 56 Dataset 2 Customer Coverage..............................................................................................................................99 

Figure 57 Dataset 3 Demand Coverage.............................................................................................................................. 100 

Figure 58 Dataset 3 Customer Coverage........................................................................................................................... 100 

Figure 59 Dataset 4 Demand Coverage.............................................................................................................................. 101 

Figure 60 Dataset 4 Customer Coverage........................................................................................................................... 101 

Figure 61 Clusters Scenario 1 ................................................................................................................................................ 129 

Figure 62 Customers Scenario 1 ........................................................................................................................................... 129 

Figure 63 Customers and Demand per Cluster (Scenario 1)  ................................................................................... 130 

Figure 64 Clusters Scenario 2 ................................................................................................................................................ 130 

Figure 65 Customers Scenario 2 ........................................................................................................................................... 131 

Figure 66 Customers and Demand per Cluster (Scenario 2)  ................................................................................... 131 

Figure 67 Clusters Scenario 3 ................................................................................................................................................ 133 

Figure 68 Customers Scenario 3 ........................................................................................................................................... 133 

Figure 69 Customers and Demand per Cluster (Scenario 3)  ................................................................................... 134 

Figure 70 Clusters Scenario 4 ................................................................................................................................................ 135 

Figure 71 Customers Scenario 4 ........................................................................................................................................... 136 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



ix 
 

Figure 72 Customers and Demand per Cluster (Scenario 4)  ................................................................................... 136 

Figure 73 Forecasting Tasks................................................................................................................................................... 144 

 

List of Tables 

Table 1 Location Set Covering Problem Literature .........................................................................................................17 

Table 2 Maximal Covering Location Problem Literature..............................................................................................24 

Table 3 Matrix Nij ...........................................................................................................................................................................37 

Table 4 Matrix dij............................................................................................................................................................................39 

Table 5 Matrix Dij ...........................................................................................................................................................................40 

Table 6 Customer Density  ..........................................................................................................................................................41 

Table 7 Historical Data (Call-Outs) .........................................................................................................................................42 

Table 8 Call-Outs Linear Regression ......................................................................................................................................43 

Table 9 Forecast Call-Outs..........................................................................................................................................................43 

Table 10 Weight Calculations....................................................................................................................................................45 

Table 11 Area Sizes........................................................................................................................................................................57 

Table 12 Customer Location Coordinates ...........................................................................................................................58 

Table 13 Maximum Distances ...................................................................................................................................................61 

Table 14 Maximum Distances ...................................................................................................................................................63 

Table 15 Percentage Customers out of Range (only location) ...................................................................................64 

Table 16 Percentage Customers out of Range (call-outs and customer locations) ...........................................64 

Table 17 Arrival Rate and Service Rate ................................................................................................................................66 

Table 18 Model Outputs ..............................................................................................................................................................67 

Table 19 Arrival Rate and Service Rate ................................................................................................................................67 

Table 20 Model Outputs ..............................................................................................................................................................67 

Table 21 Matrix Nk All Datasets ..............................................................................................................................................78 

Table 22 Matrices ARk, SRk and dk for all Datasets........................................................................................................81 

Table 23 Dataset 1 Output..........................................................................................................................................................88 

Table 24 Dataset 1 Queueing Theory ....................................................................................................................................90 

Table 25 Dataset 2 Output..........................................................................................................................................................90 

Table 26 Dataset 2 Queueing Theory ....................................................................................................................................93 

Table 27 Dataset 3 Output..........................................................................................................................................................93 

Table 28 Dataset 3 Queueing Theory ....................................................................................................................................94 

Table 29 Dataset 4 Output..........................................................................................................................................................94 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 

file:///C:/Users/kellermanr/Documents/Masters/M_Document%20v2.docx%23_Toc395371143


x 
 

Table 30 Dataset 4 Queueing Theory ....................................................................................................................................95 

Table 31 Dataset 1: Model 5b Results ...................................................................................................................................97 

Table 32 Dataset 2: Model 5b Results ...................................................................................................................................98 

Table 33 Dataset 3: Model 5b Results ...................................................................................................................................99 

Table 34 Dataset 4: Model 5b Results ................................................................................................................................ 100 

Table 35 Matrix Nij (Part 1).................................................................................................................................................... 110 

Table 36 Matrix Nij (Part 2).................................................................................................................................................... 111 

Table 37 Distance Matrix (Part 1)........................................................................................................................................ 113 

Table 38 Distance Matrix (Part 2)........................................................................................................................................ 116 

Table 39 Floyd's Algorithm (Part 1) ................................................................................................................................... 119 

Table 40 Floyd's Algorithm (Part 2) ................................................................................................................................... 121 

Table 41 Matrix Cij (Part 1) .................................................................................................................................................... 122 

Table 42 Matrix Cij (Part 2) .................................................................................................................................................... 123 

Table 43 Matrix Wij (Part 1)................................................................................................................................................... 125 

Table 44 Matrix Wij (Part 2)................................................................................................................................................... 127 

Table 45 Cluster Information Scenario 3 .......................................................................................................................... 132 

Table 46 Cluster Information Scenario 4 .......................................................................................................................... 135 

 

  
 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



xi 
 

List of Acronyms 

RV Reaction Vehicle 

SAPS South African Police Service 

SAIDSA South African Intruder Detection Services Association 

PSIRA Private Security Industry Authority Association 

SASA Security Association of South Africa 

VESA Vehicle Security Association of South Africa 

SCP Set Covering Problem 

MCLP Maximal Covering Location Problem 

BCLP Backup Covering Location Problem 

LSCP Location Set Covering Problem 

PIPS Polygon Intersection Point Set 

 

 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



1 
 

Chapter 1  

Introduction 

 Crime in South Africa 1.1

South Africa is one of the countries in the world with the highest number of burglaries per 

capita, which leads to an increase in the number of South Africans that make use of private 

security companies to protect themselves and their assets (Irish: 1999).  South Africa ranks 

tenth in the world with approximately 8.9 burglaries per 1000 people (see figure 1) (Rapid 

Intelligence: 2005).  This is the highest number of burglaries per capita in Africa.  Although 

there are certain areas with higher crime rates than others, the problem with crime is the 

inability to predict when or where it will occur. One can only take steps to help prevent 

burglaries (Weber: 2012) or respond to it when it occurs.  One way to respond to crime is to  

have an efficient alarm system that is installed and maintained by a registered security company 

that provides armed response or reaction vehicle (RV) services. 

 

Figure 1 Burglaries per Capita 

 Private Security of South Africa 1.2

The private security industry of South Africa is a very competitive environment (Irish: 1999).  

According to the Private Security Industry Regulatory Authority’s (PSIRA) annual report for the 

period 2009/2010 the registered active security businesses have increased from 6 392 to 7 459 

(nTier Software Services: 2007) in one year, which is also confirmed by Irish (1999) that stated: 

“The private security industry is one of the rapidly growing economic sectors in South Africa”. 
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There are various reasons for the rapid growth in the private security industry, some of these 

reasons are (Irish: 1999): 

 Scaling down and withdrawal of police from some of its functions. 

 The perception that the police are unable to protect the public. 

 Insurance companies insist on having increased security. 

 Due to the large number of security businesses and the competitiveness of the industry, it is 

essential to continuously improve the methods and processes of the business, as well as to 

comply with industry standards and be registered with the relevant associations. 

It is important to differentiate between the South African Police Service (SAPS) and the private 

security industry – the objective of the SAPS is to protect the public at large, whereas the private 

security industry has a profit motive and is only accountable to its clients (Irish: 1999). 

The private security industry consists of various components, these components can be seen as 

the various services provided by private security companies, and these components are (Irish: 

1999): 

 Guarding:  This is guarding of fixed assets, for example buildings, shopping malls and 

schools. 

 Armed response:  This is a fleet of response vehicles that responds when a service is 

required, this can be due to a burglary, fire or medical emergencies to name but a few 

(Manic Creations: 2013). 

 Cash-in-transit:  This is transport of cash between various companies for example shops 

and banks. 

 Electronic hardware:  This is the installation of alarms and other security devices. 

 Investigation and risk management:  This is the field of private investigators and risk 

consultants. Certain companies also provide investigators that operate as debt collectors 

and tracing agents. 

This dissertation, only focuses on the armed response component. 

According to South African Intruder Detection Services Association (SAIDSA) (nTier Software 

Services: 2007) an RV is a vehicle that is solely dedicated to the purpose of responding to clients 

in a predetermined area.  

The only requirements for RVs with regard to performance stated by SAIDSA are: 
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 A minimum of 2 vehicles must be fully equipped, manned and available for 24-hours per 

day with a minimum of one fully-equipped backup vehicle. 

 The areas allocated to each vehicle must be predetermined and clearly marked on a 

map, which must be maintained for inspection. 

 A log must be maintained for all cases where the reaction time exceeds 15 minutes.  If 

10% of the occurrences in a specific area exceed 15 minutes, the situation must be 

reviewed and required steps must be taken to comply with the requirements of a 15 

minute maximum reaction time. 

The guidelines by SAIDSA also clearly state that “there can be no guarantee that a reaction 

service will arrive at a site within a specific time period” (Rudolph: 2011).  This is 

understandable since one cannot exactly predict where burglaries or crimes will occur and 

companies therefore must take strategic actions to minimize the response time when service is 

required. 

Currently, the management of RVs are done by managers of security companies without using 

any specific tools or techniques.  

 Rationale for the Research 1.3

1.3.1 Managerial Implications 

The private security industry of South Africa is unique due to the context in which it was 

developed, this industry in the US and Europe was developed without any input from the state – 

this was not the case in South Africa (Irish: 1999).  Very little formal research has been done on 

the techniques and procedures used in South Africa. 

Contracts with large private security companies often become very expensive, which leads to 

cancelation of contracts even though they still need the service.  This leads to an increase in 

small companies with lower tariffs, unfortunately these tariffs are usually achieved by cutting 

running costs to a minimum – this will directly affect the quality of service provided (Irish: 

1999).  The research done will help companies to use their resources more effectively and help 

to determine the achievable service levels. 

Various location models have been developed to help with decision making when locating 

facilities, some of these criteria used are cost and distance from demand points (Farahani et al: 

2012).  In this dissertation these models will be adapted to fulfil the needs of private security 

companies of South Africa. 
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1.3.2 Questions to be addressed 

The preliminary research indicates that various questions with regard to reaction vehicles still 

need to be answered.  The following research questions need answers: 

 Does the demand for reaction vehicles follow any trends? 

 Do certain areas have a higher demand than others? 

 Is there a relationship between the number of customers in an area and the demand for 

reaction vehicles? 

 Does the time of day have an influence on demand for reaction vehicles? 

 Does the time of day have an influence on the response time of vehicles? 

 How should reaction vehicle locations change according to the time of day? 

 How do company policies influence reaction vehicle locations? 

 What is the current service level of reaction vehicles? 

 What should be done to increase the service level of reaction vehicles? 

 What is the relevance of queueing theory to reaction vehicle operation? 

 How should the workforce of a private security company be allocated/ scheduled to 

improve service level or to achieve a certain service level? 

 Can models be developed and implemented to solve reaction vehicle location problems? 

All these problems should be addressed in such a fashion that they would be applicable to all 

private security companies in South Africa (those that provide armed response or reaction 

vehicle services). 

1.3.3 Research Objectives 

By addressing the research questions above it becomes clear that more research needs to be 

done on reaction vehicles – especially in the South African environment.  To address the 

research problem, models will be developed to assist managers of security companies with the 

positioning of RVs.  From these models managers will further be able to predict how many 

vehicles would be required during specific time periods as well as the service level they will be 

able to achieve. 

The models will be developed in such a way that they can be used by any privately owned 

security company in South Africa (those that need to comply with the governing bodies 

mentioned in this document) by entering the company’s own input data such as area of 

operation, response times, customer locations and number of call-outs. 
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The proposed models will assist companies to improve the utilization of their resources, to 

respond to demand as rapidly as possible and to comply with industry standards and 

regulations. 

1.3.4 Importance of the Research Problem 

According to the annual statistics of the South African Police Service (2012) the number of 

burglaries and robberies at residential premises decreased over the past few years, but with 

16 766 robberies and 245 531 burglaries in 2011/2012, the numbers remain some of the 

highest in the world. 

 

Figure 2 Burglaries in South Africa 

 

Figure 3 Robberies in South Africa 

A research of crime survey was conducted by Statistics South Africa (Stats SA) (2012) on private 

households in all nine provinces in South Africa.  The research showed that 59.3% of all 

households perceive housebreaking/burglary to be one of the most common types of crime and 

35.2% of the households believed that it increased over recent years.  Studies further showed 

that the crime most feared by households was housebreaking/burglary (57,4%). 
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According to the study approximately half of the households took physical measures to protect 

their homes (these include burglar bars, electric fencing and alarm systems).  Most incidents 

occur during the night, afternoon hours or early morning hours. 

The research conducted showed that only 60% of housebreaking/burglary events were 

reported to the police.  Some people who did not report the crime to the police did report the 

crime to a private security company.  This shows that South African citizens feel that the South 

African police cannot help them. This statement is supported by the fact that 20% of all the 

households feel that more money should be spent on law enforcement. 

People feel that they have the need to get support and protection with the assistance of security 

services.  This research will help privately owned security companies to increase the level of 

service they provide to their customers and give them the necessary guidelines required to 

increase their service levels. 

1.3.5 Limitations and Assumptions of the Study 

Although statistics are available on past occurrences of crime, one remains unable to accurately 

predict when and where it will take place.  Only limited research will be done on how to prevent 

crime, focus will be placed on responding to the point where the crime took place as soon as 

possible and the utilization of resources. 

The models developed during the research will only be applicable within the context of the 

private security industry in South Africa and the requirements set out by SAIDSA (South African 

Intruder Detection Services Association) will be taken into consideration. 

 Concluding Remarks and Scope of Work 1.4

This research comprises a comprehensive literature review of location models that are 

currently used by various industries.  The aim of this research is to develop location models for 

RVs in the context of the private security industry of South Africa.  The literature review is 

undertaken to analyse previous location models.  The gathered information will be used as a 

framework to develop generic location models that can be used by private security industry of 

South Africa. 

Further research was carried out to understand how RVs of the private security industry 

operate and what the guidelines set out by governing bodies are.  Data was also analysed to 

determince how the number of customers and number of call-outs influence the predetermined 

locations of RVs. 
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In summary, RVs are used to respond to a crime or burglary when it does occur (this has 

nothing to do with crime prevention).  Privately owned security companies need to make 

strategic decisions when determining the locations of RVs.  Several location models for RVs are 

studied in this dissertation: 

Chapter 1 is introductory in nature and gives a brief description of the importance of RVs in the 

South African context in responding to crime. 

The literature review discusses various location models that are currently used in different 

industries. This in discussed in Chapter 2. 

In Chapter 3, a generic location model is developed, executed and interpreted for companies 

that operate in a fairly small area.  This model determines which RVs should respond to which 

call-outs/customers at  street level. 

In Chapter 4, models are developed, executed and interpreted where companies locate all their 

vehicles at a single location.  The model uses queueing theory to determine how many RVs 

should be used by the privately owned security company. 

When companies operate in a larger area it is often not possible to determine the response area 

up to  street level, in these instances the RV would be located to respond to a specific area.  

In Chapter 5 multi-objective optimization models are developed, executed and interpreted for 

scenarios where the number of available RVs is finite or infinite.  This chapter also takes 

queueing theory into consideration when locating RVs. 

In Chapter 6, the concluding remarks of the dissertation are presented. 

The following flow chart presents a systematic way of the thesis. 
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Figure 4 Document Flow 
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Chapter 2  

Literature Review 

 Introduction 2.1

This chapter focuses on providing an overview of location models that is currently used in the 

various industries. Section 2.2 gives an overview on the present-state-of-art of covering models.  

Section 2.3 discusses the difference between explicit and implicit location models.  Section 2.4 

discusses the Location Set Covering Problem (LSCP), section 2.5 the Maximal Covering Location 

Problem (MCLP) and section 2.6 the Backup Covering Location Problem (BCLP).  Section 2.7 

concludes the chapter. 

 Covering Models: Present-state-of-art 2.2

Location problems are not a new research field and much in depth research has been done over 

the past years on this topic (Farahani et al: 2011).  It is believed that mathematical location 

modelling can identify the “optimal” location for facilities when realistic objectives are identified 

by some quantified measure (Church et al: 1974).  This research field is attractive due to the fact 

that it is very applicable in real-life situations, especially for services and emergency facilities 

(Faharani et al: 2011) such as emergency medical services, ambulances and fire response 

stations (Murray et al: 2010).   If good decisions are made when locating facilities that provide 

goods and services it will reduce the operational costs (Murray et al: 2010) and improve service.  

The first location problems was developed by Hakimi (1964), where the purpose of his research 

was to find optimum locations for switching centres on a communication network and police 

stations on a highway system.  The optimum locations were determined by allocating weights to 

both the vertices and branches in the networks and locating facilities closer to the vertices or 

branches with the greatest weights. 

Different covering problems have different goals and constraints. In certain location problems a 

customer is serviced by at least one facility within a critical distance (this distance also relates 

to the time it takes to reach the customer from the facility).   In most covering problems a 

customer receives services by facilities depending on the distance between the customer and 

the facility (Farahani et al: 2011). 

According to Schilling et al. (1993) covering models can be divided into two categories namely 

Set Covering Problems (SCPs) and Maximal Covering Location Problems (MCLPs).  Murray et al. 
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(2010) suggests that a third type of deterministic problem should be added, known as the 

backup covering location problem (BCLP).  These models have to do with (Murray et al: 2010): 

 completely covering all the demand by using the minimum number of facilities, 

 covering as much demand as possible by using only a limited number of facilities, and 

 increasing the likelihood of facility availability for service through the provision of 

backup coverage by other facilities. 

 Implicit and Explicit models 2.3

When a demand area is presented by a space instead of a point the solution of locations 

problems becomes more complicated (Murray et al: 2010).  This is explained in figure 5 below 

where it can be seen that the demand area is not completely covered by one of the two facilities.  

Both of the facilities partially cover the area.  This causes errors in the solutions of the problems 

by locating too many or too few facilities and overestimating or underestimating demand 

served.  To address these errors, the implicit and explicit covering problems were developed. 

Implicit and explicit models work in practice, because it is necessary to locate facilities in a 

complimentary fashion (Murray et al: 2010).   

 

Figure 5 Area Coverage 

Implicit coverage is the concept that these relationships may be modelled without tracking 

combinations of facilities providing coverage to an area (Murray et al: 2010).  Implicit coverage 

takes into consideration that an accepted level of coverage is reached if a certain percentage 

(user defined) is covered by the facility or combination of facilities.  In figure 6 below the area is 

approximately 50% covered (using implicit covering). 

 

 
 j 

j’ 

Facility 

Facility j service coverage 

Facility j’ service coverage 

Demand area 
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Figure 6 Implicit Coverage 

Explicit coverage is exactly accounting for coverage provided to a demand area by a specific set 

of facilities (Murray et al: 2010).  By using explicit coverage all combinations of potential 

coverage must be taken into consideration.  The demand area will be completely covered when 

explicit coverage is used, see the figure below. 

 

Figure 7 Explicit Coverage 

The main difference between implicit coverage and explicit coverage is that by using implicit 

coverage the level of coverage is estimated, but by using explicit coverage an exact level of 

coverage is used. 

 Location Set Covering Problem (LSCP) 2.4

2.4.1 Background 

The location set covering problem attempts to minimize the cost associated with facilities 

(minimize the number of facilities located) and their locations, while still providing a specified 

level of coverage (Farahani et al: 2012)(Murray et al: 2010) – the specified level of coverage is 

achieved if the response distance or time is within the upper limit determined by the user 

(Toregas et al: 1971).  By doing this the maximum time or distance that seperates the facility 

and the demand point is the crucial parameter (Toregas et al: 1971). 

  
  j 

j’ 

Facility 

Facility j service coverage 

Facility j’ service coverage 

Demand area 

  
  j 

j’ 

Facility 

Facility j service coverage 

Facility j’ service coverage 

Demand area 
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The mathematical formulation of the LSCP is as follows: 

𝑖 ≜ 𝑑𝑒𝑚𝑎𝑛𝑑 𝑛𝑜𝑑𝑒𝑠   

𝑗 ≜ 𝑓𝑎𝑐𝑖𝑙𝑖𝑡𝑦  

𝑥𝑗  ≜  {
1 𝑖𝑓 𝑎 𝑓𝑎𝑐𝑖𝑙𝑖𝑡𝑦 𝑠ℎ𝑜𝑢𝑙𝑑 𝑏𝑒 𝑙𝑜𝑐𝑎𝑡𝑒𝑑 𝑎𝑡 𝑛𝑜𝑑𝑒 𝑗
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                                            

  

𝑆 ≜ 𝑡ℎ𝑒 𝑚𝑎𝑥𝑖𝑚𝑢𝑚 𝑠𝑒𝑟𝑣𝑖𝑐𝑖𝑛𝑔 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒  

𝑐𝑗  ≜ 𝑐𝑜𝑠𝑡 𝑜𝑓 𝑙𝑜𝑐𝑎𝑡𝑖𝑛𝑔 𝑓𝑎𝑐𝑖𝑙𝑖𝑡𝑦 𝑎𝑡 𝑛𝑜𝑑𝑒 𝑗  

𝑎𝑖𝑗  ≜  {
1 𝑖𝑓 𝑡ℎ𝑒 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑛𝑜𝑑𝑒 𝑖 𝑎𝑛𝑑 𝑗 𝑖𝑠 𝑠𝑚𝑎𝑙𝑙𝑒𝑟 𝑡ℎ𝑎𝑛 𝑆
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                                                                        

  

 𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 ∑ 𝑐𝑗𝑥𝑗
𝑛
𝑗=1         (2.1) 

Subject to: 

∑ 𝑎𝑖𝑗𝑥𝑗  ≥ 1𝑛
𝑗=1    ∀ 𝑖 ∈ {1. . 𝑚}     (2.2) 

𝑥𝑗  ∈ {0; 1}    ∀ 𝑗 ∈ {1. . 𝑛}     (2.3) 

The objective function (2.1) minimizes the cost of locating facilities.  If the cost of locating a 

facility at a node is either zero or identical for each node, the set covering problem becomes the 

Minimum Cardinality Set Covering Problem (MCSCP) or the Unicost Set Covering Problem 

(USCP).  In these instances the model will minimize the number of located facilities.  Constraint 

(2.2) ensures that all of the demand nodes are covered by at least one facility. Constraint (2.3) is 

a binary constraint. 

The Set Covering Problem has some problems that are addressed in other adaptions of the 

model, one of the problems is capacity constraints that are for example not taken into 

consideration, the model does not take the number of demands serviced by each facility or the 

area size (if the areas do not overlap) into consideration.  This means that some facilities can 

cover a very small area or very little demand. 

2.4.2 Location Set Covering Problem (LSCP) Implicit and Explicit 

2.4.2.1 Implicit-Model 

The notation of the model is as follows: 

𝑖 ≜ 𝑡ℎ𝑒 𝑖𝑛𝑑𝑒𝑥 𝑜𝑓 𝑑𝑒𝑚𝑎𝑛𝑑 𝑎𝑟𝑒𝑎𝑠   
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𝑗 ≜ 𝑡ℎ𝑒 𝑖𝑛𝑑𝑒𝑥 𝑜𝑓 𝑓𝑎𝑐𝑖𝑙𝑖𝑡𝑖𝑒𝑠  

𝑘 ≜ 𝑡ℎ𝑒 𝑖𝑛𝑑𝑒𝑥 𝑜𝑓 𝑐𝑜𝑣𝑒𝑟𝑎𝑔𝑒 𝑙𝑒𝑣𝑒𝑙𝑠  

𝑥𝑗  ≜ {
1 𝑖𝑓 𝑎 𝑓𝑎𝑐𝑖𝑙𝑖𝑡𝑦 𝑠ℎ𝑜𝑢𝑙𝑑 𝑏𝑒 𝑙𝑜𝑐𝑎𝑡𝑒𝑑 𝑎𝑡 𝑝𝑜𝑖𝑛𝑡 𝑗
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                                             

  

𝑌𝑖𝑘  ≜ {
1 𝑖𝑓 𝑎𝑟𝑒𝑎 𝑖 𝑖𝑠 𝑐𝑜𝑣𝑒𝑟𝑒𝑑 𝑎𝑡 𝑙𝑒𝑣𝑒𝑙 𝑘
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                       

  

𝛽𝑘  ≜ 𝑡ℎ𝑒 𝑚𝑖𝑛𝑖𝑚𝑢𝑚 𝑟𝑒𝑞𝑢𝑖𝑟𝑒𝑑 𝑝𝑒𝑟𝑐𝑒𝑛𝑡𝑎𝑔𝑒 𝑎𝑡 𝑙𝑒𝑣𝑒𝑙 𝑘  

𝛼𝑘  ≜ 𝑡ℎ𝑒 𝑚𝑖𝑛𝑖𝑚𝑢𝑚 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑟𝑒𝑞𝑢𝑖𝑟𝑒𝑑 𝑓𝑎𝑐𝑖𝑙𝑖𝑡𝑖𝑒𝑠 𝑓𝑜𝑟 𝑐𝑜𝑣𝑒𝑟𝑖𝑛𝑔 𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑒𝑙𝑦 𝑎𝑡  

           𝑡ℎ𝑒 𝑘𝑡ℎ  𝑙𝑒𝑣𝑒𝑙   

𝛺𝑖𝑘  ≜ 𝑡ℎ𝑒 𝑠𝑒𝑡 𝑜𝑓 𝑝𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙 𝑓𝑎𝑐𝑖𝑙𝑖𝑡𝑖𝑒𝑠 𝑐𝑜𝑣𝑒𝑟 𝑎𝑟𝑒𝑎 𝑖 𝑎𝑡 𝑙𝑒𝑎𝑠𝑡 𝛽𝑘  

The LSCP-Implicit mathematical model is as follows: 

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝑧 =  ∑ 𝑥𝑗𝑗         (2.4) 

Subject to: 

∑ 𝑥𝑗  ≥  𝛼𝑘𝑌𝑖𝑘𝑗 ∈ 𝛺𝑖𝑘
   ∀ 𝑖, 𝑘      (2.5) 

∑ 𝑌𝑖𝑘 = 1𝑘      ∀ 𝑖       (2.6) 

𝑌𝑖𝑘  ∈ {0; 1}    ∀ 𝑖, 𝑘      (2.7) 

𝑥𝑗  ∈ {0; 1}    ∀ 𝑗      (2.8) 

The objective function (2.4) minimizes the number of facilities that must be located. Constraint 

(2.5) states that for completely covering demand area at level k, 𝛼𝑘 facilities must be located.  

Constraint (2.6) ensures the existence of the coverage at level k.  Constraints (2.7) and (2.8) are 

binary constraints. 

2.4.2.2 Explicit-Model 

The notation of the model is as follows: 

𝑖 ≜  𝑡ℎ𝑒 𝑖𝑛𝑑𝑒𝑥 𝑜𝑓 𝑑𝑒𝑚𝑎𝑛𝑑 𝑎𝑟𝑒𝑎𝑠   

𝑗 ≜  𝑝𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙 𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛𝑠 𝑓𝑜𝑟 𝑓𝑎𝑐𝑖𝑙𝑖𝑡𝑖𝑒𝑠  

𝑘 ≜  𝑡ℎ𝑒 𝑖𝑛𝑑𝑒𝑥 𝑜𝑓 𝑐𝑜𝑣𝑒𝑟𝑎𝑔𝑒 𝑙𝑒𝑣𝑒𝑙𝑠  
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𝑙 ≜  𝑡ℎ𝑒 𝑖𝑛𝑑𝑒𝑥 𝑜𝑓 𝑓𝑎𝑐𝑖𝑙𝑖𝑡𝑦 𝑐𝑜𝑛𝑓𝑖𝑔𝑢𝑟𝑎𝑡𝑖𝑜𝑛  

𝛹𝑖𝑘  ≜  𝑡ℎ𝑒 𝑠𝑒𝑡 𝑜𝑓 𝑘 𝑓𝑎𝑐𝑖𝑙𝑖𝑡𝑦 𝑐𝑜𝑛𝑓𝑖𝑔𝑢𝑟𝑎𝑡𝑖𝑜𝑛𝑠 𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑒𝑙𝑦 𝑐𝑜𝑣𝑒𝑟𝑖𝑛𝑔 𝑎𝑟𝑒𝑎 𝑖  

∆𝑖𝑘𝑙  ≜  𝑡ℎ𝑒 𝑠𝑒𝑡 𝑜𝑓 𝑘 𝑓𝑎𝑐𝑖𝑙𝑖𝑡𝑖𝑒𝑠 𝑖𝑛 𝑙𝑡ℎ 𝑐𝑜𝑛𝑓𝑖𝑔𝑢𝑟𝑎𝑡𝑖𝑜𝑛 𝑤ℎ𝑖𝑐ℎ 𝑐𝑜𝑣𝑒𝑟𝑠 𝑎𝑟𝑒𝑎 𝑖 𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑒𝑙𝑦  

𝑥𝑗  ≜ {
1 𝑖𝑓 𝑎 𝑓𝑎𝑐𝑖𝑙𝑖𝑡𝑦 𝑠ℎ𝑜𝑢𝑙𝑑 𝑏𝑒 𝑙𝑜𝑐𝑎𝑡𝑒𝑑 𝑎𝑡 𝑝𝑜𝑖𝑛𝑡 𝑗
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                                             

 

𝑍𝑖𝑘𝑙  ≜  {
1 𝑖𝑓 𝑎𝑟𝑒𝑎 𝑖 𝑖𝑠 𝑐𝑜𝑣𝑒𝑟𝑒𝑑 𝑏𝑦 𝑐𝑜𝑛𝑓𝑖𝑔𝑢𝑟𝑎𝑡𝑖𝑜𝑛 𝑙 𝑎𝑡 𝑙𝑒𝑣𝑒𝑙 𝑘
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                                                              

  

The LSCP-Explicit mathematical model is as follows: 

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝑧 =  ∑ 𝑥𝑗𝑗          (2.9) 

Subject to: 

∑ ∑ 𝑍𝑖𝑘𝑙 = 1𝑙 ∈ 𝛹𝑖𝑘𝑘    ∀ 𝑖       (2.10) 

𝑥𝑗  ≥  𝑍𝑖𝑘𝑙    ∀ 𝑖, 𝑘, 𝑙 ∈  𝛹𝑖𝑘 , 𝑗 ∈  ∆𝑖𝑘𝑙   (2.11) 

𝑍𝑖𝑘𝑙  ∈ {0; 1}    ∀ 𝑖, 𝑘, 𝑙 ∈  𝛹𝑖𝑘     (2.12) 

𝑥𝑗  ∈ {0; 1}    ∀ 𝑗      (2.13) 

The objective function (2.9) minimizes the number of facilities that must be located.  According 

to constraint (2.10) a k-facility configuration must be chosen to completely cover a demand 

area.  Constraint (2.11) indicates that a configuration can be assumed only when the required 

facilities are located.  Constraints (2.12) and (2.13) are both binary constraints on the decision 

variables. 
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2.4.3 Present-State-of-Art: Location Set Covering Problem 

Year Author/s Method and Approach Contribution and/or Comments 

1971 Toregas, Swain, ReVelle, 

Bergman 

 Location set covering problem. 

 Minimum Cardinality Set Covering Problem 

(MCSCP). 

 Unicost set covering problem. 

 Integer programming problem. 

 Use to site emergency service facilities. 

 

1976 ReVelle, Toregas, Falkson  Applications of the set covering problem. 

 Arc covering formulation. 

 The problem of ambulance location. 

 Adapt set covering problem to apply to new 

situations. 

1979 Church, Meadows  Location modelling utilizing maximum service 

distance criteria. 

 Facilities can be placed anywhere on node. 

 In optimal solution, the facilities are located on 

network intersect point set (NIPS). 

 Improves coverage by placing facilities along the 

arcs of the network. 

1988 Current, Storbeck  Capacitated covering models  Assumes facilities in location covering models to 

this date are uncapacitated. 

 Places capacities on the facilities. 

1992 Current, O’Kelly  Application of location set covering problem.  Determines locations of emergency warning 

sirens. 

 Analyse cost implications of various policies. 

1994 Marianov, Revelle  Queueing probabilistic location set covering  Takes probability that server is available into 
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problem. 

 Apply queueing theory to availability constraint. 

consideration. 

2002 Beraldi, Ruszczynski  Probabilistic Set-Covering Problem  Uses probabilistically efficient points of binary 

vectors. 

 Develop enumeration methods. 

 Branch-and-Bound algorithms. 

2006 Rajagopalan, Saydam, Xiao  Multi-period set covering location model for 

dynamic redeployment of ambulances. 

 Validated using simulation model. 

 Use Tabu search algorithm. 

 Address the issue of demand fluctuations 

throughout different time periods. 

 Determine minimum number of ambulances and 

locations for each time cluster. 

 Determine probability that ambulance is busy. 

 Experimental datasets used. 

2008 Eiselt, Marianov  Gradual location set covering with service quality.  Replaces covered/not covered with gradual 

covering. 

 Includes quality of service criterion. 

 Compares size and features of models. 

2008 Saxena, Goyal, Lejeune  Mixed Integer Programming formulations for the 

probabilistic set covering problem. 

 Introduce the concepts of p-inefficiency and 

polarity cuts. 

 Uses test-bed of almost 10 000 probabilistic 

instances. 

 Procedure is faster than existing approaches. 

2010 Murray, Tong, Kim  Implicit covering location problem.  Uses GIS. 
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 Explicit covering location problem. 

2013 Drezner, Drezner  Multiple facility location problem with gradual 

coverage. 

 Heuristic algorithms. 

 Tabu search algorithm. 

 Includes partial coverage. 

 Positioning of cell phone towers. 

 Demand point covered as much as possible and 

no demand points with low coverage. 

Table 1 Location Set Covering Problem Literature 
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 Maximal Covering Location Problem (MCLP) 2.5

2.5.1 Background 

Users of location models recognized that it is often too costly to service all demand nodes since 

it may be impractical or budgetary constraints will not allow it (Church et al: 1974).  When a 

company locates four facilities which cover 90% of the demand and five facilities cover 100% of 

the demand, it is often too costly to locate an extra facility for the 10% increase in coverage 

(Church et al: 1974).  For this reason the MCLP was developed.  The MCLP locates a specified 

number of facilities while maximizing the total demand covered (Murray et al: 2010). 

The mathematical model is as follows (Farahani et al: 2011): 

𝑖  ≜  𝑑𝑒𝑚𝑎𝑛𝑑 𝑛𝑜𝑑𝑒𝑠  

𝑗 ≜  𝑝𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙 𝑓𝑎𝑐𝑖𝑙𝑖𝑡𝑦 𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛𝑠  

ℎ𝑖  ≜ 𝑑𝑒𝑚𝑎𝑛𝑑 𝑎𝑡 𝑛𝑜𝑑𝑒 𝑖  

𝑆 ≜  𝑡ℎ𝑒 𝑑𝑒𝑠𝑖𝑟𝑒𝑑 𝑡𝑖𝑚𝑒 𝑓𝑟𝑜𝑚 𝑡ℎ𝑒 𝑓𝑎𝑐𝑖𝑙𝑖𝑡𝑦 𝑡𝑜 𝑡ℎ𝑒 𝑠𝑒𝑟𝑣𝑒𝑟  

𝑃 ≜  𝑡ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑎𝑐𝑖𝑙𝑖𝑡𝑖𝑒𝑠 𝑡𝑜 𝑙𝑜𝑐𝑎𝑡𝑒  

𝛼𝑖𝑗  ≜ {
1 𝑖𝑓 𝑡ℎ𝑒 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑖 𝑎𝑛𝑑 𝑗 𝑖𝑠 𝑠𝑚𝑎𝑙𝑙𝑒𝑟 𝑡ℎ𝑎𝑛 𝑆
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                                                             

   

𝑥𝑗  ≜  {
1 𝑖𝑓 𝑓𝑎𝑐𝑖𝑙𝑖𝑡𝑦 𝑚𝑢𝑠𝑡 𝑏𝑒 𝑙𝑜𝑐𝑎𝑡𝑒𝑑 𝑎𝑡 𝑛𝑜𝑑𝑒 𝑗
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                                     

  

𝑧𝑖  ≜  {
1 𝑖𝑓 𝑛𝑜𝑑𝑒 𝑖 𝑖𝑠 𝑐𝑜𝑣𝑒𝑟𝑒𝑑
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                    

  

𝑀𝑎𝑥𝑖𝑚𝑖𝑧𝑒 ℎ𝑖 × 𝑧𝑖        (2.14) 

Subject to: 

𝑧𝑖  ≤  ∑ 𝛼𝑖𝑗 × 𝑥𝑗𝑗      ∀ 𝑖     (2.15) 

∑ 𝑥𝑗  ≤ 𝑃𝑗           (2.16) 

𝑧𝑖  ∈ {0; 1}     ∀ 𝑖      (2.17) 

𝑥𝑗  ∈ {0; 1}     ∀ 𝑗     (2.18) 

The objective function (2.14) maximizes the demand covered by the facilities.  Constraint (2.15) 

is the relation between the coverage and location variables. It states that demand node j is 
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covered if at least one facility at one of the potential sites are able to cover node j, is located.  

Constraint (2.16) limits the number of facilities that must be located.  Constraints (2.17) and 

(2.18) are both binary constraints on the decision variables. 

2.5.2 Maximum Covering Location Problem (MCLP) Implicit and Explicit 

2.5.2.1 Implicit-Model 

Before using the Implicit MCLP model, a value of 𝛽𝑘 must be chosen, where 𝛽𝑘 is the minimum 

acceptable coverage percentage at level k.  For RVs the entire demand area must be covered, 

thus it would be 100%. 

𝑖 ≜  𝑑𝑒𝑚𝑎𝑛𝑑 𝑎𝑟𝑒𝑎𝑠  

𝑗 ≜  𝑝𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙 𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛𝑠 𝑓𝑜𝑟 𝑓𝑎𝑐𝑖𝑙𝑖𝑡𝑖𝑒𝑠  

𝑘 ≜  𝑖𝑛𝑑𝑒𝑥 𝑜𝑓 𝑐𝑜𝑣𝑒𝑟𝑎𝑔𝑒 𝑙𝑒𝑣𝑒𝑙𝑠 (1,2,3, … , 𝐾)  

𝛺𝑖𝑘 ≜   𝑠𝑒𝑡 𝑜𝑓 𝑝𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙 𝑓𝑎𝑐𝑖𝑙𝑖𝑡𝑖𝑒𝑠 𝑗 𝑝𝑎𝑟𝑡𝑖𝑎𝑙𝑙𝑦 𝑐𝑜𝑣𝑒𝑟𝑖𝑛𝑔 𝑎𝑟𝑒𝑎 𝑖  𝑎𝑡 𝑙𝑒𝑎𝑠𝑡 𝛽𝑘  

𝑋𝑗 ≜ {
1 𝑖𝑓 𝑎 𝑓𝑎𝑐𝑖𝑙𝑖𝑡𝑦 𝑖𝑠 𝑙𝑜𝑐𝑎𝑡𝑒𝑑 𝑎𝑡 𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛 𝑗
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                                   

  

𝛼𝑘 ≜  𝑚𝑖𝑛𝑖𝑚𝑢𝑚 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑎𝑐𝑖𝑙𝑖𝑡𝑖𝑒𝑠 𝑛𝑒𝑒𝑑𝑒𝑑 𝑓𝑜𝑟 𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑒 𝑐𝑜𝑣𝑒𝑟𝑎𝑔𝑒 𝑎𝑡 𝑙𝑒𝑣𝑒𝑙 𝑘  

𝑌𝑖𝑘 ≜ {
1 𝑖𝑓 𝑎𝑟𝑒𝑎 𝑖 𝑖𝑠 𝑐𝑜𝑣𝑒𝑟𝑒𝑑 𝑎𝑡 𝑙𝑒𝑣𝑒𝑙 𝑘
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                       

  

𝑝 ≜  𝑡ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑎𝑐𝑖𝑙𝑖𝑡𝑖𝑒𝑠 𝑡𝑜 𝑙𝑜𝑐𝑎𝑡𝑒  

𝑍𝑖 ≜ {
1 𝑖𝑓 𝑎𝑟𝑒𝑎 𝑖  𝑖𝑠 𝑠𝑢𝑖𝑡𝑎𝑏𝑙𝑦 𝑐𝑜𝑣𝑒𝑟𝑒𝑑 𝑏𝑦 𝑎 𝑠𝑖𝑡𝑒𝑑 𝑓𝑎𝑐𝑖𝑙𝑖𝑡𝑦
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                                                           

  

𝑔𝑖 ≜ 𝑑𝑒𝑚𝑎𝑛𝑑 𝑓𝑜𝑟 𝑠𝑒𝑟𝑣𝑖𝑐𝑒 𝑖𝑛 𝑎𝑟𝑒𝑎 𝑖  

𝑀𝑎𝑥𝑖𝑚𝑖𝑧𝑒 𝑧 = ∑ 𝑔𝑖 × 𝑍𝑖𝑖            (2.19) 

Subject to: 

∑ 𝑋𝑗 ≥ 𝛼𝑘𝑌𝑖𝑘  𝑗∈𝛺𝑖𝑘
    ∀𝑖, 𝑘      (2.20) 

∑ 𝑋𝑗 = 𝑝𝑗            (2.21) 

∑ 𝑌𝑖𝑘 = 𝑍𝑖   𝑘     ∀𝑖      (2.22) 

𝑋𝑗 = {0,1}   ∀𝑗      (2.23) 
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𝑌𝑖𝑘 = {0,1}     ∀𝑖, 𝑘      (2.24) 

𝑍𝑖 = {0,1}      ∀𝑖      (2.25) 

The objective function (2.19) maximizes the total demand covered.  Constraint (2.20) links 

facility siting decisions to the coverage of demand area i.  Constraint (2.21) puts a limit on the 

number of facilities that must be located.  Constraint (2.22) tracks whether coverage has been 

provided at some level k.  Constraints (2.23) to (2.25) impose binary integer restrictions on the 

decision variables.   

2.5.2.2 Explicit-Model 

𝑖 ≜  𝑖𝑛𝑑𝑒𝑥 𝑜𝑓 𝑑𝑒𝑚𝑎𝑛𝑑 𝑎𝑟𝑒𝑎𝑠   

𝑗 ≜  𝑖𝑛𝑑𝑒𝑥 𝑜𝑓 𝑝𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙 𝑓𝑎𝑐𝑖𝑙𝑖𝑡𝑦 𝑠𝑖𝑡𝑒𝑠  

𝑘 ≜  𝑖𝑛𝑑𝑒𝑥 𝑜𝑓 𝑐𝑜𝑣𝑒𝑟𝑎𝑔𝑒 𝑙𝑒𝑣𝑒𝑙𝑠 (1,2,3, … , 𝐾)  

𝑙 ≜  𝑖𝑛𝑑𝑒𝑥 𝑜𝑓 𝑓𝑎𝑐𝑖𝑙𝑖𝑡𝑦 𝑐𝑜𝑛𝑓𝑖𝑔𝑢𝑟𝑎𝑡𝑖𝑜𝑛𝑠  

𝛹′𝑖𝑘 ≜  𝑠𝑒𝑡 𝑜𝑓 𝑘 𝑓𝑎𝑐𝑖𝑙𝑖𝑡𝑦 𝑐𝑜𝑛𝑓𝑖𝑔𝑢𝑟𝑎𝑡𝑖𝑜𝑛𝑠 𝑝𝑎𝑟𝑡𝑖𝑎𝑙𝑙𝑦 𝑜𝑟 𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑒𝑙𝑦 𝑐𝑜𝑣𝑒𝑟𝑖𝑛𝑔 𝑎𝑟𝑒𝑎 𝑖  

𝑔𝑖 ≜  𝑑𝑒𝑚𝑎𝑛𝑑 𝑓𝑜𝑟 𝑠𝑒𝑟𝑣𝑖𝑐𝑒 𝑖𝑛 𝑎𝑟𝑒𝑎 𝑖  

𝑐𝑖𝑘𝑙 ≜  𝑓𝑟𝑎𝑐𝑡𝑖𝑜𝑛 𝑜𝑓 𝑎𝑟𝑒𝑎 𝑖 𝑐𝑜𝑣𝑒𝑟𝑒𝑑 𝑏𝑦 𝑐𝑜𝑛𝑓𝑖𝑔𝑢𝑟𝑎𝑡𝑖𝑜𝑛 𝑙 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑖𝑛𝑔 𝑘 𝑓𝑎𝑐𝑖𝑙𝑖𝑡𝑖𝑒𝑠  

𝑍𝑖𝑘𝑙 ≜ {
1 𝑖𝑓 𝑎𝑟𝑒𝑎 𝑖 𝑖𝑠 𝑠𝑢𝑖𝑡𝑎𝑏𝑙𝑦 𝑐𝑜𝑣𝑒𝑟𝑒𝑑 𝑎𝑡 𝑙𝑒𝑣𝑒𝑙 𝑘 𝑏𝑦 𝑐𝑜𝑛𝑓𝑖𝑔𝑢𝑟𝑎𝑡𝑖𝑜𝑛 𝑙
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                                                                                

  

𝑋𝑗 ≜ {
1 𝑖𝑓 𝑎 𝑓𝑎𝑐𝑖𝑙𝑖𝑡𝑦 𝑖𝑠 𝑠𝑖𝑡𝑒𝑑 𝑎𝑡 𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛 𝑗
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                              

  

𝑝 ≜  𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑎𝑐𝑖𝑙𝑖𝑡𝑖𝑒𝑠 𝑡𝑜 𝑠𝑖𝑡𝑒  

∆′
𝑖𝑘𝑙≜  𝑠𝑒𝑡 𝑜𝑓 𝑘 𝑓𝑎𝑐𝑖𝑙𝑖𝑡𝑖𝑒𝑠 𝑖𝑛 𝑐𝑜𝑛𝑓𝑖𝑔𝑢𝑟𝑎𝑡𝑖𝑜𝑛 𝑙 𝑡ℎ𝑎𝑡 𝑝𝑎𝑟𝑡𝑖𝑎𝑙𝑙𝑦 𝑜𝑟 𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑒𝑙𝑦 𝑐𝑜𝑣𝑒𝑟   

              𝑎𝑟𝑒𝑎 𝑖    

𝑀𝑎𝑥𝑖𝑚𝑖𝑧𝑒 ∑ ∑ ∑ 𝑔𝑖𝑐𝑖𝑘𝑙𝑍𝑖𝑘𝑙𝑙∈𝛹′𝑖𝑘𝑘𝑖          (2.26) 

Subject to: 

∑ ∑ 𝑍𝑖𝑘𝑙 ≤ 1  𝑙∈𝛹′𝑖𝑘𝑘    ∀𝑖      (2.27) 

∑ 𝑋𝑗 = 𝑝𝑗           (2.28)  

𝑋𝑗 ≥ 𝑍𝑖𝑘𝑙      ∀𝑖, 𝑘, 𝑙 ∈ 𝛹′
𝑖𝑘 ,𝑗 ∈ ∆′𝑖𝑘𝑙    (2.29) 
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𝑋𝑗 = {0,1}      ∀𝑗      (2.30) 

𝑍𝑖𝑘𝑙 = {0,1}   ∀𝑖, 𝑘, 𝑙 ∈ 𝛹′𝑖𝑘      (2.31) 

The objective function (2.26) is to maximise the total demand covered. Constraint (2.27) 

stipulates that at most one-level configuration combination can account for the coverage of 

demand area i.  Constraint (2.28) puts a limit on the number of facilities that must be located.  

Constraint (2.29) limits coverage to facilities that have been located.  Constraints (2.30) and 

(2.31) are binary constraints on the decision variables. 

A problem associated with the MCLP Explicit model is the number of constraints and variables 

generated since it is considerably more than for the other models (Murray et al: 2010). 
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2.5.3 Present-State-of-Art: Maximal Covering Location Problem 

Year Author/s Method and Approach Contribution and/or Comments 

1974 Church, Revelle  The maximal covering location problem. 

 Greedy Adding (GA) Algorithm. 

 Greedy Adding with Substitution (GAS) Algorithm. 

 Linear programming. 

 Use for emergency facilities such as fire stations 

and ambulance dispatching stations. 

 Considers cost-effectiveness. 

 Resources insufficient to provide complete 

coverage. 

1979 Church, Meadows  Location modelling utilizing maximum service 

distance criteria. 

 Facilities can be placed anywhere on node. 

 In optimal solution, the facilities are located on 

network intersect point set (NIPS). 

 Improves coverage by placing facilities along the 

arcs of the network. 

1984 Church  Planar Maximal Covering Location Problem  Potential sites are not on a network. 

 Uses both Euclidean and Rectilinear distances. 

1988 Current, Storbeck  Capacitated covering models  Assumes facilities in location covering models to 

this date are uncapacitated. 

 Places capacities on the facilities. 

1989 ReVelle, Hogan  Maximum Availability Location Problem. 

 Zero-one linear programming problem. 

 Maximizes the population that will find a server 

available within a time standard with certain 

reliability. 

 Introduces concept of backup covering. 

 Solved on a medium-sized transportation 
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network. 

1992 Current, O’Kelly  Application of location set covering problem.  Determines locations of emergency warning 

sirens. 

 Analyse cost implications of various policies. 

1995 Marianov, ReVell  Queueing maximal availability location problem. 

 Probabilistic version of the MCLP. 

 Adds randomness into availability of servers. 

 Probabilities that servers are busy are 

independent. 

 Limited number of emergency vehicles can 

respond within a certain time with certain 

reliability. 

2001 Espejo, Galvao, Boffey  Dual-based heuristics for a hierarchical covering 

location problem. 

 Heuristic approach. 

 A 2-level hierarchical extension of MCLP. 

 Effective method for solution developed. 

 Reduces knapsack problem. 

2002 Berman, Krass  Generalized MCLP.  Models partial coverage. 

 Level of coverage is a non-linear step function of 

distance to nearest facility. 

 Used for retail facilities. 

2004 Karasakal, Karasakal  Maximal covering location model with partial 

coverage. 

 Considers partial coverage when siting facilities. 

 Level of service drops as distance to facility 

increases. 

2009 Tong, Murray, Xiao  Genetic Algorithm for Coverage Maximization.  Use GIS. 

 Explores the geographical structure of the 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



24 
 

problem. 

2010 Berman, Drezner, Krass  MCLP with mixed weights.  Takes into consideration that you don’t want to 

cover some demand points (for example you 

don’t want to site a retail store in an area with a 

high crime rate). 

2010 Alexandris, Giannikos  Integer programming model for partial coverage.  Uses Geographic Information System (GIS). 

 Demand points are spatial objects. 

 Model provides larger coverage than traditional 

models. 

2010 Murray, Tong, Kim  Implicit covering location problem. 

 Explicit covering location problem. 

 Uses GIS. 

Table 2 Maximal Covering Location Problem Literature 
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 Backup Covering Location Problem (BCLP) 2.6

2.6.1 Background 

A problem that arises with both the LSCP and the MCLP is whether a facility providing service to a 

specific demand area is available.  For example what will a fire station do if a vehicle is responding to a 

call for service and a second call for service is received (Murray et al: 2010)?  For this reason it might 

be beneficial to let an area be covered by more than one facility.  This is also a more realistic approach 

since areas in which a facility provides service can overlap. 

In defining the objectives we let: 

𝑖  ≜  𝑑𝑒𝑚𝑎𝑛𝑑 𝑛𝑜𝑑𝑒𝑠  

𝑗 ≜  𝑝𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙 𝑓𝑎𝑐𝑖𝑙𝑖𝑡𝑦 𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛𝑠  

ℎ𝑖  ≜ 𝑑𝑒𝑚𝑎𝑛𝑑 𝑎𝑡 𝑛𝑜𝑑𝑒 𝑖  

𝑧𝑖  ≜  {
1 𝑖𝑓 𝑛𝑜𝑑𝑒 𝑖 𝑖𝑠 𝑐𝑜𝑣𝑒𝑟𝑒𝑑
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                    

  

𝑢𝑖 ≜ {
1 𝑖𝑓 𝑎𝑟𝑒𝑎 𝑖 𝑖𝑠 𝑐𝑜𝑣𝑒𝑟𝑒𝑑 𝑏𝑦 𝑡𝑤𝑜 𝑜𝑟 𝑚𝑜𝑟𝑒 𝑠𝑖𝑡𝑒𝑑 𝑓𝑎𝑐𝑖𝑙𝑖𝑡𝑖𝑒𝑠
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                                                                  

  

𝑥𝑗  ≜  {
1 𝑖𝑓 𝑓𝑎𝑐𝑖𝑙𝑖𝑡𝑦 𝑚𝑢𝑠𝑡 𝑏𝑒 𝑙𝑜𝑐𝑎𝑡𝑒𝑑 𝑎𝑡 𝑛𝑜𝑑𝑒 𝑗
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                                     

  

𝑃 ≜  𝑡ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑎𝑐𝑖𝑙𝑖𝑡𝑖𝑒𝑠 𝑡𝑜 𝑙𝑜𝑐𝑎𝑡𝑒  

 

𝑀𝑎𝑥𝑖𝑚𝑖𝑧𝑒 ∑ ℎ𝑖𝑧𝑖𝑖         (2.32) 

𝑀𝑎𝑥𝑖𝑚𝑖𝑧𝑒 ∑ ℎ𝑖𝑢𝑖𝑖         (2.33) 

Subject to: 

∑ 𝑥𝑗  ≥  𝑧𝑖 + 𝑢𝑖𝑗    ∀ 𝑖       (2.34) 

∑ 𝑥𝑗  ≤ 𝑃𝑗           (2.35) 

𝑧𝑖  ≥  𝑢𝑖    ∀ 𝑖       (2.36) 

𝑥𝑗  ∈ {0; 1}   ∀ 𝑗      (2.37) 

𝑧𝑖  ∈ {0; 1}    ∀ 𝑖       (2.38) 

𝑢𝑖  ∈ {0; 1}    ∀ 𝑖       (2.39) 
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The first objective (2.32) of BCLP is to maximise the total demand covered, the second objective (2.33) 

is to maximise the total demand that receives coverage from two or more facilities. Constraint (2.34) 

links facility siting decisions to the primary and secondary coverage of demand area i.  Constraint 

(2.35) states that a fixed number of facilities must be located.  Constraint (2.36) states that an area 

must first receive primary coverage before secondary coverage can be received.  Constraints (2.37) to 

(2.39) are binary constraints on the decision variables. 

An issue that arises with the BCLP is the fact that it needs multi-objective approaches to be solved.  

This makes the solving of BCLP more challenging and complicated (Murray et al: 2010). 

2.6.2 Backup Covering Location Problem (BCLP) Implicit and Explicit 

2.6.2.1 Implicit-Model 

𝑖 ≜  𝑖𝑛𝑑𝑒𝑥 𝑜𝑓 𝑑𝑒𝑚𝑎𝑛𝑑 𝑎𝑟𝑒𝑎𝑠   

𝑗 ≜  𝑖𝑛𝑑𝑒𝑥 𝑜𝑓 𝑝𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙 𝑓𝑎𝑐𝑖𝑙𝑖𝑡𝑦 𝑠𝑖𝑡𝑒𝑠  

𝑘 ≜  𝑖𝑛𝑑𝑒𝑥 𝑜𝑓 𝑐𝑜𝑣𝑒𝑟𝑎𝑔𝑒 𝑙𝑒𝑣𝑒𝑙𝑠 (1,2,3, … , 𝐾)  

𝑔𝑖 ≜  𝑑𝑒𝑚𝑎𝑛𝑑 𝑓𝑜𝑟 𝑠𝑒𝑟𝑣𝑖𝑐𝑒 𝑖𝑛 𝑎𝑟𝑒𝑎 𝑖  

𝑍𝑖 ≜  {
1 𝑖𝑓 𝑎𝑟𝑒𝑎 𝑖 𝑖𝑠 𝑠𝑢𝑖𝑡𝑎𝑏𝑙𝑦 𝑐𝑜𝑣𝑒𝑟𝑒𝑑 𝑏𝑦 𝑎 𝑠𝑖𝑡𝑒𝑑 𝑓𝑎𝑐𝑖𝑙𝑖𝑡𝑦
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                                                          

  

𝑉𝑖 ≜ {
1 𝑖𝑓 𝑎𝑟𝑒𝑎 𝑖 𝑖𝑠 𝑝𝑟𝑜𝑣𝑖𝑑𝑒𝑑 𝑠𝑢𝑖𝑡𝑎𝑏𝑙𝑦 𝑠𝑒𝑐𝑜𝑛𝑑𝑎𝑟𝑦 𝑐𝑜𝑣𝑒𝑟𝑎𝑔𝑒
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                                                                 

  

𝛺𝑖𝑘 ≜  𝑠𝑒𝑡 𝑜𝑓 𝑝𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙 𝑓𝑎𝑐𝑖𝑙𝑖𝑡𝑖𝑒𝑠 𝑗 𝑝𝑎𝑟𝑡𝑖𝑎𝑙𝑙𝑦 𝑐𝑜𝑣𝑒𝑟𝑖𝑛𝑔 𝑎𝑟𝑒𝑎 𝑖 𝑎𝑡 𝑙𝑒𝑎𝑠𝑡 𝛽𝑘  

𝑋𝑗 ≜ {
1 𝑖𝑓 𝑎 𝑓𝑎𝑐𝑖𝑙𝑖𝑡𝑦 𝑖𝑠 𝑠𝑖𝑡𝑒𝑑 𝑎𝑡 𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛 𝑗
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                              

  

𝛼𝑘 ≜  𝑚𝑖𝑛𝑖𝑚𝑢𝑚 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑎𝑐𝑖𝑙𝑖𝑡𝑖𝑒𝑠 𝑛𝑒𝑒𝑑𝑒𝑑 𝑡𝑜 𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑒 𝑐𝑜𝑣𝑒𝑟𝑎𝑔𝑒 𝑎𝑡 𝑙𝑒𝑣𝑒𝑙 𝑘  

𝑈̂𝑖𝑘 ≜ {
1 𝑖𝑓 𝑎𝑟𝑒𝑎 𝑖 ℎ𝑎𝑠 𝑠𝑒𝑐𝑜𝑛𝑑𝑎𝑟𝑦 𝑐𝑜𝑣𝑒𝑟𝑎𝑔𝑒 𝑎𝑡 𝑙𝑒𝑣𝑒𝑙 𝑘
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                                                   

  

𝑝 ≜  𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑎𝑐𝑖𝑙𝑖𝑡𝑖𝑒𝑠 𝑡𝑜 𝑠𝑖𝑡𝑒  

𝑌𝑖𝑘 ≜ {
1 𝑖𝑓 𝑎𝑟𝑒𝑎 𝑖 𝑖𝑠 𝑐𝑜𝑣𝑒𝑟𝑒𝑑 𝑎𝑡 𝑙𝑒𝑣𝑒𝑙 𝑘
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                       

  

𝑀𝑎𝑥𝑖𝑚𝑖𝑧𝑒 ∑ 𝑔𝑖𝑍𝑖𝑖          (2.40) 

𝑀𝑎𝑥𝑖𝑚𝑖𝑧𝑒 ∑ 𝑔𝑖𝑉𝑖𝑖          (2.41) 

 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



27 
 

Subject to: 

∑ 𝑋𝑗 ≥ 𝛼𝑘𝑌𝑖𝑘 + 𝛼𝑘𝑈̂𝑖𝑘   𝑗∈𝛺𝑖𝑘
   ∀𝑖, 𝑘      (2.42) 

∑ 𝑋𝑗 = 𝑝𝑗           (2.43) 

∑ 𝑌𝑖𝑘 = 𝑍𝑖    𝑘     ∀𝑖      (2.44) 

∑ 𝑈̂𝑖𝑘 = 𝑉𝑖    𝑘     ∀𝑖      (2.45) 

𝑍𝑖 ≥ 𝑉𝑖      ∀𝑖      (2.46) 

𝑋𝑗 = {0,1}   ∀𝑗      (2.47) 

𝑌𝑖𝑘 = {0,1}    ∀𝑖, 𝑘      (2.48) 

𝑈̂𝑖𝑘 = {0,1}     ∀𝑖, 𝑘      (2.49) 

𝑍𝑖 = {0,1}      ∀𝑖      (2.50) 

𝑉𝑖 = {0,1}    ∀𝑖      (2.51) 

The first objective function (2.40) is to maximize the total demand that receives primary coverage and 

the second objective function (2.41) is to maximize the total demand that receives secondary coverage.  

Constraint (2.42) links facility siting decisions to primary and secondary coverage of demand area i.  

Constraint (2.43) sets a limit on the number of facilities that must be sited.  Constraint (2.44) 

determines whether primary coverage is provided at some level k.  Constraint (2.45) determines 

whether secondary coverage is provided at some level k.  Constraint (2.46) states that secondary 

coverage can only be obtained if primary coverage is already provided. Constraints (2.47) to (2.51) are 

binary constraints on the decision variables. 

2.6.2.2 Explicit-Model 

𝑖 ≜  𝑖𝑛𝑑𝑒𝑥 𝑜𝑓 𝑑𝑒𝑚𝑎𝑛𝑑 𝑎𝑟𝑒𝑎𝑠   

𝑗 ≜  𝑖𝑛𝑑𝑒𝑥 𝑜𝑓 𝑝𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙 𝑓𝑎𝑐𝑖𝑙𝑖𝑡𝑦 𝑠𝑖𝑡𝑒𝑠  

𝑘 ≜  𝑖𝑛𝑑𝑒𝑥 𝑜𝑓 𝑐𝑜𝑣𝑒𝑟𝑎𝑔𝑒 𝑙𝑒𝑣𝑒𝑙𝑠 (1,2,3, … , 𝐾)  

𝑙 ≜  𝑖𝑛𝑑𝑒𝑥 𝑜𝑓 𝑓𝑎𝑐𝑖𝑙𝑖𝑡𝑦 𝑐𝑜𝑛𝑓𝑖𝑔𝑢𝑟𝑎𝑡𝑖𝑜𝑛𝑠   

𝛹′𝑖𝑘 ≜  𝑠𝑒𝑡 𝑜𝑓 𝑘 𝑓𝑎𝑐𝑖𝑙𝑖𝑡𝑦 𝑐𝑜𝑛𝑓𝑖𝑔𝑢𝑟𝑎𝑡𝑖𝑜𝑛𝑠 𝑝𝑎𝑟𝑡𝑖𝑎𝑙𝑙𝑦 𝑜𝑟 𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑒𝑙𝑦 𝑐𝑜𝑣𝑒𝑟𝑖𝑛𝑔 𝑎𝑟𝑒𝑎 𝑖  

𝑔𝑖 ≜  𝑑𝑒𝑚𝑎𝑛𝑑 𝑜𝑓 𝑠𝑒𝑟𝑣𝑖𝑐𝑒 𝑖𝑛 𝑎𝑟𝑒𝑎 𝑖  

𝑐𝑖𝑘𝑙 ≜  𝑓𝑟𝑎𝑐𝑡𝑖𝑜𝑛 𝑜𝑓 𝑎𝑟𝑒𝑎 𝑖 𝑐𝑜𝑣𝑒𝑟𝑒𝑑 𝑏𝑦 𝑐𝑜𝑛𝑓𝑖𝑔𝑢𝑟𝑎𝑡𝑖𝑜𝑛 𝑙 𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑖𝑛𝑔 𝑘 𝑓𝑎𝑐𝑖𝑙𝑖𝑡𝑖𝑒𝑠   
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𝑍𝑖𝑘𝑙 ≜ {
1 𝑖𝑓 𝑎𝑟𝑒𝑎 𝑖 𝑖𝑠 𝑠𝑢𝑖𝑡𝑎𝑏𝑙𝑦 𝑐𝑜𝑣𝑒𝑟𝑒𝑑 𝑎𝑡 𝑙𝑒𝑣𝑒𝑙 𝑘 𝑏𝑦 𝑐𝑜𝑛𝑓𝑖𝑔𝑢𝑟𝑎𝑡𝑖𝑜𝑛 𝑙
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                                                                                

  

𝑜𝑖𝑘𝑙 ≜  𝑓𝑟𝑎𝑐𝑡𝑖𝑜𝑛 𝑜𝑓 𝑎𝑟𝑒𝑎 𝑖 𝑟𝑒𝑐𝑒𝑖𝑣𝑖𝑛𝑔 𝑠𝑒𝑐𝑜𝑛𝑑𝑎𝑟𝑦 𝑐𝑜𝑣𝑒𝑟𝑎𝑔𝑒 𝑏𝑦 𝑐𝑜𝑛𝑓𝑖𝑔𝑢𝑟𝑎𝑡𝑖𝑜𝑛 𝑙   

              𝑐𝑜𝑛𝑡𝑎𝑖𝑛𝑖𝑛𝑔 𝑘 𝑓𝑎𝑐𝑖𝑙𝑖𝑡𝑖𝑒𝑠  

𝑋𝑗 ≜  {
1 𝑖𝑓 𝑓𝑎𝑐𝑖𝑙𝑖𝑡𝑦 𝑖𝑠 𝑠𝑖𝑡𝑒𝑑 𝑎𝑡 𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛 𝑗
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                          

  

𝑝 ≜  𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑓𝑎𝑐𝑖𝑙𝑖𝑡𝑖𝑒𝑠 𝑡𝑜 𝑠𝑖𝑡𝑒  

∆′
𝑖𝑘𝑙≜  𝑠𝑒𝑡 𝑜𝑓 𝑘 𝑓𝑎𝑐𝑖𝑙𝑖𝑡𝑖𝑒𝑠 𝑖𝑛 𝑐𝑜𝑛𝑓𝑖𝑔𝑢𝑟𝑎𝑡𝑖𝑜𝑛 𝑙 𝑡ℎ𝑎𝑡 𝑝𝑎𝑟𝑡𝑖𝑎𝑙𝑙𝑦 𝑜𝑟   

              𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑒𝑙𝑦 𝑐𝑜𝑣𝑒𝑟 𝑎𝑟𝑒𝑎 𝑖  

𝑀𝑎𝑥𝑖𝑚𝑖𝑠𝑒 ∑ ∑ ∑ 𝑔𝑖𝑐𝑖𝑘𝑙𝑍𝑖𝑘𝑙𝑙∈𝛹′𝑖𝑘𝑘𝑖        (2.52) 

𝑀𝑎𝑥𝑖𝑚𝑖𝑠𝑒 ∑ ∑ ∑ 𝑔𝑖𝑜𝑖𝑘𝑙𝑍𝑖𝑘𝑙𝑙∈𝛹′𝑖𝑘𝑘𝑖        (2.53) 

Subject to: 

∑ ∑ 𝑍𝑖𝑘𝑙 ≤ 1    𝑙∈𝛹′𝑖𝑘𝑘   ∀𝑖       (2.54) 

∑ 𝑋𝑗 = 𝑝𝑗           (2.55) 

𝑋𝑗 ≥ 𝑍𝑖𝑘𝑙          ∀𝑖, 𝑘, 𝑙 ∈ 𝛹′
𝑖𝑘 ,𝑗 ∈ ∆′𝑖𝑘𝑙    (2.56) 

𝑋𝑗 = {0,1}      ∀𝑗      (2.57) 

𝑍𝑖𝑘𝑙 = {0,1}       ∀𝑖, 𝑘, 𝑙 ∈ 𝛹′𝑖𝑘     (2.58) 

The first objective function (2.52) is to maximise the demand that receives primary coverage, the 

second objective function (2.53) maximises the demand that receives secondary coverage.  Constraint 

(2.54) stipulates that at most one level configuration combination can account for the coverage of 

demand area i. Constraint (2.55) sets a limit on the number of facilities that must be located.  

Constraint (2.56) states that coverage can only be provided by sites where facilities have been located.  

Constraints (2.57) and (2.58) are binary constraints on the decision variables.  

The BCLP-Explicit and the MCLP-Explicit models have the same constraints, the only difference is that 

the BCLP-Explicit model provides additional secondary coverage (Murray et al: 2010). 

 Conclusion 2.7

From the literature it can be see that numerous location models have been developed and used to 

solve problems faced by various industries.  The key issue is to be able to identify which of the location 

models would deliver the best results for the locations of RVs. 
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All three location problems discussed in this literature review are linked and make the following 

assumptions: demand is known and service coverage is certain (Murray et al: 2010).  By using these 

models as a framework, other characteristics can also be taken into consideration for example capacity 

issues, facility availability and uncertainty (Murray et al: 2010) to adapt the model to the specific 

situation. 

This chapter provides the building blocks of the dissertation to develop a generic approach to model 

and solve location problems associated with RVs that are used by the private security industry of 

South Africa.  These models are addressed in the subsequent chapters.  
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Chapter 3 

Explicit Network Coverage Model 

 Introduction 3.1

The aim of this model is to assist security companies (that operate in a small area) to improve the 

service they provide to their customers by responding to customers as rapidly as possible when 

service is required. The model uses the company’s data as inputs to determine the best locations for 

reaction vehicles, taking operational constraints into consideration.  The model also shows in which 

area each vehicle must operate (see figure 8 below).  

 

Figure 8 Explicit Network Coverage Model (Inputs and Outputs) 

This model should primarily be used in the following situations: 

 When a company wishes to allocate a fixed number of vehicles to a small area with a high 

crime rate. 

 When a company has a very small customer base. 

 When a company operates in a very small area. 

To fully comprehend this model it is important for the user to understand that demand in this industry 

consists of both of the following: 

 Customer: A physical entity that pays a monthly fee to a security company to monitor their 

alarm system. 

Outputs:

RV positions.

Response area of each RV.

Inputs:

Network (nodes and arcs).

Maximum customers serviced by each RV.

Number of customers on each arc.

Shortest distances between nodes.

Number of RVs to use.

Time of day (day or night).

Average RV driving speed.

Desired maximum response time.

Explicit Network Coverage 

Model
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 Call-Out:  This is the action that takes place when an alarm is triggered and a RV must respond 

to the customer.  It is possible for a customer to not have any call-outs during a specific time 

period. 

Throughout this chapter three different datasets will be used to demonstrate how to obtain the inputs 

for the model, how to execute and program the model and how to interpret the results generated by 

the explicit network coverage model (see appendix A for the various datasets). 

 Mathematical Model 3.2

Define the sets of indices I, J, K ∈ {1, 2,…, n}, where n is the number of nodes in the network. 

𝑋𝑘  ≜  {
1 𝑖𝑓 𝑛𝑜𝑑𝑒 𝑘 𝑠ℎ𝑜𝑢𝑙𝑑 𝑏𝑒 𝑎 𝑓𝑖𝑥𝑒𝑑 𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛 𝑓𝑜𝑟 𝑅𝑉𝑠, 𝑤ℎ𝑒𝑟𝑒 𝑘 ∈  𝐾
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                                                                                  

  

𝑆𝑘𝑖𝑗  ≜  {
1 𝑖𝑓 𝑡ℎ𝑒 𝑎𝑟𝑐 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑛𝑜𝑑𝑒𝑠 𝑖 𝑎𝑛𝑑 𝑗 𝑖𝑠 𝑠𝑒𝑟𝑣𝑖𝑐𝑒𝑑 𝑏𝑦 𝑅𝑉𝑠 𝑙𝑜𝑐𝑎𝑡𝑒𝑑 𝑎𝑡 𝑛𝑜𝑑𝑒 𝑘,
 𝑤ℎ𝑒𝑟𝑒 𝑖 ∈  𝐼, 𝑗 ∈  𝐽 𝑎𝑛𝑑 𝑘 ∈  𝐾                                                                                    
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                                                                                                         

  

𝑁𝑖𝑗  ≜  {
1 𝑖𝑓 𝑛𝑜𝑑𝑒𝑠 𝑖 𝑎𝑛𝑑 𝑗 𝑎𝑟𝑒 𝑙𝑖𝑛𝑘𝑒𝑑 𝑤𝑖𝑡ℎ 𝑎𝑛 𝑎𝑟𝑐, 𝑤ℎ𝑒𝑟𝑒 𝑖 ∈  𝐼 𝑎𝑛𝑑 𝑗 ∈  𝐽, ∀ 𝑖 <  𝑗
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                                                                                                         

  

𝑇 ≜ 𝑡ℎ𝑒 𝑔𝑖𝑣𝑒𝑛 𝑚𝑎𝑥𝑖𝑚𝑢𝑚 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑢𝑠𝑡𝑜𝑚𝑒𝑟𝑠 𝑡ℎ𝑎𝑡 𝑐𝑎𝑛 𝑏𝑒 𝑠𝑒𝑟𝑣𝑖𝑐𝑒𝑑 𝑏𝑦 𝑎𝑛 𝑅𝑉  

𝑊𝑖𝑗 ≜ {
𝑡ℎ𝑒 𝑤𝑒𝑖𝑔ℎ𝑡 𝑎𝑙𝑙𝑜𝑐𝑎𝑡𝑒𝑑 𝑡𝑜 𝑎𝑟𝑐 𝑖𝑗 𝑖𝑓 𝑤𝑒𝑖𝑔ℎ𝑡 𝑖𝑠 𝑎𝑙𝑙𝑜𝑐𝑎𝑡𝑒𝑑 𝑡𝑜 𝑡ℎ𝑒 𝑎𝑟𝑐,
𝑤ℎ𝑒𝑟𝑒 𝑖 ∈  𝐼 𝑎𝑛𝑑𝑎𝑛𝑑 𝑗 ∈  𝐽                                                                         
1 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                                                                                     

   

𝐶𝑖𝑗  ≜ 𝑡ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑢𝑠𝑡𝑜𝑚𝑒𝑟𝑠 𝑠𝑖𝑡𝑢𝑎𝑡𝑒𝑑 𝑜𝑛 𝑎𝑟𝑐 𝑖𝑗, 𝑤ℎ𝑒𝑟𝑒 𝑖 ∈  𝐼 𝑎𝑛𝑑 𝑗 ∈  𝐽  

𝐴𝑆 ≜ 𝑡ℎ𝑒 𝑔𝑖𝑣𝑒𝑛 𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑅𝑉 𝑑𝑟𝑖𝑣𝑖𝑛𝑔 𝑠𝑝𝑒𝑒𝑑 (
𝑘𝑚

ℎ
)  

𝐷𝑅 ≜ 𝑡ℎ𝑒 𝑔𝑖𝑣𝑒𝑛 𝑚𝑎𝑥𝑖𝑚𝑢𝑚 𝑟𝑒𝑠𝑝𝑜𝑛𝑠𝑒 𝑡𝑖𝑚𝑒 (𝑚𝑖𝑛𝑢𝑡𝑒𝑠)  

𝐷𝑘𝑖  ≜ 𝑡ℎ𝑒 𝑠ℎ𝑜𝑟𝑡𝑒𝑠𝑡 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑓𝑟𝑜𝑚 𝑛𝑜𝑑𝑒 𝑘 𝑡𝑜 𝑛𝑜𝑑𝑒 𝑖, 𝑤ℎ𝑒𝑟𝑒 𝑖 ∈  𝐼 𝑎𝑛𝑑 𝑘 ∈  𝐾   

𝐷𝑘𝑗  ≜ 𝑡ℎ𝑒 𝑠ℎ𝑜𝑟𝑡𝑒𝑠𝑡 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑓𝑟𝑜𝑚 𝑛𝑜𝑑𝑒 𝑘 𝑡𝑜 𝑛𝑜𝑑𝑒 𝑗, 𝑤ℎ𝑒𝑟𝑒 𝑗 ∈  𝐽 𝑎𝑛𝑑 𝑘 ∈  𝐾  

𝑅 ≜ 𝑡ℎ𝑒 𝑔𝑖𝑣𝑒𝑛 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑅𝑉𝑠 𝑡𝑜 𝑢𝑠𝑒  

𝐷 ≜ {
1 𝑖𝑓 𝑡ℎ𝑒 𝑡𝑖𝑚𝑒 𝑜𝑓 𝑑𝑎𝑦 𝑖𝑠 𝑑𝑎𝑦   
2 𝑖𝑓 𝑡ℎ𝑒 𝑡𝑖𝑚𝑒 𝑜𝑓 𝑑𝑎𝑦 𝑖𝑠 𝑛𝑖𝑔ℎ𝑡

   

The formulation is given as: 

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 ∑ ∑ ∑ 𝑊𝑖𝑗 ×
𝐷𝑘𝑖+𝐷𝑘𝑗

2
× 𝑆𝑘𝑖𝑗𝑘 ∈𝐾𝑗 ∈𝐽𝑖 ∈𝐼      (3.1) 
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Subject to: 

∑ 𝑋𝑘 = ⌈
𝑅

𝐷
⌉𝑘 ∈ 𝐾          (3.2) 

0 ≤ [(∑ 𝑆𝑘𝑖𝑗𝑘 ∈𝐾 ) − 1] + 𝑀1  × 𝑦𝑖𝑗  ∀𝑖 ∈ 𝐼, 𝑗 ∈ 𝐽, 𝑗 > 𝑖   (3.3) 

𝑁𝑖𝑗  ≤  𝑀2(1 − 𝑦𝑖𝑗)     ∀𝑖 ∈ 𝐼, 𝑗 ∈ 𝐽 , 𝑗 > 𝑖   (3.4) 

𝑦𝑖𝑗 = {0,1}     ∀𝑖 ∈ 𝐼, 𝑗 ∈ 𝐽, 𝑗 > 𝑖    (3.5) 

∑ 𝑆𝑘𝑖𝑗  ≤ 1𝑘 ∈𝐾      ∀𝑖 ∈ 𝐼, 𝑗 ∈ 𝐽    (3.6) 

𝑆𝑘𝑖𝑗 − 𝑋𝑘  ≤ 0     ∀𝑖 ∈ 𝐼, 𝑗 ∈ 𝐽, 𝑘 ∈ 𝐾   (3.7) 

∑ ∑ 𝐶𝑖𝑗 × 𝑆𝑘𝑖𝑗  ≤ 𝑇𝑗 ∈𝐽𝑖 ∈𝐼 × 𝐷   ∀ 𝑘 ∈ 𝐾    (3.8) 

𝐷𝑘𝑖+𝐷𝑘𝑗

2
  × 𝑆𝑘𝑖𝑗  ≤  𝐴𝑆 ×

1000

60
× 𝐷𝑅  ∀𝑖 ∈ 𝐼, 𝑗 ∈ 𝐽, 𝑘 ∈ 𝐾   (3.9) 

𝑋𝑘  ∈ {0,1}     ∀ 𝑘 ∈ 𝐾    (3.10)  

𝑆𝑘𝑖𝑗  ∈ {0,1}    ∀𝑖 ∈ 𝐼, 𝑗 ∈ 𝐽, 𝑘 ∈ 𝐾   (3.11) 

Explaining the objectives: 

The objective (3.1) stated above is to reduce the average time/distance travelled from the fixed 

location to the customer where the service is required.  The weight is fixed for each arc, this means the 

model will allocate RVs closer to arcs with a higher weight.  Constraint (3.2) states that only a certain 

number of positions for RVs must be determined.  Constraints (3.3), (3.4) and (3.5) state that if the 

nodes are connected by an arc they must be serviced by at least one RV, it is only necessary to execute 

for j>i, since arc ij and arc ji refer to the same arc.  Constraint (3.6) ensures that only one vehicle is 

servicing each street.  Constraint (3.7) allows assignment only to sites to which RVs have been 

allocated.  Constraint (3.8) ensures that each RV can only service the maximum predetermined 

number of customers.  Constraint (3.9) places a limit on the maximum distance from the RV's location 

to the demand point where service is required, taking into consideration the desired maximum 

response time and the average driving speed of RVs.  Constraints (3.10) and (3.11) are binary 

constraints. 

 Model Assumptions 3.3

 Deterministic model. 

 The locations of RVs are fixed (the location do not change with time). 

 The locations of a fixed number of RVs must be determined. 

 A customer/demand point is covered if the RV is within an acceptable distance. 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



33 
 

 RVs service the arcs within the network. 

 The positions of the RVs are on the nodes of the network. 

 Each arc will only be serviced from one location, this means that areas serviced by the RVs will 

not overlap. 

 During the night two RVs will be located together for safety purposes, if an uneven number of 

RVs are used management must decide which of the RVs should be grouped together and 

which should be located singly.  If all RVs should be grouped an additional RV must be used or 

one less should be used. 

 The number of customers and number of call-outs on the arc carries the same weight, thus 10 

customers on the arc would carry the same weight as 10 call-outs on the arc. 

 Model Execution 3.4

The following diagram has been compiled to assist the user in the use of the mathematical model (see 

figure 9 below):  
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Figure 9 Model Execution Tasks 

Task 1: Define Area and Set Up Area as a Network 

It is the responsibility of management to determine the area for which the model will be used (the 

operating area).  When making the decision with regard to area size, management must bear in mind 

the capability of the available linear programming software and the hardware capability.  Not all of the 

available linear programming solver softwares and versions allow the same number of constraints and 

variables.  

A map of the area should be obtained for reference of specific positions, areas and streets. It is also 

required by SAIDSA that the company must have a map displayed showing the locations of RVs and 

Task 1: 
Define Area and Set Up Area as a Network 

Task 10: 
Interpretation of Results 

Task 2: 
Determine whether Nodes are connected with Arcs 

Task 9: 
Programming the Mathematical Model 

Task 3: 
Determination of Arc Lengths and Shortest Routes 

Task 4: 
Determine Customer Density 

Task 5: 
Forecast the number of times serv ice will be required 

Task 6: 
Determination of T 

Task 7: 
Determination of Weight per Arc 

Task 8: 
Determination of average RV driv ing speed  
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their operating areas at all times. For an area to be used in a mathematical model, it must be set up as a 

network consisting of nodes and arcs.  When the intersections (nodes) on the map are connected via a 

road it is designated as an arc.  Each node on the map must be labelled with a number to be used as 

reference points. 

Figure 10 below shows the area that will be used in the model and figure 11 shows the area where the 

nodes have already been labelled (the same area will be used for all three scenarios).  Randgate, a 

suburb of Randfontein, will be used as the area to which the mathematical model will be applied.  The 

area is bordered by the red lines in the figures below. 

 

Figure 10 Map Extract 
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Figure 11 Defining the Area 

Task 2: Determine whether Nodes are connected with Arcs 

When two nodes in the network are connected with an arc it must be labelled in the matrix (𝑁𝑖𝑗) with 

an 1 otherwise it must be labelled with a 0.  Only the portion above the diagonal of the matrix needs to 

be completed.   

All values below the diagonal of the matrix must be zero, when the value of 𝑁𝑖𝑗 is 1 the mathematical 

model will make sure that arc ij is serviced.  Arc ij refers to the same street section as arc ji, thus only 

arc ij or arc ji need to be serviced. 

The table below shows an extract of the completed matrix– note that all of the values below the 

diagonal are zero (for the complete matrix see appendix A). 
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1 2 3 4 5 6 7 8 9 10 

1 0 1 0 0 0 0 0 0 0 1 

2 0 0 1 0 0 0 0 0 1 0 

3 0 0 0 1 0 0 0 1 0 0 

4 0 0 0 0 1 0 1 0 0 0 

5 0 0 0 0 0 1 0 0 0 0 

6 0 0 0 0 0 0 1 0 0 0 

7 0 0 0 0 0 0 0 1 0 0 

8 0 0 0 0 0 0 0 0 1 0 

9 0 0 0 0 0 0 0 0 0 1 

10 0 0 0 0 0 0 0 0 0 0 

Table 3 Matrix Nij 

Task 3: Determination of Arc Lengths and Shortest Routes 

In order to determine the travelling distances of the RVs and the distance from the fixed location to the 

point where service is required (customer), the length of the arcs in the network is required.   

Floyd’s Algorithm is an algorithm that is frequently used to find the shortest path between all of the 

nodes within a network.  It differs from Dijkstra’s algorithm in the sense that when using Dijkstra’s 

algorithm one must specify a node to which the shortest distance must be determined in advance.  

Floyd’s algorithm determines the shortest path between all of the nodes in the network at once, so you 

do not need to specify any nodes in advance when using the algorithm. 

Floyd’s algorithm deals with a network n nodes.  The network is viewed as a square matrix.  This 

means it has exactly the same number of rows and columns.  Entry ( , )i j  of the matrix gives the 

distance ijd  from node i  to node j .  This entry in the matrix is finite if i  and j are connected directly, 

otherwise the entry is set as infinity. 
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i k

j
dij djk

djk

 

Figure 12 Floyd's Algorithm 

Floyd’s algorithm is based on the following logic:  if three nodes i , j  and k  are given (figure 12 above) 

with the distances displayed on the three arcs.  It would be shorter to reach k from i  passing through 

j  if ij jk ikd d d  .  If this is the case it would be better to replace the direct route from node i  to node 

k  with the indirect path going through node j .  This principle is applied to the whole network in a 

systematic fashion. 

Steps for the algorithm as described by Kasana et al. (2004): 

Step 0:  Define the starting distance matrix 0D  as given subsequently.  The diagonal elements given 

are marked with a very large number ( 1510 ) to indicate that they are blocked.  Set 1k  . 

Step k:  Define row k  and column k  as pivot row and pivot column.  Apply the triangle operation to 

each entry ijd  in 1kD  , for all i  and j  if the condition     ( , , )ik kj ijd d d i k j k i j      is satisfied, 

the following change needs to be made: 

 Construct kD  by replacing ijd  in 1kD   with ik kjd d ; 

Set 1k k  , and repeat step k  until no changes are given by triangle operation. 

Thus, after n  steps, one may determine the shortest distance between nodes i  and j  from matrix nD  

by using of the following rule: 

 From nD , ijd  gives the shortest distance between nodes i  and j . 

 

All arc lengths must be captured in a matrix format, this matrix will not be used in the mathematical 

model but is necessary for calculating the shortest distance between the various nodes. The matrix will 

be symmetrical around the diagonal as long as there are no one-way streets within the area and have a 

size of n×n, where n is the number of nodes present in the network (a macros has been developed in 

Microsoft Excel, using Visual Basic to automatically complete the section of the matrix below the 

diagonal, see Appendix A).  When two nodes are not connected by an arc, the cell must contain a very 
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large value, this is necessary for the execution of Floyd’s Algorithm (a value of 1015 is sufficient). This 

matrix is used as the input to Floyd’s Algorithm, to determine the shortest distance. 

The table below shows the lengths of the various arcs, this is only an extract of the matrix for the 

complete matrix see appendix A. The length of the arcs will be the same for all the datasets, since the 

same area is used for all datasets. 

 

1 2 3 4 5 6 7 8 9 10 

1 0 250 1E+15 1E+15 1E+15 1E+15 1E+15 1E+15 1E+15 150 

2 250 0 250 1E+15 1E+15 1E+15 1E+15 1E+15 150 1E+15 

3 1E+15 250 0 250 1E+15 1E+15 1E+15 150 1E+15 1E+15 

4 1E+15 1E+15 250 0 250 1E+15 150 1E+15 1E+15 1E+15 

5 1E+15 1E+15 1E+15 250 0 150 1E+15 1E+15 1E+15 1E+15 

6 1E+15 1E+15 1E+15 1E+15 150 0 250 1E+15 1E+15 1E+15 

7 1E+15 1E+15 1E+15 150 1E+15 250 0 250 1E+15 1E+15 

8 1E+15 1E+15 150 1E+15 1E+15 1E+15 250 0 250 1E+15 

9 1E+15 150 1E+15 1E+15 1E+15 1E+15 1E+15 250 0 250 

10 150 1E+15 1E+15 1E+15 1E+15 1E+15 1E+15 1E+15 250 0 

Table 4 Matrix dij 

To determine the shortest route from one node in the network to another node in the network, Floyd’s 

Algorithm must be used.  Floyd’s algorithm can be effectively used since it determines the distances 

between all nodes in the network as proven by Kasana & Kumar (2004).  

A Macro was developed in Microsoft Excel with the use of Visual Basic to solve Floyd’s Algorithm, see 

appendix C. 

The output of the Floyd’s Algorithm is used to compile matrix Dij, which will be used as an input to the 

mathematical model.  An extract of matrix Dij can be viewed in table 5 below (for a complete matrix, 

refer to appendix A).  Matrix Dij is the same for all of the datasets, since the same area is used for all of 

the scenarios. 
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1 2 3 4 5 6 7 8 9 10 

1 0 250 500 750 1000 1150 900 650 400 150 

2 250 0 250 500 750 900 650 400 150 400 

3 500 250 0 250 500 650 400 150 400 650 

4 750 500 250 0 250 400 150 400 650 900 

5 1000 750 500 250 0 150 400 650 900 1150 

6 1150 900 650 400 150 0 250 500 750 1000 

7 900 650 400 150 400 250 0 250 500 750 

8 650 400 150 400 650 500 250 0 250 500 

9 400 150 400 650 900 750 500 250 0 250 

10 150 400 650 900 1150 1000 750 500 250 0 

Table 5 Matrix Dij 

Task 4: Determination of Customer Density 

The customer density refers to the number of customers living in each street.  There are various ways 

to determine this number - the company can either obtain the data from a database if the function is 

available or it can be determined by using a complete customer list that contains information about 

customer addresses. 

A list of streets together with the number of customers situated in each street is given in table 6 below.  

The customers per street data will be the same for all of the datasets, because the same area is used in 

all instances. 

Street Name Customers Per Street 

Bailey Street 30 

Barend Street 7 

Botha Street 21 

Henning Street 3 

Langerman Street 15 
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Malan Street 16 

Market Street 22 

Sauer Street 0 

Smuts Street 0 

Stegmann Street 12 

Strydom Street 17 

Tudhope Street 19 

Union Street 25 

Van Deventer Street 29 

Table 6 Customer Density 

Task 5: Forecast the number of times service will be required 

For the company to strategically position their vehicles in areas, they must attempt to predict/forecast 

where the service will be required.  It would be advantageous for a company to position vehicles closer 

to either (i) an area where more customers are situated and/or (ii) where more call-outs or burglaries 

are likely to occur (this mathematical model takes both of these factors into account, by calculating a 

weight for each arc).  Although less than 10% of all call-outs are actual burglaries (IMC Reaction:2013) 

companies cannot distinguish between call-outs and actual burglaries since they are obliged by law to 

respond to any situation (alarm triggered). 

To forecast the number of times a service will be required, historical data first needs to be captured.  

According to SAIDSA, all private security companies in South Africa must keep a record of the 

information when a service is delivered.  This information includes how frequently a vehicle responds 

to a specific area or to a specific customer.  Some companies store this data on an area-level (for 

example 50 responses in Pretoria and 90 responses in Johannesburg), where other may store it at 

street-level (for example 10 responses in Church Street and 13 responses on Pretorius Street).  To 

obtain better results from the mathematical model, it would be best for the company to capture the 

information at street-level, but processing the area-level information can also be used effectively. 

The number of times service was required for the previous periods must be obtained - if more periods 

are used, the results of the forecasting will be more accurate.  A minimum of three periods will be 

sufficient for the purposes of this model. 
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The user must first attempt to forecast using linear regression. If this is insufficient forecasting must 

be done by using moving averages.  For the complete process on how to perform forecasting, refer to 

appendix E. 

The data needs to be processed further if it was captured on an area-level.  For the model to work 

efficiently all data needs to be at a street-level.  The following formula must be used to transform the 

data from area-level to street-level:  

𝐹𝑠 =
𝐹𝑎𝐶𝑠

𝐶𝑎
 

 

𝐹𝑠 : Forecast number of call-outs at street-level. 

𝐹𝑎 : Forecast number of call-outs at an area-level. 

𝐶𝑎 : The number of customers in the area. 

𝐶𝑠 :  The number of customers in the street. 

In the scenarios used, all of the data was captured at a street-level, thus further processing is  not 

needed. 

The table below shows the forecast number of call-outs for each street, this data is the same for all the 

datasets since the same area is used for all instances. 

Street Name 

Historical Data 

Number of Times Service was required during month X 

1 2 3 

Bailey Street 1199 1154 1357 

Barend Street 886 860 964 

Botha Street 209 217 268 

Henning Street 484 112 151 

Langerman Street 997 868 763 

Malan Street 728 1374 1472 

Market Street 113 447 201 

Sauer Street 20 20 20 

Smuts Street 20 20 20 

Stegmann Street 434 647 960 

Strydom Street 992 991 994 

Tudhope Street 764 1432 858 

Union Street 333 260 173 

Van Deventer Street 85 92 26 

Table 7 Historical Data (Call-Outs) 
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Street Name 

Linear Regression 

Calculations Slope Y Intercept 

Forecast  

Value for Next  

Period 

Linear  

Regression 

Error 

SSXY SSX b1 b0 Y4 SSR SSE SST r^2 

Bailey Street 158 2 79 1078.666667 1395 12482 10250.66667 22732.66667 0.549077686 

Barend Street 78 2 39 825.3333333 981 3042 2816.666667 5858.666667 0.519230769 

Botha Street 59 2 29.5 172.3333333 290 1740.5 308.1666667 2048.666667 0.849576961 

Henning Street -333 2 -166.5 582 -84 55444.5 28153.5 83598 0.663227589 

Langerman Street -234 2 -117 1110 642 27378 96 27474 0.996505787 

Malan Street 744 2 372 447.3333333 1935 276768 50050.66667 326818.6667 0.846854933 

Market Street 88 2 44 165.6666667 342 3872 56066.66667 59938.66667 0.064599368 

Sauer Street 0 2 0 20 20 0 0 0 #DIV/0! 

Smuts Street 0 2 0 20 20 0 0 0 #DIV/0! 

Stegmann Street 526 2 263 154.3333333 1206 138338 1666.666667 140004.6667 0.988095635 

Strydom Street 2 2 1 990.3333333 994 2 2.666666667 4.666666667 0.428571429 

Tudhope Street 94 2 47 924 1112 4418 257094 261512 0.016894062 

Union Street -160 2 -80 415.3333333 95 12800 32.66666667 12832.66667 0.997454413 

Van Deventer Street -59 2 -29.5 126.6666667 9 1740.5 888.1666667 2628.666667 0.662122749 

Table 8 Call-Outs Linear Regression 

Street Name 

Moving Averages 

Forecast  

Value to be Used Forecast Value for Next  

Period 

Y4  

Bailey Street 1236.666667 1237 

Barend Street 903.3333333 903 

Botha Street 231.3333333 290 

Henning Street 249 249 

Langerman Street 876 642 

Malan Street 1191.333333 1935 

Market Street 253.6666667 254 

Sauer Street 20 0 

Smuts Street 20 0 

Stegmann Street 680.3333333 1206 

Strydom Street 992.3333333 992 

Tudhope Street 1018 1018 

Union Street 255.3333333 95 

Van Deventer Street 67.66666667 68 

Table 9 Forecast Call-Outs 
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Task 6: Determination of T  

T is the maximum number of clients that can be serviced by each RV. No legislation or standard 

currently exists that can be used to determine the maximum number of customers that each vehicle is 

required to service.  Companies have their own unique policies that are compiled by their 

management. Such policies may contain information regarding the number of customers that are 

serviced by each individual vehicle.  The datasets have different values for T, these can be seen below: 

Dataset 1: 100 

Dataset 2: 100 

Dataset 3: 100 

Dataset 4: 50 

  

Task 7: Determination of Weight per Arc 

Many streets cover long distances (some extending over multiple areas). It may therefore  be possible 

for an RV to only service parts of a street.  This is why each individual street must first be divided into 

several sections.  Being a network model, this can easily be achieved since a street will consist of 

multiple arcs.  The following formula can be used as a guideline to determine the number of arcs per 

street: 

𝐴 = 𝑁 − 1 

𝐴 : The number of arcs in the street. 

𝑁 : The number of nodes in the street. 

 

The weight, in both the single facility location model and the multiple facility location model, is the 

number of trips between the facility and a specific point (Francis, White: 1974) (Love, Morris, 

Wesolowsky: 1988).  In the location model for RVs, the number of trips between the fixed location and 

the point where service is required are unknown and a weight must be calculated by taking into 

account the forecast number of occurrences where service will be required and the customer density.   

The following formulae must be used to determine the weight of each arc: 

𝑊𝑎 = ((
𝐹𝑠

𝐹𝑇
× 100) + (

𝐶𝑠

𝐶𝑇
× 100)) ÷ 𝐴 

𝑊𝑎 : The weight per arc. 

𝐶𝑇 : The total number of customers in the area. 

𝐶𝑠 : The number of customers in the street. 

𝐹𝑇 : The total number of call-outs forecast for area. 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



45 
 

𝐹𝑠 : The number of call-outs forecast per street. 

𝐴 : The number of arcs in the street. 

 The formula above assumes that the weight for both number of customers and number of call-outs are 

the same.  This means if the specific arc has 10% of the customers and 10% of the call-outs the two 

factors will carry the same weight.  See table 10 below.   

 

𝑊𝑎 𝐹𝑠  𝐹𝑇  𝐶𝑠  𝐶𝑇  𝐴 

7.78 60 200 50 300 6 

7.78 50 300 60 200 6 

 

 

If a company should decide that the number of customers must carry a higher or lower weight, with 

regard to the number of call-outs, the multiplying factor should be adjusted accordingly (larger 

number for more weight, lower number for less weight). 

If an arc has  zero value, then it should be changed to one, the zero value suggests that an arc either 

does not have any customers or if it has customers that no call-outs have been triggered during the 

time period. 

This data should be used to compile matrices 𝐶𝑖𝑗 and 𝑊𝑖𝑗 that are used as inputs in the mathematical 

model. These matrices are the same for all of the datasets, the complete matrices can be seen in 

appendix A. 

Task 8: Determination of average RV driving speed 

The mathematical model calculates the maximum distance that a vehicle is allowed to travel to the 

point where service is required.  According to the standard specified by SAIDSA, all call-outs must be 

serviced within 15 minutes. The management of the company can decide what the maximum allowed 

response time of their vehicles to the point where service is required should be. 

To determine the maximum allowed travel distance the user must initially determine the average 

speed that RVs travel at.  Due to the geography and street layout differing from area to area, vehicles 

don’t necessarily achieve an average speed that is similar to the speed limit.  Private security 

companies keep record of the average response times and the average distance to the location where 

service is required for each of their vehicles.  The historical data of the RVs has been captured in and 

the average driving speed of RVs has been calculated.  The average driving speed for the various 

datasets can be seen below: 

 

Table 10 Weight Calculations 
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Dataset 1: 65 km/h 

Dataset 2: 65 km/h 

Dataset 3: 40 km/h 

Dataset 4: 40 km/h 

 

Task 9: Programming the Mathematical Model 

Appropriate linear programming software needs to be used to effectively solve the model.  When 

choosing the software to be used, one must bear in mind the number of variables and constraints that 

will be used. Different software has different limits on the number of variables and constraints.  

If the mathematical model is executed and the user is unable to find a solution, it means that an 

insufficient number of RVs are used and the model is incapable of adhering to all constraints.  

Additional RVs should be used to solve such a problem. 

Task 10: Interpretation of Results 

After the model has been solved by using the appropriate linear solving software, it remains the 

responsibility of management to interpret the results.  The model has been programmed and solved in 

Lingo (see appendix C for the Lingo code). 

When the value of Xk is equal to one, it means that intersection k should be a fixed location for an RV.  

Sometimes it is physically impossible for a vehicle to be positioned at the exact calculated location, 

thus management must determine a position as close to the intersection or node as possible that will 

suffice. 

When the value of Skij is equal to one, the RVs located at node k must service the arc between nodes i 

and j. 

The following figures show the results that have been obtained after the models have been executed. 
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Figure 13 Results Scenario 1 

 

Figure 14 Results Scenario 2 

42

41

31

30

21

20

11

1

10

5432

32 33 34 35

29 28 27 26

25

16

15

6

24

17

14

78

13

18

2322

12

9

19

3637383940

43 44 45

464748

Location RV 1

Location RV 2

Location RV 3

Coverage area RV 1
Coverage area RV 2
Coverage area RV 3

42

41

31

30

21

20

11

1

10

5432

32 33 34 35

29 28 27 26

25

16

15

6

24

17

14

78

13

18

2322

12

9

19

3637383940

43 44 45

464748

Location RV 1

Location RV 2

Location RV 3

Location RV 4

Coverage area RV 1
Coverage area RV 2
Coverage area RV 3

Coverage area RV 4

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



48 
 

 

Figure 15 Results Scenario 3 

 

Figure 16 Results Scenario 4 

The results generated by the mathematical model can be seen in figures 13 to 16 above.   

Figure 13 shows the results of dataset 1.  In dataset 1 the locations for three RVs are determined, each 

RV is allowed to serve up to 100 customers.  The time of day used is day.  The desired response time is 

1.5 minutes and the average driving speed of the RVs has been calculated as 65km/h. 

Figure 14 shows the results of dataset 2.  In dataset 2 the locations for four RVs are determined, each 

RV is allowed to serve up to 100 customers. The time of day used is day – this means RVs are parked 
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individually (no grouping is done).  The desired response time is 1.5 minutes and the average driving 

speed of the RVs has been calculated as 65km/h. 

Figure 15 shows the results of dataset 3.  In dataset 3 the locations for four RVs are determined, each 

RV is allowed to serve up to 100 customers. The time of day used is night – this means RVs are parked 

together in groups of two.  The desired response time is 1.5 minutes and the average driving speed of 

the RVs has been calculated as 65km/h. 

Figure 16 shows the results of dataset 4.  In dataset 4 the locations for six RVs are determined, each RV 

is allowed to serve up to 50 customers. The time of day used is night – this means RVs are parked 

together in groups of two. The desired response time is 1.5 minutes and the average driving speed of 

the RVs has been calculated as 40km/h. 

According to the data used, Malan Street (5-6-15-16-25-26-35-36) and Bailey Street (16-17-18-19-20) 

had the highest number of burglaries, but Bailey Street and Van Deventer Street (26-27-28-29-30) had 

the highest number of customers.  The weight calculated for the model takes the combination of both 

number of burglaries and number of customers into consideration.  The streets with the highest 

calculated weights were: Bailey Street, Barend Street and Stegmann Street (31-32-33-34-35). 

In all four executions of the model, the results placed the RVs very close to the streets with the highest 

weights, if the RV was not placed directly on one of the nodes of the street. 

 Conclusion 3.5

In this chapter an explicit network coverage model is presented, explained and executed.  This model 

should be used by smaller security companies that wish to site RVs and allocate specific streets to the 

various RVs. 

The model takes various operational factors and constraints into consideration i.e. weight allocated to 

streets, the average driving speed of the RVs, the maximum desired response time, the number of RVs 

available and the time of the day (day or night). 

The weight allocated to the various arcs (street sections) takes into consideration both the number of 

customers and the number of call-outs. 

The chapter also has a list of tasks which the user needs to perform to collect the appropriate inputs 

and get it in the correct format to be used in model execution. 
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Chapter 4 

Responding from a Single Location 

 Introduction 4.1

In this chapter the response of RVs from a single location (or facility) will be discussed.  From 

literature it can be seen that using a single facility has numerous advantages (Dineshbakshi: 2013): 

 Reduced coordination problems within the organisation, because everything is managed from 

one place. 

 There is uniformity within the organisation, everyone needs to adhere to the same policies and 

plans. 

 Centralisation organisations are best suited where resources and information has to move 

swiftly, especially in emergencies. 

 Duplication of functions and facilities is minimised which in turn reduces costs. 

If a company is just starting it would be beneficial for them to have one facility and as the company 

grows, they might consider decentralising their resources.   

This chapter can be divided into two phases as shown in the figure below. The first phase is to 

determine where the centralised facility location should be located, this centralised location can be 

determined by either using only the customers’ locations (Model 1a) or using both the expected 

number of call-outs and the customers’ locations (Model 1b).  A company that is only starting will 

typically not know the number of call-outs that they can expect, since this is dependent on factors of 

the area in which the company operates for example: crime rate, number of customers and income 

level of customers. 

The second phase is to determine how many RVs should be allocated to this facility. This number can 

change with time (higher number of call-outs during the evening) or can be fixed throughout the day 

where the arrival rate is constant throughout the day. The data currently captured does not 

differentiate between night and day, but it is advised that companies should consider this, research by 

Stats SA (2012) showed that burglaries occur more frequently during the night.  To determine the 

number of RVs required both the service rate of RVs and the arrival rate of call-outs should be taken 

into account.  
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Figure 17 Single Location Model (Inputs and Outputs) 

The location problems taken into consideration are all single-facility location problems, because, as the 

name suggests, all of them are used to determine a good location for a single facility taking specific 

constraints into consideration.  In these problems if one needs to determine the distance from the 

facility to the customer or demand point, there are various methods used in the literature to determine 

the distance from the facility to the customer (Tompkins et al: 2010)for example: 

 Rectilinear distance:  For rectilinear distance measurement, distances are measured along 

paths that are orthogonal (or perpendicular) to each other. 

 Straight-line distance: In straight line distance measurement, distances are measured along the 

straight line between two points. 

 Chebyshew distance: In Chebyshew distance measurement, the distance is the greater one of 

the horizontal and vertical distance travelled. 

 Actual distance: In actual distance measurement, distances are measured along the actual path 

between two points. 

For measuring the distances travelled by RVs, using actual distances are the most accurate.  

Unfortunately this would be impractical since complicated models must be developed for each area, 

which will be too time consuming and costly.  Rectilinear distance measurement would be sufficient 

for the use of the models in this section, because most of the streets in South Africa are perpendicular 

to one another or very close thereto, as can be seen in the figures below. 

Phase 1:

Determine facility location

Phase 2:

Determine number of RVs required

Model 1a:

Using only customer location

Model 1b:

Using both customer location and number of 

call-outs

Model

Customer Locations

Arrival Rate

Serv ing Rate

Number of Call-Outs

Facility Location

Number of RVs

Inputs: Outputs:

Model 4a: 

Model 4b: 

Model 4c 
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Figure 18 Street Layout South Africa 

The models in this section can be used by any privately owned security company and different results 

would be obtained by each, since the models use each company’s unique data independently. 

Two single location facility models have been used in this section: these are the minisum location 

problem and the minimax location problem. 
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The aim of the minisum location problem is to minimize the weighted distances between the facility 

and the customers’ locations.  The aim of the minimax location problem on the other hand is to 

minimize the distance between the facility and the furthest customer. 

When taking these problems into consideration both of them have their advantages and 

disadvantages, using the minisum location problem (which takes demand and customer location into 

consideration) would improve the average customer service, but this may cause some customers to be 

very far away from the facility.  This means that poor service would be provided to them. 

When a location of a facility needs to be determined and only the customer’s locations are taken into 

consideration it would be better to use the minimax location model, because for a small company just 

starting their business operations it would be beneficial to be able to respond to each of their clients 

within the predetermined time.  If a customer is too far away from the facility, the RV would not be 

able to reach the customer within the minimum allowed time. 

Throughout this section four datasets will be used to show how the models work (see appendix B). 

 Mathematical Model 4.2

4.2.1 Using only customer location (Model 4a) 

Mathematical formulation for the minimax location problem (Tompkins et al: 2010): 

Define the sets of indices I ∈ {1,2,…,n}, where n is the number of customers in the area under 

investigation. 

𝑥 ≜ 𝑡ℎ𝑒 𝑥 − 𝑐𝑜𝑜𝑟𝑑𝑖𝑛𝑎𝑡𝑒 𝑜𝑓 𝑡ℎ𝑒 𝑠𝑖𝑛𝑔𝑙𝑒 𝑓𝑎𝑐𝑖𝑙𝑖𝑡𝑦  

𝑦 ≜ 𝑡ℎ𝑒 𝑦 − 𝑐𝑜𝑜𝑟𝑑𝑖𝑛𝑎𝑡𝑒 𝑜𝑓 𝑡ℎ𝑒 𝑠𝑖𝑛𝑔𝑙𝑒 𝑓𝑎𝑐𝑖𝑙𝑖𝑡𝑦  

𝑎𝑖  ≜ 𝑡ℎ𝑒 𝑥 − 𝑐𝑜𝑜𝑟𝑑𝑖𝑛𝑎𝑡𝑒 𝑜𝑓 𝑐𝑢𝑠𝑡𝑜𝑚𝑒𝑟 𝑖, 𝑤ℎ𝑒𝑟𝑒 𝑖 ∈ 𝐼  

𝑏𝑖  ≜ 𝑡ℎ𝑒 𝑦 − 𝑐𝑜𝑜𝑟𝑑𝑖𝑛𝑎𝑡𝑒 𝑜𝑓 𝑐𝑢𝑠𝑡𝑜𝑚𝑒𝑟 𝑖, 𝑤ℎ𝑒𝑟𝑒 𝑖 ∈ 𝐼  

The aim of this model is to minimize the distance from the facility to the furthest customer, the 

formulation is given as: 

𝑚𝑖𝑛𝑧 = 𝑚𝑎𝑥 (|𝑥 − 𝑎𝑖|+ |𝑦 − 𝑏𝑖| + 𝑔𝑖)      (4.1)  

To obtain the minimax solution we let: 

𝑐1 = 𝑚𝑖𝑛𝑖𝑚𝑢𝑚 (𝑎𝑖  + 𝑏𝑖 −  𝑔𝑖)       (4.2) 

𝑐2 = 𝑚𝑎𝑥𝑖𝑚𝑢𝑚 (𝑎𝑖 +  𝑏𝑖  +  𝑔𝑖)       (4.3) 

𝑐3 = 𝑚𝑖𝑛𝑖𝑚𝑢𝑚 (− 𝑎𝑖  +  𝑏𝑖  − 𝑔𝑖)       (4.4) 
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𝑐4 = 𝑚𝑎𝑥𝑖𝑚𝑢𝑚 (− 𝑎𝑖 +  𝑏𝑖  +  𝑔𝑖)       (4.5) 

𝑐5 = 𝑚𝑎𝑥𝑖𝑚𝑢𝑚 (𝑐2  −  𝑐1, 𝑐4  − 𝑐3)       (4.6) 

After the values above have been determined the optimal solution would be any point on a line 

connecting the following points: 

(𝑥1
∗, 𝑦1

∗) = 0.5(𝑐1 − 𝑐3, 𝑐1 + 𝑐3 + 𝑐5)       (4.7) 

 (𝑥2
∗ ,𝑦2

∗) = 0.5(𝑐2 − 𝑐4, 𝑐2 + 𝑐4 − 𝑐5)      (4.8) 

From these equations the maximum distance from the facility to the customers can be determined by: 

𝑀𝑎𝑥𝑖𝑚𝑢𝑚 𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 =  𝑐5 ÷ 2       (4.9) 

If the maximum distance is further than the distance a RV can travel in the predetermined response 

time, it is the responsibility of management to address the issue, although it is recommended that a 

different model (see chapter 5) should be used and the RVs be decentralised. 

4.2.2 Using both customer location and number of call-outs (Model 1b) 

In the mathematical model, discussed in the previous section one does not take the expected number 

of call-outs into consideration.  In this section the expected number of call-outs are takin into 

consideration when determining the location of a new facility. 

This model will be used by companies that wish to centralise their resources.  Both the locations of 

customers and the expected number of call-outs or the historical call-out data are available. 

Define a sets of indices I ∈ {1,2,…,n}, where n is the number of customers in the area. 

𝑥 ≜  𝑡ℎ𝑒 𝑥 𝑐𝑜𝑜𝑟𝑑𝑖𝑛𝑎𝑡𝑒 𝑜𝑓 𝑡ℎ𝑒 𝑛𝑒𝑤 𝑓𝑎𝑐𝑖𝑙𝑖𝑡𝑦  

𝑦 ≜  𝑡ℎ𝑒 𝑦 𝑐𝑜𝑜𝑟𝑑𝑖𝑛𝑎𝑡𝑒 𝑜𝑓 𝑡ℎ𝑒 𝑛𝑒𝑤 𝑓𝑎𝑐𝑖𝑙𝑖𝑡𝑦  

𝑎𝑖  ≜  𝑡ℎ𝑒 𝑔𝑖𝑣𝑒𝑛 𝑥 𝑐𝑜𝑜𝑟𝑑𝑖𝑛𝑎𝑡𝑒 𝑜𝑓 𝑐𝑢𝑠𝑡𝑜𝑚𝑒𝑟 𝑖 𝑖𝑛 𝑡ℎ𝑒 𝑎𝑟𝑒𝑎, 𝑤ℎ𝑒𝑟𝑒 𝑖  ∈ 𝐼  

𝑏𝑖  ≜  𝑡ℎ𝑒 𝑔𝑖𝑣𝑒𝑛 𝑦 𝑐𝑜𝑜𝑟𝑑𝑖𝑛𝑎𝑡𝑒 𝑜𝑓 𝑐𝑢𝑠𝑡𝑜𝑚𝑒𝑟 𝑖 𝑖𝑛 𝑡ℎ𝑒 𝑎𝑟𝑒𝑎 𝑤ℎ𝑒𝑟𝑒 𝑖 ∈ 𝐼  

𝑤𝑖  ≜ 𝑡ℎ𝑒 𝑔𝑖𝑣𝑒𝑛 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑎𝑙𝑙 − 𝑜𝑢𝑡𝑠 𝑒𝑥𝑝𝑒𝑐𝑡𝑒𝑑 𝑎𝑡 𝑐𝑢𝑠𝑡𝑜𝑚𝑒𝑟 𝑖, 𝑤ℎ𝑒𝑟𝑒 𝑖 ∈ 𝐼  

𝑑𝑖 ≜ 𝑡ℎ𝑒 𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒𝑑 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 𝑡ℎ𝑒 𝑓𝑎𝑐𝑖𝑙𝑖𝑡𝑦 𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛 𝑎𝑛𝑑 𝑐𝑢𝑠𝑡𝑜𝑚𝑒𝑟 𝑖, 𝑖 ∈ 𝐼  

𝑚𝑖𝑛𝑧 =  ∑  𝑤𝑖 × 𝑑𝑖𝑖 ∈𝐼          (4.10) 

𝑑𝑖 = |𝑥 − 𝑎𝑖|+ |𝑦 − 𝑏𝑖|   ∀𝑖 ∈ 𝐼     (4.11) 
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Explaining the objectives: 

The aim (4.10) of this mathematical model is to minimize the average distance from the single facility 

to the customer where service is required. Equation (4.11) is a calculation to determine the distance 

between the facility and all of the customers, by using the rectilinear distance method. 

4.2.3 Number of RVs to be used (Queueing Theory) 

The input of the process is called the arrival process, the entities arriving at the process are the 

customers (Winston: 2004).  In the models used in this section it will be assumed that only one arrival 

can occur at a given instant – this is a realistic assumption when working with RVs, since multiple 

arrivals are impossible (an example of a multiple arrival is a group of people arriving at a restaurant). 

The arrival process of RVs are unaffected by the number of customers currently in the system, a 

probability distribution will be determined that governs the time between entity arrivals. 

To describe the output process of a queueing system, one should specify a probability distribution 

(service time distribution) that describes the customers’ service time.  The service time distribution is 

independent of the number of customers presently in the system, this means a server will not work 

faster or slower as the number of customers in the system increases or decreases (Winston: 2004).  In 

the queueing system of RVs, the servers (RVs) are in parallel, this means the customer only needs to be 

serviced by one server (RV) to complete the service (the servers are independent of one another). 

The queueing discipline used by RVs is the First Come First Served (FCFS) discipline.  This means that 

customers will be served in the order that they arrive in the system.  For the purpose of RVs it will be 

assumed that both the arrival rate and service rate follow an exponential distribution. 

The model can be written as M/M/s/GD/∞ / ∞ and the calculations will be done using the following 

formulae: 

 𝜆  : rate at which quantity arrives at system. 

 𝜇  : rate at which quantity is serviced in system. 

 s : number of servers in the system. 

 𝜌 =   𝜆/𝑠𝜇   (4.12) 

 For 𝜌 ≥ 1, no steady state exists. For 𝜌 < 1, 

 𝜋0 =  
1

∑
(𝑠𝜌)𝑖

𝑖!
+

(𝑠𝜌)𝑠

𝑠!(1−𝜌)
𝑖=𝑠−1
𝑖=0

   (4.13) 

 𝜋𝑗 =  
(𝑠𝜌)𝑗𝜋0

𝑗!
  (j=1,2,…,s)  (4.14) 

 𝜋𝑗 =  
(𝑠𝜌)𝑗𝜋0

𝑠!𝑠𝑗−1
  (j=1, s+1, s+2,…)  (4.15) 

 𝑃(𝑗 ≥ 𝑠) =  
(𝑠𝜌)𝑠𝜋0

𝑠!(1−𝜌)
   (4.16) 
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 𝐿𝑞 =  
𝑃(𝑗≥𝑠)𝜌

1−𝜌
  : average number of customers waiting in line. (4.17) 

 𝑊𝑞 =
𝑃(𝑗≥𝑠)

𝑠𝜇−𝜆
  : average time a customer spends in line. (4.18) 

 𝐿𝑠 =  
𝜆

𝜇
  : average number of customers in service. (4.19) 

 𝑊𝑠 =
1

𝜇
  : average time a customer spends in service. (4.20) 

 𝐿 =  𝐿𝑞 +
𝜆

𝜇
  : average number of customers present in the 

queueing system. 

(4.21) 

 𝑊 =
𝐿

𝜆
  : average time customer spends in system. (4.22) 

 Model Assumptions 4.3

 Arrival rate of call-outs follow an exponential distribution. 

 Service rate of RVs follow an exponential distribution. 

 Historical/ expected number of call-outs are known when determining the number of RVs to 

use. 

 The arrival rate is constant throughout the day – according to research most crimes are 

committed during the evening, this should theoretically increase the arrival rate of call-outs 

during the evening. 

 The service rate is constant throughout the day – service rate can vary throughout the day due 

to external factors such as traffic. 

 There is no resource capacity constraint, any number of RVs can be used at any time. 

 Model Execution 4.4

The following diagram has been compiled to assist the user with the use of the mathematical model 

(see figure 19 below):  
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Figure 19 Single Location Model Execution 

Task 1: Define Area 

It is the responsibility of management to determine the area for which the model will be used 

(the operating area).  The areas for the different datasets are given in the table below: 

Dataset: Area Size: Width (X): Length (Y): 

Dataset 1 581km2  31.20 km 18.62 km 

Dataset 2 491km2  41.37 km 11.87 km 

Dataset 3 125 km2  15.90 km 7.86 km 

Dataset 4 15 km2  6.60 km 2.24 km 

Table 11 Area Sizes 

Task 2: Determine X and Y coordinates of the customers 

The models in this section require the X and Y coordinates of all the customers in the area used.  It is 

advised to capture the coordinates in a spread sheet format (Microsoft Excel for example) to increase 

the ease of use.  The table below is a small extract of the X and Y coordinates of one of the datasets 

used.  To view the X and Y coordinates of the customers of all the datasets, refer to appendix B. 

Task 1: 
Define Area  

Task 2: 
Determine X and Y coordinates of the customers 

Task 3: 
Determine number of call-outs 

Task 4: 
Execute the mathematical model 

Task 5: 
Plot the results and calculate maximum distance 

Task 6: 
Calculate the percentage customers out of range 

Task 7: 
Determine number of RVs to use 
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Customer 

Number Location 

 

 

X y 

1 1.935176 0.677712 

2 5.177669 0.031462 

3 5.083995 1.828095 

4 4.738574 0.101793 

5 2.767024 1.93612 

6 5.28286 0.838389 

7 6.428833 1.955931 

8 0.375837 2.131248 

9 2.432775 1.178049 

10 5.126687 0.120089 

Table 12 Customer Location Coordinates 

Task 3: Determine number of call-outs 

If management wishes to use both the customers’ locations and the number of times each customer 

has requested a service (Model 4b) then the number of call-outs need to be captured.  The number of 

call-outs can be forecast (see appendix E or the data of the previous time period be used. 

If the number of call-outs is unavailable (new company for example) or management does not wish to 

take it into consideration then this task can be excluded and the next task can be performed.  

Task 4: Execute the mathematical model 

In this section management needs to execute the mathematical model, if the management only use the 

locations of the customers then the model in section 4.2.1 needs to be executed and if both the number 

of call-outs and customer locations need to be used then the model in section 4.2.2 needs to be 

executed.   

Both the models have been executed for the various datasets, the datasets can be viewed in appendix 

B. 

Task 5: Plot the results and calculate maximum distance. 

In this task, the output of the model needs to be plotted on a graph or map to see where the RVs (or 

facility) should be positioned.  The maximum distance from the location to the customers also need to 

be determined to help decide which of the RVs will be able to respond to the customers in the desired 

response time. 
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Figures 20 to 23 below show the location of the customers and the centralised facility when only 

customer locations are considered (Model 4a). 

 

Figure 20 Results Dataset 1 (locations only) 

 

Figure 21 Results Dataset 2 (locations only) 
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Figure 22 Results Dataset 3 (locations only) 

 

Figure 23 Results Dataset 4 (locations only) 
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The maximum distance from the centralised facility to the furthest customer needs to be determined, 

these values are in the table below: 

Dataset: Maximum distance: 

Dataset 1 24.7 km 

Dataset 2 26.27 km 

Dataset 3 11.57 km 

Dataset 4 4.25 km 

Table 13 Maximum Distances 

Figures 24 to 27 below show the location of the customers and the centralised facility when both the 

locations of the customers and the expected number of call-outs are used as inputs (Model 4b). 

 

Figure 24 Results Dataset 1 (call-outs and customer location) 
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Figure 25 Results Dataset 2 (call-outs and customer location) 

 

Figure 26 Results Dataset 3 (call-outs and customer location) 
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Figure 27 Results Dataset 4 (call-outs and customer location) 

The maximum distance from the facility to the furthest customer need to be determined, these values 

are given in the table below: 

Dataset: Maximum distance: 

Dataset 1 24.87 km 

Dataset 2 26.75 km 

Dataset 3 15.95 km 

Dataset 4 4.42 km 

Table 14 Maximum Distances 

From the results it can be seen that models 4a and 4b locate the centralised facility very close to each 

other, the number of call-outs expected at the customers does not play a significant role when 

determining a facility location as expected.  A problem identified with model 4b is that the distance 

from the facility to the furthest customer increases in every instance, independent of the dataset use.  

When looking at dataset 3, when model 4a was used all the customers were within the desired 15km. 

When using model 4b the maximum distance is over 15 km, this means that the RVs will not be able to 

reach the customer in 15 minutes.  From these findings it is recommended that model 4a should be 

used when determining the location of a centralised facility. 

If the maximum distance determined is further than the distance an RV is able to travel in the desired 

response time it is a good indication that the locations of RVs should be decentralised.  SAIDSA states 

that the response time should be less than 15 minutes, if a vehicle travels at an average speed of 

60km/h, it will only be possible to respond to customers closer than 15km from the RV’s location.  In 

the next task, the percentage of customers out of range will be determined, this will further support 

management’s decision to centralise or decentralise their RVs. 
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Task 6: Calculate the percentage customers out of range 

In this section the percentage of customers out of the desired response range should be determined 

This task will further support management’s decision to centralise or decentralise the locations or 

RVs.  A good example of where this task is important is with the use of dataset 3 when using the model 

that takes both the customers location and expected number of call-outs.  The maximum distance 

calculated for this dataset is 15.95 km, this means that the customer at this location is just out of range.  

The task in this section will help determine how many customers are out of range.  If it is only one or 

two customers, management may still wish to use a centralised location for their RVs.  The percentage 

of customers further than 15km (assumes average driving speed is 60km/h) from the facility is given 

in the tables below. 

When the model only takes customer locations into consideration (Model 4a): 

Dataset: Percentage customers out of range: 

Dataset 1 34.09% 

Dataset 2 79.35% 

Dataset 3 0% 

Dataset 4 0% 

Table 15 Percentage Customers out of Range (only location) 

When the model takes both customer locations and expected number of call-outs into consideration 

(Model 4b): 

Dataset: Percentage customers out of range: 

Dataset 1 34.02% 

Dataset 2 40.12% 

Dataset 3 0.44% 

Dataset 4 0% 

Table 16 Percentage Customers out of Range (call-outs and customer locations) 

Task 7: Determine number of RVs to use 

In this task the number of RVs to be allocate to the facility will be calculated.  It is advised that the 

queueing theory should only be applied when the percentage of customers out of range is 0%, if the 

percentage of customers that is out of range is greater than 0, the RVs should be placed at 

decentralised locations, refer to chapter 3 or chapter 5. 

To determine the number of RVs to use, the queueing theory discussed in section 4.2.3 will be used. 
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The mathematical model is given below: 

𝑠 ≜  𝑡ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑅𝑉𝑠 𝑡𝑜 𝑢𝑠𝑒  

𝑊 ≜  𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑡𝑖𝑚𝑒 𝑎 𝑐𝑢𝑠𝑡𝑜𝑚𝑒𝑟 𝑠𝑝𝑒𝑛𝑑𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑠𝑦𝑠𝑡𝑒𝑚 (𝑖𝑛 ℎ𝑜𝑢𝑟𝑠)  

DT ≜ the given desired response time (in hours)   

𝐿 ≜  𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑢𝑠𝑡𝑜𝑚𝑒𝑟𝑠 𝑝𝑟𝑒𝑠𝑒𝑛𝑡 𝑖𝑛 𝑡ℎ𝑒 𝑞𝑢𝑒𝑢𝑖𝑛𝑔 𝑠𝑦𝑠𝑡𝑒𝑚  

𝜆 ≜  𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑎𝑟𝑟𝑖𝑣𝑎𝑙𝑠 𝑒𝑛𝑡𝑒𝑟𝑖𝑛𝑔 𝑡ℎ𝑒 𝑠𝑦𝑠𝑡𝑒𝑚 (𝑖𝑛 𝑐𝑢𝑠𝑡𝑜𝑚𝑒𝑟𝑠 𝑝𝑒𝑟 ℎ𝑜𝑢𝑟)  

𝜇 ≜  𝑡ℎ𝑒 𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑠𝑒𝑟𝑣𝑖𝑐𝑒 𝑟𝑎𝑡𝑒 𝑏𝑦 𝑡ℎ𝑒 𝑅𝑉𝑠 (𝑖𝑛 𝑐𝑢𝑠𝑡𝑜𝑚𝑒𝑟𝑠 𝑝𝑒𝑟 ℎ𝑜𝑢𝑟𝑠)  

𝐿𝑞  ≜   𝑡ℎ𝑒 𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑢𝑠𝑡𝑜𝑚𝑒𝑟𝑠 𝑤𝑎𝑖𝑡𝑖𝑛𝑔 𝑖𝑛 𝑙𝑖𝑛𝑒  

𝑃(𝑗 ≥ 𝑠) ≜   𝑡ℎ𝑒 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑡ℎ𝑎𝑡 𝑎𝑙𝑙 𝑠𝑒𝑟𝑣𝑒𝑟𝑠 𝑎𝑟𝑒 𝑏𝑢𝑠𝑦  

𝜌 ≜   𝑠𝑒𝑟𝑣𝑖𝑐𝑒 𝑟𝑎𝑡𝑒 𝑡𝑜 𝑎𝑟𝑟𝑖𝑣𝑎𝑙 𝑟𝑎𝑡𝑒 𝑟𝑎𝑡𝑖𝑜   

The mathematical formulation is given as:  

𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 𝑠         (4.23) 

𝑊 ≤  𝐷𝑇          (4.24) 

𝑊 =  
𝐿

𝜆
          (4.25) 

𝐿 =  𝐿𝑞 +
𝜆

𝜇
          (4.26) 

𝐿𝑞  =  
𝑃(𝑗≥𝑠)𝜌

1−𝜌
          (4.27) 

𝜌 =  
𝜆

𝑠𝜇
           (4.28) 

Explaining the objectives: 

The aim of this model (4.23) is to minimize the number of RVs used, while still providing an acceptable 

level of service to the customers. (4.24) The average time a customer spends in the system should be 

less or equal to the desired time determined by management. (4.25),(4.26),(4.27) and (4.28) are all 

calculations used to calculate the average time a customer spends in the system when using queueing 

theory. 

Because the number of customers that is out of range for both dataset 1 and 2 is greater than zero, it 

will not be used with queueing theory, it will only be used in the models where the locations of RVs are 
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decentralised (Chapter 5).  RVs will physically not be able to respond to most of the customers within 

15 minutes. 

In task 5 it was seen that Model 4a and Model 4b deliver similar results, in some instance Model 4b 

locates a facility that is too far for the RVs to reach in 15 minutes, for this reason only the outputs of 

Model 1a will be used in this section.  Datasets 3 and 4 were used as inputs to these models. The 

models were solved using Lingo, the Lingo code can be viewed in Appendix C. 

Dataset 3 Inputs and Results: 

 

Figure 28 Inter-arrival Times 

 

Figure 29 Service Times 

Dataset: Arrival Rate: Service Rate: 

Dataset 3 12.85 call-outs per hour 8.81 call-outs per hour 

Table 17 Arrival Rate and Service Rate 

Output: Desired Time: 15 min Desired Time: 10 min 

Number of RVs 1.977 ≈ 2 2.39 ≈ 3 

Average time in system 15 min 10 min 

Average number of call-outs in 

system 

3.21 call-outs 2.14 call-outs 

Average number of call-outs 1.75 call-outs 0.68 call-outs 
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waiting in line 

Table 18 Model Outputs 

Dataset 4 Inputs and Results: 

 

Figure 30 Inter-arrival Times 

 

Figure 31 Service Times 

Dataset: Arrival Rate: Service Rate: 

Dataset 4 12.85 call-outs per hour 8.81 call-outs per hour 

Table 19 Arrival Rate and Service Rate 

Output: Desired Time: 15 min Desired Time: 10 min 

Number of RVs 0.24 ≈ 1 0.32 ≈ 1 

Average time in system 15 min 10 min 

Average number of call-outs in 

system 

0.61 call-outs 0.41 call-outs 

Average number of call-outs 

waiting in line 

0.52 call-outs 0.32 call-outs 

Table 20 Model Outputs 

 Conclusion 4.5

This chapter discusses the response of RVs from a single location. The models will typically be used by 

security companies that operate in a fairly small area or are just starting their operations. 
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The chapter is divided into two sections – firstly determining the centralised location and secondly 

determining the number of RVs to use (using queueing theory).  When determining the centralised 

location the user can either use the locations of the customers or a combination of both customers’ 

locations and expected demand.  A criterion is also discussed to determine whether a centralised 

location can be sufficiently used or if decentralised locations should be considered. 

The tasks required to gather data and execute the models are also explained and used to execute 

various scenarios. 

The results shows that RVs used for Dataset 1 and Dataset 2 should rather be decentralised as 34% of 

the customers of Dataset 1 and 79% of the customers in Dataset 2 won’t be serviced within the desired 

time.  In Dataset 3 and Dataset 4 the number of customers too far from the centralised facility to be 

serviced within the desired time are negligible, thus the facility can be centralised.  Dataset 3 requires 

two RVs to respond to customers within 15 minutes and three RVs to respond to customers within 10 

minutes.  Dataset 4 requires only one RV to respond to customers within 10 minutes. 
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Chapter 5  

Decentralised Location Modelling with 

Queueing Theory 

 Introduction 5.1

In this chapter the response of RVs from multiple locations (or facilities) will be discussed.  From 

literature it can be seen that using multiple facilities has numerous advantages (Langley et al.: 2008): 

 As the number of RVs increases, the number of customers that can be serviced by the security 

company increases. 

 The operational area of the company increases. 

 The response time to customers is decreased, if facilities are located at the correct strategic 

sites. 

 The number of customers and potential customers that is covered increases. 

When a company is initially starting it would be beneficial for them to have one facility and as the 

company grows, they might consider decentralising their resources – the main reason for security 

companies to let their RVs respond from multiple locations will be to reduce the response time to the 

location where a crime or call-out has occurred and to increase the area that is covered.   

This chapter is divided into two sections as can be seen in the figure below.  In the first section the 

LSCP will be used but it will be adapted to develop Model 5a, a model that takes the various 

operational constraints security companies face into consideration.  Security companies need to 

service demand and cover all of their customers.  Although these two factors (demand and number of 

customers) are often directly proportional to each other it can happen that an area with a low number 

of customers has a high number of call outs and vice versa.  This model will inform the management of 

security companies of how many RVs are required and where they should be located in the 

operational area to respond to demand within the given limited time period. 

In the second section the MCLP problem will be taken into consideration to develop Model 5b.  In this 

model the number of RVs that will be used is a constant constraint, and they will be located to provide 

the best level of service.  This model should be used when the number of RVs the security company has 

available are insufficient to provide complete coverage to all the customers (output given by Model 

5a).  It is not desirable for security companies to use this model but often due to external forces 

(vacation leave, sick leave and strikes) it becomes necessary to use this model.  The output of this 
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model will inform management of security companies on where to locate the RVs when resources 

(RVs) are limited to provide the best level of service.  In many cases it is too costly to add another 

resource when the increase in service level is small due to the increase in number of resources, this 

model can also be used to track the demand and number of customers covered versus the number of 

RVs used. 

 

Figure 32 Multiple Location Models (Inputs and Outputs) 

The location problems taken into consideration are the Location Set Covering Problem (LSCP), 

Maximal Covering Location Problem (MCLP) and the Backup Covering Location Problem (BCLP). 

In this chapter the explicit derivatives of the models will only be used.  It is essential for these models 

to be explicit because according to the regulations set out by SAIDSA (Rudolph: 2011), all customers 

must be covered and the locations of all RVs must be displayed within the company – this means that 

no areas are allowed to be partially covered, which is done by traditional coverage and location 

models. 

Throughout this section four datasets will be used to show how the models work.  For a comparison 

and explanation of the various datasets used see Appendix B. 

 Mathematical Model 5.2

5.2.1 Explicit Location set covering problem with queueing theory 

In traditional LSC problems only the locations of the customers are taken into consideration when 

determining the facilities’ locations.  This is not the case for RV companies.  The RV companies must 

locate the RVs in such a way that: 

Phase 1: 
Determine facility locations for highest service level 

Phase 2: 
Determine serv ice level using less resources 

Model 5a: 
LSCP - Explicit 

Model 5b: 

 

Customer Locations 

Number of Demand 
Potential RV Locations 

RV Locations 

Number of RVs 

Inputs: Outputs: 

MCLP - Explicit 

Phase 3: 
Compare Results of Models 

Customers Serv iced 

Demand Serv iced 

Number of RVs 

RV Locations 

Desired Total Time in System 

Location Combinations 

Potential RV Locations 

Serv ing Rate 
Arrival Rate 

Number of Customers 

Location Combinations 

Number of RVs 

Customer time in System 

RV Locations 
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 all customers are within an acceptable distance from at least one RV, and 

 the RVs must respond to the customer within 15 minutes, to achieve this queueing theory need 

to be taken into consideration when companies determine the locations of their RVs. 

To achieve these objectives the following mathematical model needs to be used: 

In defining the objectives let: 

𝐼 ̅ ∈ {1. . 𝑛}, 𝑤ℎ𝑒𝑟𝑒 𝑛 𝑖𝑠 𝑡ℎ𝑒 𝑔𝑖𝑣𝑒𝑛 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙 𝑅𝑉 𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛𝑠 𝑖𝑛 𝑡ℎ𝑒   

𝑜𝑝𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑎𝑙 𝑎𝑟𝑒𝑎.   

𝐿̅ ∈ {1. . 𝑛}, 𝑤ℎ𝑒𝑟𝑒 𝑛 𝑖𝑠 𝑎 𝑔𝑖𝑣𝑒𝑛 𝑙𝑖𝑠𝑡 𝑜𝑓 𝑎𝑙𝑙 𝑝𝑜𝑠𝑠𝑖𝑏𝑙𝑒 𝑐𝑜𝑚𝑏𝑖𝑛𝑎𝑡𝑖𝑜𝑛𝑠 𝑜𝑓 𝑝𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙   

𝑅𝑉 𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛𝑠.  

𝐾 ∈ {1. . 𝑛},𝑤ℎ𝑒𝑟𝑒 𝑛 𝑖𝑠 𝑡ℎ𝑒 𝑔𝑖𝑣𝑒𝑛 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑢𝑏 − 𝑎𝑟𝑒𝑎𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑜𝑝𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑎𝑙 𝑎𝑟𝑒𝑎.  

𝑋𝑖  ≜  𝑡ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑅𝑉𝑠 𝑡ℎ𝑎𝑡 𝑠ℎ𝑜𝑢𝑙𝑑  𝑏𝑒 𝑙𝑜𝑐𝑎𝑡𝑒𝑑 𝑎𝑡 𝑠𝑖𝑡𝑒 𝑖, 𝑤ℎ𝑒𝑟𝑒 𝑖 ∈ 𝐼 ̅ 

𝑌𝑙𝑖 ≜  {1 𝑖𝑓 𝑝𝑒𝑟𝑚𝑢𝑡𝑎𝑡𝑖𝑜𝑛 𝑙 ℎ𝑎𝑠 𝑎 𝑣𝑒ℎ𝑖𝑐𝑙𝑒 𝑠𝑖𝑡𝑒𝑑 𝑎𝑡 𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛 𝑖, 𝑤ℎ𝑒𝑟𝑒 𝑙 ∈ 𝐿̅, 𝑖 ∈ 𝐼 ̅

0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                                                                                                   
  

𝑃𝑙  ≜  𝑡ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑖𝑚𝑒 𝑐𝑜𝑚𝑏𝑖𝑛𝑎𝑡𝑖𝑜𝑛 𝑙 𝑚𝑢𝑠𝑡 𝑏𝑒 𝑢𝑠𝑒𝑑,𝑤ℎ𝑒𝑟𝑒  𝑙 ∈ 𝐿̅  

𝑀𝑙𝑘 {1 𝑖𝑓 𝑐𝑜𝑚𝑏𝑖𝑛𝑎𝑡𝑖𝑜𝑛 𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑒𝑙𝑦 𝑐𝑜𝑣𝑒𝑟𝑠 𝑎𝑟𝑒𝑎 𝑘, 𝑤ℎ𝑒𝑟𝑒 𝑙 ∈ 𝐿̅ 𝑎𝑛𝑑 𝑘 ∈ 𝐾
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                                                                                             

   

𝑠𝑘  ≜  𝑡ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑅𝑉𝑠 𝑡ℎ𝑎𝑡 𝑠ℎ𝑜𝑢𝑙𝑑 𝑐𝑜𝑣𝑒𝑟 𝑎𝑟𝑒𝑎 𝑘, 𝑤ℎ𝑒𝑟𝑒 ∀𝑘 ∈ 𝐾  

𝑊𝑘  ≜  𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑡𝑖𝑚𝑒 𝑎 𝑐𝑢𝑠𝑡𝑜𝑚𝑒𝑟 𝑓𝑟𝑜𝑚 𝑎𝑟𝑒𝑎 𝑘 𝑠𝑝𝑒𝑛𝑑𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑠𝑦𝑠𝑡𝑒𝑚 (𝑖𝑛 ℎ𝑜𝑢𝑟𝑠),   

𝑤ℎ𝑒𝑟𝑒 ∀𝑘 ∈ 𝐾  

𝐷𝑇 ≜  𝑡ℎ𝑒 𝑔𝑖𝑣𝑒𝑛 𝑑𝑒𝑠𝑖𝑟𝑒𝑑 𝑡𝑜𝑡𝑎𝑙 𝑡𝑖𝑚𝑒 𝑖𝑛 𝑠𝑦𝑠𝑡𝑒𝑚 (𝑖𝑛 ℎ𝑜𝑢𝑟𝑠)  

𝐿𝑘  ≜  𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑢𝑠𝑡𝑜𝑚𝑒𝑟𝑠 𝑝𝑟𝑒𝑠𝑒𝑛𝑡 𝑖𝑛 𝑡ℎ𝑒 𝑞𝑢𝑒𝑢𝑖𝑛𝑔 𝑠𝑦𝑠𝑡𝑒𝑚 𝑜𝑓 𝑎𝑟𝑒𝑎 𝑘,   

𝑤ℎ𝑒𝑟𝑒 ∀𝑘 ∈ 𝐾  

𝐴𝑅𝑘  ≜  𝑡ℎ𝑒 𝑔𝑖𝑣𝑒𝑛 𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑎𝑟𝑟𝑖𝑣𝑎𝑙𝑠 𝑒𝑛𝑡𝑒𝑟𝑖𝑛𝑔 𝑡ℎ𝑒 𝑠𝑦𝑠𝑡𝑒𝑚  

(𝑖𝑛 𝑐𝑢𝑠𝑡𝑜𝑚𝑒𝑟𝑠 𝑝𝑒𝑟 ℎ𝑜𝑢𝑟) 𝑖𝑛 𝑎𝑟𝑒𝑎 𝑘, 𝑤ℎ𝑒𝑟𝑒 ∀𝑘 ∈ 𝐾  

𝑆𝑅𝑘  ≜  𝑡ℎ𝑒 𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑠𝑒𝑟𝑣𝑖𝑐𝑒 𝑟𝑎𝑡𝑒 𝑏𝑦 𝑡ℎ𝑒 𝑅𝑉𝑠 (𝑖𝑛 𝑐𝑢𝑠𝑡𝑜𝑚𝑒𝑟𝑠 𝑝𝑒𝑟 ℎ𝑜𝑢𝑟𝑠)𝑖𝑛 𝑎𝑟𝑒𝑎 𝑘,  

 𝑤ℎ𝑒𝑟𝑒 ∀𝑘 ∈ 𝐾  

𝐿𝑄𝑘  ≜  𝑡ℎ𝑒 𝑔𝑖𝑣𝑒𝑛 𝑡ℎ𝑒 𝑎𝑣𝑒𝑟𝑎𝑔𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑢𝑠𝑡𝑜𝑚𝑒𝑟𝑠 𝑤𝑎𝑖𝑡𝑖𝑛𝑔 𝑖𝑛 𝑙𝑖𝑛𝑒 𝑖𝑛 𝑎𝑟𝑒𝑎 𝑘,   
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𝑤ℎ𝑒𝑟𝑒 ∀𝑘 ∈ 𝐾  

𝑃(𝑗 ≥ 𝑠)𝑘 ≜   𝑡ℎ𝑒 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑡ℎ𝑎𝑡 𝑎𝑙𝑙 𝑠𝑒𝑟𝑣𝑒𝑟𝑠 𝑠𝑒𝑟𝑣𝑖𝑐𝑖𝑛𝑔 𝑎𝑟𝑒 𝑘 𝑎𝑟𝑒 𝑏𝑢𝑠𝑦, 𝑤ℎ𝑒𝑟𝑒 ∀𝑘 ∈ 𝐾  

𝑅𝑘  ≜   𝑠𝑒𝑟𝑣𝑖𝑐𝑒 𝑟𝑎𝑡𝑒 𝑡𝑜 𝑎𝑟𝑟𝑖𝑣𝑎𝑙 𝑟𝑎𝑡𝑒 𝑟𝑎𝑡𝑖𝑜 𝑓𝑜𝑟 𝑎𝑟𝑒𝑎 𝑘, 𝑤ℎ𝑒𝑟𝑒 ∀𝑘 ∈ 𝐾   

The formulation is then given as: 

𝑀𝑖𝑛 𝑍 =  ∑ 𝑋𝑖𝑖           (5.1) 

Subject to: 

 𝑋𝑖 ≥  𝑌𝑙𝑖 × 𝑃𝑙   (5.2) 

 ∑ 𝑃𝑙 × 𝑀𝑙𝑘𝑙 = 𝑠𝑘∀𝑘 ∈ 𝐾   (5.3) 

 𝑋𝑖 ≥ 0  ∀ 𝑖 ∈ 𝐼 ̅ (5.4) 

 𝑃𝑙 ≥ 0 ∀   𝑙 ∈ 𝐿̅  (5.5) 

 𝑊𝑘  ≤  𝐷𝑇     ∀𝑘 ∈ 𝐾  (5.6) 

 𝑊𝑘  =  
𝐿𝑘

𝐴𝑅𝑘
      ∀𝑘 ∈ 𝐾  (5.7) 

 𝐿𝑘  =  𝐿𝑄𝑘 +
𝐴𝑅𝑘

𝑆𝑅𝑘 
   ∀𝑘 ∈ 𝐾  (5.8) 

 𝐿𝑄𝑘 =  
𝑃(𝑗≥𝑠)𝑘𝑅𝑘

1−𝑅𝑘
     ∀𝑘 ∈ 𝐾  (5.9) 

 𝑅𝑘 =  
𝐴𝑅𝑘

𝑠×𝑆𝑅𝑘 
      ∀𝑘 ∈ 𝐾  (5.10) 

 𝑌𝑙𝑖 ∈ {0,1}   ∀𝑖 ∈ 𝐼,̅ ∀ 𝑙 ∈ 𝐿̅  (5.11) 

 𝑀𝑙𝑘 ∈ {0,1}     ∀ 𝑙 ∈ 𝐿̅, ∀𝑘 ∈ 𝐾  (5.12) 

Explaining the objectives: 

The objective (5.1) of this model is to minimize the number of RVs required to achieve the desired 

operational performance. Constraint (5.2) states that if a specific combination of RV locations is used 

that RVs must be sited at all the locations contained within the combination.  Constraint (5.3) 

determines how many RVs should cover the specific area, taking queueing theory into consideration.  

Constraints (5.4) and (5.5) states that both the siting and combination variable should have a value 

greater than zero.  (5.6)The average time a customer spends in the system should be less or equal to 

the desired time determined by management. Constraints (5.7),(5.8),(5.9) and (5.10) are all 

calculations used to calculate the average time a customer spends in the system when using queueing 

theory. Constraints (5.11) and (5.12) are binary constraints. 

5.2.2 Maximum coverage location problem with multiple objectives 

In defining the objectives let: 

 𝐼 ̅ ∈ {1. . 𝑛}, 𝑤ℎ𝑒𝑟𝑒 𝑛 𝑖𝑠 𝑡ℎ𝑒 𝑔𝑖𝑣𝑒𝑛 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙 𝑅𝑉 𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑜𝑝𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑎𝑙   

𝑎𝑟𝑒𝑎.  
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 𝐿̅ ∈ {1. . 𝑛}, 𝑤ℎ𝑒𝑟𝑒 𝑛 𝑖𝑠 𝑎 𝑔𝑖𝑣𝑒𝑛 𝑙𝑖𝑠𝑡 𝑜𝑓 𝑎𝑙𝑙 𝑝𝑜𝑠𝑠𝑖𝑏𝑙𝑒 𝑐𝑜𝑚𝑏𝑖𝑛𝑎𝑡𝑖𝑜𝑛𝑠 𝑜𝑓 𝑝𝑜𝑡𝑒𝑛𝑡𝑖𝑎𝑙   

𝑅𝑉 𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛𝑠.  

 𝐾 ∈ {1. . 𝑛},𝑤ℎ𝑒𝑟𝑒 𝑛 𝑖𝑠 𝑡ℎ𝑒 𝑔𝑖𝑣𝑒𝑛 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑢𝑏 − 𝑎𝑟𝑒𝑎𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑜𝑝𝑒𝑟𝑎𝑡𝑖𝑜𝑛𝑎𝑙 𝑎𝑟𝑒𝑎.  

 𝑋𝑖 ≜  
{1 𝑖𝑓 𝑎𝑛 𝑅𝑉 𝑖𝑠 𝑡𝑜 𝑏𝑒 𝑠𝑖𝑡𝑒𝑑 𝑎𝑡 𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛 𝑖, 𝑤ℎ𝑒𝑟𝑒 𝑖 ∈  𝐼.̅

0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                                                            
  

 𝑌𝑙𝑖 ≜  
{1 𝑖𝑓 𝑐𝑜𝑚𝑏𝑖𝑛𝑎𝑡𝑖𝑜𝑛 𝑙 ℎ𝑎𝑠 𝑎 𝑣𝑒ℎ𝑖𝑐𝑙𝑒 𝑠𝑖𝑡𝑒 𝑎𝑡 𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛 𝑖, 𝑤ℎ𝑒𝑟𝑒 𝑖 ∈ 𝐼 ̅𝑎𝑛𝑑 𝑙 ∈ 𝐿.̅
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                                                                                                         

   

 𝑃𝑙  ≜  𝑇ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑖𝑚𝑒 𝑐𝑜𝑚𝑏𝑖𝑛𝑎𝑡𝑖𝑜𝑛 𝑙 𝑚𝑢𝑠𝑡 𝑏𝑒 𝑢𝑠𝑒𝑑, 𝑤ℎ𝑒𝑟𝑒  𝑙 ∈ 𝐿̅   

 𝑀𝑙𝑘 ≜  
{1 𝑖𝑓 𝑐𝑜𝑚𝑏𝑖𝑛𝑎𝑡𝑖𝑜𝑛 𝑙 𝑐𝑜𝑚𝑝𝑙𝑒𝑡𝑒𝑙𝑦 𝑐𝑜𝑣𝑒𝑟𝑠 𝑎𝑟𝑒𝑎 𝑘, 𝑤ℎ𝑒𝑟𝑒 𝑙  ∈ 𝐿̅ 𝑎𝑛𝑑 𝑘 ∈ 𝐾.
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                                                                                                 

  

 𝐶𝑙𝑘 ≜  
{1 𝑖𝑓 𝑐𝑜𝑚𝑏𝑖𝑛𝑎𝑡𝑖𝑜𝑛 𝑙 𝑠ℎ𝑜𝑢𝑙𝑑 𝑏𝑒 𝑢𝑠𝑒𝑑 𝑡𝑜 𝑐𝑜𝑣𝑒𝑟 𝑎𝑟𝑒𝑎 𝑘,   𝑤ℎ𝑒𝑟𝑒 𝑙 ∈ 𝐿̅ 𝑎𝑛𝑑 𝑘 ∈ 𝐾.
0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                                                                                                                              

   

 𝑑𝑘 ≜  The given demand of area k, where 𝑘 ∈ 𝐾. 

 𝑛𝑘 ≜  The given number of customers in area k, where 𝑘 ∈ 𝐾. 

 𝑅 ≜  The given number of RVs to be sited. 

   

 𝑚𝑎𝑥 𝑍1 = ∑ ∑ 𝐶𝑙𝑘 × 𝑛𝑘𝑘𝑙    (5.13) 

 𝑚𝑎𝑥 𝑍2 = ∑ ∑ 𝐶𝑙𝑘 × 𝑑𝑘𝑘𝑙    (5.14) 

 ∑ 𝑋𝑖  =  𝑅𝑖    (5.15) 

 ∑ 𝐶𝑙𝑘  ≤  1𝑙   ∀𝑘 ∈ 𝐾  (5.16) 

 𝐶𝑙𝑘  ≤  𝑀𝑙𝑘 × 𝑃𝑙   ∀𝑙 ∈ 𝐿̅, 𝑘 ∈ 𝐾  (5.17) 

 𝑋𝑖  = ∑ 𝑌𝑙𝑖 × 𝑃𝑙𝑙   ∀𝑖 ∈ 𝐼 ̅ (5.18) 

 𝑃𝑙  ∈  {0,1}  ∀𝑙 ∈ 𝐿̅  (5.19) 

 𝐶𝑙𝑘  ∈  {0,1}  ∀𝑙 ∈ 𝐿̅, 𝑘 ∈ 𝐾  (5.20) 

The multiple objectives of this model is to (5.13) maximise the number of customers covered by RVs 

and to (5.14) maximise the demand that is covered by RVs.  Constraint (5.15) states that the number of 

sited RVs should be equal to the number of RVs given as an input.  (5.16) Each one of the sub-areas 

should be covered by a maximum of one combination of RVs.  (5.17) A sub-area can only be covered by 

a combination if the locations within the combination cover the area completely.  (5.18) The number of 

RVs sited at each location should be equal to the number of RVs in the combination at the specific 

location, if the combination should be used. Constraints (5.19) and (5.20) are binary constraints. 

 Model Assumptions 5.3

Model 5a (LSCP-Explicit) 

 The inter arrival rate is exponential. 

 The service rate is exponential. 

 Arrival rate and service rate is constant over time, it doesn’t change throughout the day. 

 All of the sub-areas contain some customers and should be covered. 
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 There is no constraint on the number of resources (RVs) available. 

Model 5b (MCLP-Explicit) 

 There is a constraint on the number of resources (RVs) available. 

 The time the customer spends in the system is not a priority, the priority is to cover as many 

customers and demand as possible. 

 Model Execution 5.4

The following diagram has been compiled to assist the user with the use of the mathematical models 

(see figure 33 below):  

 

Figure 33 Multiple Location Models (Execution) 

 

 

Task 1: 
Define Area  

Task 2: 

Determine Customer Locations 

Task 3: 
Determine number of call-outs, arrival rate and serv ice 

rate. 

Task 4: 

Determine Potential RV locations 

Task 5: 
Determine other inputs 

Task 6: 
Execute LSCP (Explicit) 

Task 7: 

Execute MCLP (Explicit) 

Task 8: 

Evaluate Results 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



75 
 

Task 1: Define Area 

The area that should be used in the model should be determined by the managers of the company, 

although the boundaries of the area should actually be determined by the spread of the customer 

locations.  The area should now be divided into clusters (referred to as sub-areas throughout this 

chapter). The sizes of the clusters can vary, but to reduce computational difficulty it is suggested that 

the same size should be used throughout.  In the datasets used the areas are divided into sub-areas of 

3km ×3km.  See the figures below: 

 

Figure 34 Dataset 1 Sub-Areas 

 

Figure 35 Dataset 2 Sub-Areas 
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Figure 36 Dataset 3 Sub-Areas 

 

Figure 37 Dataset 4 Sub-Areas 

Task 2: Determine Customer Locations 

The coordinates of the customers must be used to determine in which of the sub-areas the customer is 

situated (see chapter 4, section 4.4 for coordinates). The total number of customers in each of the sub-

areas should be calculated and used to compile matrix nk that is used in the MCLP model.  At this stage 

it is important to check that all customers are contained in the sub-areas. 

 Dataset 1 Dataset 2 Dataset 3 Dataset 4 

𝑘  𝑛𝑘  𝑛𝑘 𝑛𝑘 𝑛𝑘 

1 

2 

3 

4 

5 

6 

7 
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9 

10 

11 

12 

13 

73 

62 

69 

56 

101 

80 

62 

78 

62 

71 

25 

66 

63 

50 

70 

57 

48 

66 

70 

66 

59 

56 

78 

58 

62 

60 

289 

327 

291 

288 

282 

87 

80 

86 

93 

75 

76 

23 

48 

47 

59 

66 

58 

51 

72 

47 
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53 
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19
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3

9
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21

4
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16
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19

4

12

20

5

13

21

6

14

22

7

15

23

8

16

24

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



77 
 

14 

15 

16 

17 

18 

19 

20 

21 

22 

23 

24 

25 

26 

27 

28 

29 

30 

31 

32 

33 

34 

35 

36 

37 

38 

39 

40 

41 

42 

43 

44 

45 

46 

47 

48 

49 

50 

66 

62 

71 

70 

75 

65 

64 

61 

28 

64 

67 

52 

65 

82 

65 

68 

55 

67 

82 

30 

75 

80 

79 

67 

61 

61 

64 

65 

68 

84 

25 

63 

86 

76 

65 

71 

67 

52 
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56 

63 

60 

63 

49 

74 
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60 

76 

59 

58 

70 

67 

40 

0 

73 

55 

58 

52 

66 

72 

68 

70 

64 

60 

65 

59 

67 

56 

0 

54 

40 

58 

66 

64 

39 

46 

53 

48 

17 
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0 
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54 

38 
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13 

26 

13 

15 

13 
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51 

52 

53 

54 

55 

56 

57 

58 

59 

60 

61 

62 

63 

64 

65 

66 

67 

68 

69 

70 

71 

72 

73 

74 

75 

76 

77 

74 

65 

64 

74 

27 

70 

83 

70 

77 

62 

65 

57 

59 

76 

57 

35 

10 

9 

15 

17 

18 

22 

21 

10 

24 

16 

13 

62 

65 

64 

81 

57 

60 

54 

65 

46 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

Table 21 Matrix 𝑵𝒌 All Datasets 

Task 3: Determine number of call-outs and arrival rate 

Historical data should be used to determine the number of call-outs of each customer and this is used 

to compile matrix dk that is used in the MCLP.  The inter arrival times of the call-outs should also be 

determined at a sub-area level to determine the arrival rate, the arrival rate is used to compile matrix 

𝐴𝑅k that is used as an input to the LSCP.  See the table below for matrices dk , 𝑆𝑅𝑘 and 𝐴𝑅k for the 

various datasets. 
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 Dataset 1 Dataset 2 Dataset 3 Dataset 4 

k 𝐴𝑅𝑘 𝑆𝑅𝑘 𝑑𝑘 𝐴𝑅𝑘 𝑆𝑅𝑘 𝑑𝑘 𝐴𝑅𝑘 𝑆𝑅𝑘 𝑑𝑘 𝐴𝑅𝑘 𝑆𝑅𝑘 𝑑𝑘 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

22 

23 

24 

25 

26 

27 

28 

29 

30 

31 

32 

33 

34 

35 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

2 

1 

1 

1 

1 

2 

1 

1 

1 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

146 

372 

276 

112 

303 

160 

620 

312 

372 

639 

0 

660 

63 

396 

186 

710 

70 

300 

130 

576 

122 

168 

576 

469 

364 

390 

738 

455 

476 

330 

201 

738 

150 

225 

0 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

2 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

400 

210 

57 

144 

198 

350 

132 

118 

56 

312 

232 

124 

60 

104 

0 

280 

378 

180 

252 

294 

222 

310 

240 

380 

236 

58 

210 

0 

160 

0 

219 

110 

116 

104 

792 

1 

10 

2 

1 

2 

1 

1 

1 

1 

1 

2 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

578 

6540 

873 

0 

846 

174 

160 

172 

93 

375 

1140 

69 

144 

0 

184 

106 

0 

17 

0 

0 

0 

0 

0 

0 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

47 

177 

66 

174 

204 

0 

141 

0 

156 

106 

236 

106 

204 

270 

76 

0 

13 

130 

26 

45 

26 

14 

30 

0 
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36 

37 

38 

39 

40 

41 

42 

43 

44 

45 

46 

47 

48 

49 

50 

51 

52 

53 

54 

55 

56 

57 

58 

59 

60 

61 

62 

63 

64 

65 

66 

67 

68 

69 

70 

71 

72 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

2 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

158 

670 

366 

488 

512 

260 

204 

588 

125 

378 

774 

380 

0 

497 

536 

666 

65 

192 

74 

135 

420 

0 

630 

0 

372 

130 

171 

177 

76 

285 

315 

10 

0 

60 

0 

162 

198 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

360 

68 

210 

384 

180 

195 

177 

268 

168 

0 

54 

400 

232 

132 

384 

310 

650 

256 

81 

228 

120 

270 

65 

230 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 
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73 

74 

75 

76 

77 

1 

1 

1 

1 

1 

6 

6 

6 

6 

6 

168 

30 

168 

64 

13 

1 

1 

1 

6 

6 

6 

0 

0 

0 

Table 22 Matrices 𝑨𝑹𝒌, 𝑺𝑹𝒌 and 𝒅𝒌 for all Datasets 

The service rate for all of the datasets is 6 customers per hour (this means the RV will respond to the 

customer in 10 minutes) and is aligned with the distance used to determine potential RV sites (Task 4) 

and with the SAIDSA guidelines. 

Task 4: Determine potential RV locations 

Since the RVs can be sited anywhere within the area it is necessary to determine potential locations 

that can be used to site RVs.  Murray and Tong (2007) showed that the best potential sites for 

allocating facilities in a continuous space can be determined by using the Polygon Intersection Point 

Set (PIPS) approach.  The difference between discrete and continuous approaches is: in discrete 

approaches the locations of potential facilities are known in advance whereas facilities in a continuous 

space can be located anywhere within that space (Murray & Tong: 2007).  

The locations of RVs can be anywhere in a specific area because no infrastructure is required, for this 

reason the space for RVs can be seen as a continuous space. 

The PIPS approach uses the following steps (Murray & Tong: 2007): 

 Identify spatial demand objects (points, lines and/or polygons) in need of coverage. 

 

Figure 38 Potential Facility Location 
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 Extract object vertices as potential facility locations. 

 

Figure 39 Potential Facility Location 

 Derive covering boundaries (areas) for each demand object. 

 

Figure 40 Potential Facility Location 

 Identify the intersection points of covering boundaries as potential facility locations. 

 

Figure 41 Potential Facility Location 

 

 (Optional) Remove dominated critical locations. 

 

 

 

R 
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Step 1 of the PIPS is very straightforward, it only requires the determination and identification of 

demand areas.  Step 2 requires the user to determine the acceptable distance between the facility and 

the demand point in order to deliver an acceptable level of service.  Step 3 and step 4 are the most 

important steps since they help with the actual location determination.  Step 3 determines the location 

of a facility to service each area.  Step 4 identifies whether these areas overlap; the more areas that 

overlap the better the location for facilities.  The light grey areas in figure 41 would be good potential 

locations but the dark grey would be even better. 

Step 1 of the PIPS approach was already completed in Task 1, when the area used within the models 

was defined.  To determine the acceptable distance between the RV and the customer it is assumed 

that the desired response time is 10 minutes and that the vehicles travel at an average speed of 

60km/h.  The following mathematical model and figure was used to determine the minimum distance. 

 

Figure 42 Pythagorean Theorem 

 𝑚𝑖𝑛𝑍 = 𝑅   (5.21) 

 𝑋2 + 𝑌2 = 𝑅2   (5.22) 

 𝑋 + 𝑌 = 15   (5.23) 

The (5.21) objective is to minimise the traveling radius using the constraints (5.22), (5.23) of the 

Pythagorean Theorem, assuming the roads used to travel are perpendicular to one another. 

The figures below, shows how PIPS approach was used to determine potential RV locations for the 

various datasets: 
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 Dataset 1 

 

Figure 43 Dataset 1 PIPS Results 

 

Figure 44 Dataset 1 Potential RV Sites 

 Dataset 2 

 

Figure 45 Dataset 2 PIPS Results 

 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



85 
 

 

Figure 46 Dataset 2 Potential RV Sites 

 Dataset 3 

 

Figure 47 Dataset 3 PIPS Results 

 

Figure 48 Dataset 3 Potential RV Sites 
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 Dataset 4 

 

Figure 49 Dataset 4 PIPS Results 

 

Figure 50 Dataset 4 Potential RV Sites 

Although the PIPS approach is very effective for determining potential RV locations, it still gives a large 

number of potential RV locations that can be manually reduced.  The only thing the user must bear in 

mind is that the sites used must be able to cover the entire area.  The figures below show the reduced 

number of potential RV locations for both Dataset 1 and Dataset 2. 

 

Figure 51 Dataset 1 Reduced RV Sites 
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Figure 52 Dataset 2 Reduced RV Sites 

Task 5: Determine other inputs 

DT: This is the maximum time the user wishes the customer to be in the system, when working with 

RVs it is important to remember that the time in system consists of: the time the customer waits in the 

queue, the time the RVs drive to the customer’s location and the time the security official takes to 

inspect the premises.  In all of the executions a time of 15 minutes was used. DT is only an input in the 

LSCP model. 

Mlk : This matrix is the input that determines whether a combination completely covers a specific area, 

this is used in the model to track which areas are covered.  𝑀𝑙𝑘 is used in both the LSCP and the MCLP 

models. 

Yli: This matrix is use to determine whether the specific combination has a RV sited at a specific 

location.  𝑌𝑙𝑖 is used as an input in both the LSCP and the MCLP models. 

Due to the size of matrices 𝑀𝑙𝑘 and 𝑌𝑙𝑖 they are not included in this document. 

Task 6: Execute the LSCP (Explicit) 

The LSCP (Explicit) model can now be solved by using linear programming software.  Lingo 14.0 was 

used and all of the models were solved in less than 10 minutes.  The following results were obtained: 

 Dataset 1 

Location Location Used Number of RVs at Location 

1 Yes 1 

2 Yes 1 

3 Yes 1 

 4 Yes 1 

5 Yes 1 

6 Yes 1 

7 Yes 1 
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8 Yes 1 

9 Yes 1 

10 Yes 1 

11 Yes 1 

12 Yes 1 

Table 23 Dataset 1 Output 

Sub-Area Arrival rate 

(Customers per 

Hour) 

Service Rate 

(Customers per 

Hour) 

Number of 

Servers 

Average 

Time of 

Customer in 

System 

(Hours) 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

22 

23 

24 

25 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

1 

2 

2 

1 

1 

1 

1 

1 

1 

1 

1 

2 

2 

2 

2 

1 

1 

1 

1 

1 

1 

1 

1 

2 

2 

0.2 

0.1678322 

0.1678322 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.1678322 

0.1678322 

0.1678322 

0.1678322 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.1678322 

0.1678322 
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26 

27 

28 

29 

30 

31 

32 

33 

34 

35 

36 

37 

38 

39 

40 

41 

42 

43 

44 

45 

46 

47 

48 

49 

50 

51 

52 

53 

54 

55 

56 

57 

58 

59 

60 

61 

62 

1 

2 

1 

1 

1 

1 

2 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

2 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

0.2 

0.25 

0.2 

0.2 

0.2 

0.2 

0.25 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.25 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 
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63 

64 

65 

66 

67 

68 

69 

70 

71 

72 

73 

74 

75 

76 

77 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1  

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

Table 24 Dataset 1 Queueing Theory 

 Dataset 2 

Location Location Used Number of RVs at Location 

1 Yes 1 

2 Yes 1 

3 Yes 1 

4 Yes 1 

5 Yes 1 

6 Yes 1 

7 Yes 1 

8 Yes 1 

9 Yes 1 

10 Yes 1 

Table 25 Dataset 2 Output 
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Sub-Area Arrival rate 

(Customers per 

Hour) 

Service Rate 

(Customers per 

Hour) 

Number of 

Servers 

Average 

Time of 

Customer in 

System 

(Hours) 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

22 

23 

24 

25 

26 

27 

28 

29 

30 

31 

32 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 
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33 

34 

35 

36 

37 

38 

39 

40 

41 

42 

43 

44 

45 

46 

47 

48 

49 

50 

51 

52 

53 

54 

55 

56 

57 

58 

59 

60 

61 

62 

63 

64 

65 

66 

67 

68 

69 

1 

1 

2 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 
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6 
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6 
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6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

0.2 

0.2 

0.25 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 
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70 

71 

72 

73 

74 

75 

1 

1 

1 

1 

1 

1 

6 

6 

6 

6 

6 

6 

1 

1 

1 

1 

1 

1 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

Table 26 Dataset 2 Queueing Theory 

 Dataset 3 

Location Location Used Number of RVs at Location 

1 Yes 1 

2 Yes 2 

3 Yes 1 

4 No 0 

5 No 0 

6 No 0 

7 Yes 1 

8 No 0 

9 Yes 1 

Table 27 Dataset 3 Output 

Sub-Area Arrival rate 

(Customers per 

Hour) 

Service Rate 

(Customers per 

Hour) 

Number of 

Servers 

Average 

Time of 

Customer in 

System 

(Hours) 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

1 

10 

2 

1 

2 

1 

1 

1 

1 

1 

2 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

1 

3 

3 

3 

2 

1 

1 

3 

3 

3 

2 

0.2 

0.2041367 

0.1669776 

0.1667073 

0.1714286 

0.2 

0.2 

0.1667073 

0.1667073 

0.1667073 

0.1714286 
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12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

22 

23 

24 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

1 

1 

2 

3 

2 

2 

1 

1 

1 

2 

2 

1 

1 

0.2 

0.2 

0.1678322 

0.1667073 

0.1678322 

0.1678322 

0.2 

0.2 

0.2 

0.1678322 

0.1678322 

0.2 

0.2 

Table 28 Dataset 3 Queueing Theory 

 Dataset 4 

Location Location Used Number of RVs at Location 

1 Yes 1 

2 Yes 1 

3 No 0 

4 No 0 

5 Yes 1 

6 Yes 1 

7 No 0 

8 No 0 

9 No 0 

10 Yes 1 

Table 29 Dataset 4 Output 

Sub-Area Arrival rate 

(Customers per 

Hour) 

Service Rate 

(Customers per 

Hour) 

Number of 

Servers 

Average 

Time of 

Customer in 

System 

(Hours) 

1 

2 

3 

1 

1 

1 

6 

6 

6 

1 

1 

1 

0.2 

0.2 

0.2 
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4 

5 

6 

7 

8 

9 

10 

11 

12 

13 

14 

15 

16 

17 

18 

19 

20 

21 

22 

23 

24 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

6 

1 

2 

1 

1 

1 

1 

1 

1 

1 

2 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

1 

0.2 

0.1678322 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.1678322 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

0.2 

Table 30 Dataset 4 Queueing Theory 

From the results in the tables above it can be seen that the minimum expected time a customer will 

spend is 0.17 hours (10.2 minutes) and the maximum time is 0.25 hours (15 minutes).   

Datasets 1 and 2 have RVs located at all of the potential sites, this is also an indication that the PIPS 

approach is a good technique for determining potential RV sites. Datasets 3 and 4 do not have RVs at 

all of the potential sites, this means that the areas covered by the sites overlap.  At some locations 

there are more than 1 RV sited, this is due to the service rate and arrival rate of call-outs in the sub-

areas covered by the RVs from the specific location.  More RVs are required to reduce the time a 

customer spends in the system. 

Task 8: Execute the MCLP (Explicit) 

To solve the MCLP (Explicit) it is advised that a preemptive optimisation approach should be used.  It 

is the decision of the user to determine whether it is more important to cover a large number of 

customers or cover a large demand (number of call-outs).  This decision should be aligned with the 

strategic goals of the company. 
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Preempting Z1 (Number of Customers) 

 𝑚𝑎𝑥 𝑍1
∗ = ∑ ∑ 𝐶𝑙𝑘 × 𝑛𝑘𝑘𝑙    

Subject to  

 ∑ 𝑋𝑖  =  𝑅𝑖    

 ∑ 𝐶𝑙𝑘  ≤  1𝑙   ∀𝑘 ∈ 𝐾  

 𝐶𝑙𝑘  ≤  𝑀𝑙𝑘 × 𝑃𝑙   ∀𝑙 ∈ 𝐿̅, 𝑘 ∈ 𝐾  

 𝑋𝑖  = ∑ 𝑌𝑙𝑖 × 𝑃𝑙𝑙   ∀𝑖 ∈ 𝐼 ̅ 

 𝑃𝑙  ∈  {0,1}  ∀𝑙 ∈ 𝐿̅  

 𝐶𝑙𝑘  ∈  {0,1}  ∀𝑙 ∈ 𝐿̅, 𝑘 ∈ 𝐾  

 

 𝑚𝑎𝑥 𝑍2
∗ = ∑ ∑ 𝐶𝑙𝑘 × 𝑑𝑘𝑘𝑙    

Subject to:  

 ∑ ∑ 𝐶𝑙𝑘 × 𝑛𝑘𝑘𝑙 ≥ 𝑍1
∗    

 ∑ 𝑋𝑖  =  𝑅𝑖    

 ∑ 𝐶𝑙𝑘  ≤  1𝑙   ∀𝑘 ∈ 𝐾  

 𝐶𝑙𝑘  ≤  𝑀𝑙𝑘 × 𝑃𝑙   ∀𝑙 ∈ 𝐿̅, 𝑘 ∈ 𝐾  

 𝑋𝑖  = ∑ 𝑌𝑙𝑖 × 𝑃𝑙𝑙   ∀𝑖 ∈ 𝐼 ̅ 

 𝑃𝑙  ∈  {0,1}  ∀𝑙 ∈ 𝐿̅  

 𝐶𝑙𝑘  ∈  {0,1}  ∀𝑙 ∈ 𝐿̅, 𝑘 ∈ 𝐾  

 

Preempting Z𝟐 (Demand Covered) 

 𝑚𝑎𝑥 𝑍2
∗ = ∑ ∑ 𝐶𝑙𝑘 × 𝑑𝑘𝑘𝑙     

Subject to   

 ∑ 𝑋𝑖  =  𝑅𝑖     

 ∑ 𝐶𝑙𝑘  ≤  1𝑙   ∀𝑘 ∈ 𝐾   

 𝐶𝑙𝑘  ≤  𝑀𝑙𝑘 × 𝑃𝑙   ∀𝑙 ∈ 𝐿̅, 𝑘 ∈ 𝐾   

 𝑋𝑖  = ∑ 𝑌𝑙𝑖 × 𝑃𝑙𝑙   ∀𝑖 ∈ 𝐼 ̅  

 𝑃𝑙  ∈  {0,1}  ∀𝑙 ∈ 𝐿̅   

 𝐶𝑙𝑘  ∈  {0,1}  ∀𝑙 ∈ 𝐿̅, 𝑘 ∈ 𝐾   

 

 𝑚𝑎𝑥 𝑍1
∗ = ∑ ∑ 𝐶𝑙𝑘 × 𝑛𝑘𝑘𝑙    

Subject to  

 ∑ ∑ 𝐶𝑙𝑘 × 𝑑𝑘𝑘𝑙 ≥ 𝑍2
∗   

 ∑ 𝑋𝑖  =  𝑅𝑖    

 ∑ 𝐶𝑙𝑘  ≤  1𝑙   ∀𝑘 ∈ 𝐾  
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 𝐶𝑙𝑘  ≤  𝑀𝑙𝑘 × 𝑃𝑙   ∀𝑙 ∈ 𝐿̅, 𝑘 ∈ 𝐾  

 𝑋𝑖  = ∑ 𝑌𝑙𝑖 × 𝑃𝑙𝑙   ∀𝑖 ∈ 𝐼 ̅ 

 𝑃𝑙  ∈  {0,1}  ∀𝑙 ∈ 𝐿̅  

 𝐶𝑙𝑘  ∈  {0,1}  ∀𝑙 ∈ 𝐿̅, 𝑘 ∈ 𝐾  

 

The MCLP (Explicit) model can now be solved using the appropriate linear programming software, 

Lingo 14.0 was used and all of the models were solved in less than 20 minutes. 

 Dataset 1 

Customer Preemptive 

Number of 

RVs: 

2 4 6 8 10 12 

RV 

Locations: 

4,7 4,6,7,9 2,3,5,7,8,1

0 

1,2,3,4,7,9,1

0 

1,2,3,4,5,6,7,9,10,

11 

1,2,3,4,5,6,7,8,9,10,1

1,12 

Demand 

Covered: 

8112 15878 21265 21832 22117 22322 

Customers 

Covered: 

1701 3062 4118 4351 4433 4474 

Demand Preemptive 

Number of 

RVs: 

2 4 6 8 10 12 

RV 

Locations: 

3,5 3,5,6,8 2,3,5,7,8,1

0 

2,3,4,5,6,7,9,

10 

1,2,3,4,5,6,7,8,9,1

0 

1,2,3,4,5,6,7,8,9,10,1

1,10 

Demand 

Covered: 

8899 16221 21265 21849 22269 22322 

Customers 

Covered: 

1613 2868 4118 4277 4424 4474 

Table 31 Dataset 1: Model 5b Results  

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



98 
 

 

Figure 53 Dataset 1 Demand Coverage 

 

Figure 54 Dataset 1 Customer Coverage 

 Dataset 2 

Customer Preemptive 

Number of RVs: 2 4 6 8 10 

RV Locations: 3,5 1,3,4,5 1,2,3,4,5,9 1,2,3,4,5,7,9,10 1,2,3,4,5,6,7,8,9,10 

Demand 

Covered: 

5976 9974 11895 12460 12460 

Customers 

Covered: 

1456 2570 3265 3430 3430 

Demand Preemptive 

Number of RVs: 2 4 6 8 10 

RV Locations: 3,4 1,3,4,5 1,3,4,5,9,10 1,2,3,4,5,7,9,10 1,2,3,4,5,6,7,8,9,10 

Demand 

Covered: 

6070 9974 12012 12460 12460 

Customers 

Covered: 

1348 2570 3149 3430 3430 

Table 32 Dataset 2: Model 5b Results  
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Figure 55 Dataset 2 Demand Coverage 

 

Figure 56 Dataset 2 Customer Coverage   

 Dataset 3 

Customer Preemptive 

Number of RVs: 1 2 3 4 5 6 

RV Locations: 2 1,3 1,3,7 1,3,4,6 1,3,4,6,8 1,2,3,4,5,6 

Demand Covered: 10329 11310 11454 11471 11471 11471 

Customers 

Covered: 

1617 2183 2231 2248 2248 2248 

Demand Preemptive 

Number of RVs: 1 2 3 4 5 6 

RV Locations: 2 1,3 1,3,7 1,3,4,6 1,3,4,6,8 1,2,3,4,5,6 

Demand Covered: 10329 11310 11454 11471 11471 11471 

Customers 

Covered: 

1617 2183 2231 2248 2248 2248 

Table 33 Dataset 3: Model 5b Results  
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Figure 57 Dataset 3 Demand Coverage 

 

Figure 58 Dataset 3 Customer Coverage 

 Dataset 4 

Customer Preemptive 

Number of RVs: 1 2 3 4 5 

RV Locations: 2 1,9 1,2,9 1,2,6,9 1,2,3,5,6 

Demand Covered: 1224 2189 2234 2247 2247 

Customers 

Covered: 

486 825 840 853 853 

Demand Preemptive 

Number of RVs: 1 2 3 4 5 

RV Locations: 2 1,9 1,2,9 1,2,6,9 1,2,3,5,6 

Demand Covered: 1344 2189 2234 2247 2247 

Customers 

Covered: 

478 825 840 853 853 

Table 34 Dataset 4: Model 5b Results  
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Figure 59 Dataset 4 Demand Coverage 

 

Figure 60 Dataset 4 Customer Coverage  

From the results above it can be seen that the level of service provided increases as the number of RVs 

increase. This model is helpful to determine how many resources are needed to achieve sufficient level 

of coverage – from the graphs it can be seen that there is a strong increase in coverage when few RVs 

are used, but later the increase is very low that shows redundant resources. 

There can further be seen that there is a strong correlation between the number of customers and 

demand covered by RVs.  As the number of customers covered increases the number of demand 

covered also increases. 

Task 9: Evaluate the Results 

From the results it can be seen that the LSCP (Explicit) model always suggests a higher number of RVs 

to be used, but the MCLP (Explicit) shows that high levels of coverage can still be obtained when fewer 

RVs are used.  It will not always be feasible for a company to have a high number of resources, the 

lower number of RVs can still cover many customers and demand, but this will increase the time a 

customer spends in the system.  A long time in the system will lower customer service levels and 

customer satisfaction. 

The following figures show the recommendation for RV locations according to both the LSCP (Explicit) 

models and the MCLP (Explicit) model: 
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 Conclusions 5.5

This chapter discusses the siting of RVs at multiple (decentralised) locations.  The models will typically 

be used by larger security companies or companies that have customers in a large area (where it will 

take too long for RVs to respond from a single location). 

The chapter has two models: the first one uses both location problems and queueing theory to 

determine where to site RVs and how many to site assuming that there is an unlimited number of 

resources available.  The second model assumes that there is a limit on the number of RVs the 

company has available and sites RVs at locations to cover the most demand or customers depending 

on the option preferred by management. 

The results by the first model show how many RVs are required by a security company to service all 

customers within a specified time.  The results also shows the estimated time a customer will wait to 

get serviced for each of the different areas used in the model. 

The results obtained by the second model show that there is often a strong correlation between the 

demand and the number of customers covered.  The only real difference can be seen in the results of 

Dataset 1 and Dataset 2.  When four RVs are used in Dataset 1 and 6 RVs are used in Dataset 2, it can 

be seen that more customers are covered when the number of customers covered are pre-empted. 

These models should be used in conjunction to make informed decisions, because it is often too costly 

to add additional RVs for a small increase in the service level provided to the customers. 

The chapter also includes a stepwise procedure to use and interpret the models.  Four different 

scenarios were used to execute the models to see how the models adapt to different situations. 
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Chapter 6  

Conclusions 

In recent years there has been an increase in the use of covering models since it is applicable to real 

life situations, especially in siting emergency service facilities such as ambulance, hospital and police 

station locations.  In many of these applications the models have been used with great success.  

Although these models are successful there are still numerous industries and countries that do not use 

them although they can have a major impact on the service level provided to customers and resource 

utilization.  One of such industries is the private security industry of South Africa.  Although 

management of these companies put effort into the siting of response vehicles, there is currently no 

formal method or technique used to justify these decisions.  Another factor that makes the siting of 

response vehicle so important is that the private security industry of South Africa is continuously 

growing and very competitive.   

This dissertation was motivated by the need of privately owned security companies of South Africa to 

develop and implement location models to improve the service level they provide to their customers.  

By using these models and techniques they can also improve their resource utilization which will have 

a cost benefit for the companies.  In addition, there exists a need to improve the services of security 

companies in South Africa due to the high crime rate, South Africans also feel that they need extra 

protection for themselves and their belongings and that the South African Police Department cannot 

provide the service they require.  A further motivation is triggered from an industrial engineering 

perpective, a number of the smaller industries and privately owned companies in South Africa are still 

unaware of the analytical techniques used by industrial engineers and how it can improve their 

companies by reducing costs and improving service. The objective of the dissertation was meant to 

identify how location models are currently being used in the various industries, especially the 

emergency services industries.  The next step was to change and adapt these models so that they can 

be used by companies of the private security industry of South Africa to site reaction vehicles. 

The focus of this dissertation was mainly to develop mathematical location models for three different 

scenarios: siting reaction vehicles in a small area where the streets and intersections within the area 

can be seen as nodes and arcs of a network, locating a site for a facility if the company wishes to site all 

of the vehicles at a single location and to determine how many reaction vehicles there should be at this 

site and last of all a model that companies can be used when they wish to site their vehicles at different 

locations.  In general these models will assist companies to determine the number of reaction vehicle 
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required and where these vehicles should be positioned to give customers the best service level under 

operational constraints. 

The research gathered illustrates how location problems have changed and improved throughout the 

years to adapt to different needs and constraints of the various industries.  These models have been 

changed to be used within the private security industry in South Africa.  The newly developed models 

takes additional constraints into consideration such as time of day, number of available resources and 

queueing theory. 

The models address the concerns such as resource availability and response time.  From a decision 

making perspective these models will assist the management of security companies to determine the 

number of vehicles required and where they should be sited.  This will ultimately lead to better service 

levels and lower costs that will give the company a competitive advantage in a very competitive 

environment. 

All of the models discussed in the dissertation are accompanied with a list of tasks that should be done 

to correctly and effectively use them.  This makes the use of the models generic so that any security 

company in South Africa may use it with ease. 

In conclusion, one can never determine when and where a crime may take place, the only thing that 

can be done is to attempt to prevent crime or respond to it when it does occur.  The dissertation 

focuses on minimizing the time it takes for a reaction vehicles to get to the place where service is 

required.  By using these models privately owned security companies in South Africa can greatly 

increase the service level they provide to customers without occurring unnecessary expenses on 

additional resources. 

  

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



105 
 

References 

ALEXANDRIS, G. & GIANNIKOS, I., 2010, The new model for maximal coverage exploiting GIS 

capabilities, European Journal of Operations Research, 202, 328-338. 

BERALDI, P., & RUSZCZYNSKI, A., 2002, The probabilistic Set-Covering Problem, Operations Research, 

50(6), 956-967. 

BERMAN, O., DREZNER, Z. & KRASS, D., 2010, Generalized coverage: New developments in covering 

location models, Computers & Operations Research, 37, 1675-1687. 

BERMAN, D. & KRASS, D., 2002, The generalized maximal covering location problem, Computers & 

Operations Research, 29, 563-581. 

CHURCH, R.L., 1984, The planar maximal covering problem, Journal of Regional Science, 24(2), 185-

201. 

CHURCH, R.L. & MEADOWS, M.E., 1979, Locations Modeling Utilizing Maximum Service Distance 

Criteria, Geographical Analysis, 11(4). 

CHURCH, R.L., REVELLE, C. 1974. The maximal covering location problem. Papers of the Regional 

Science Association, 32, 101-118. 

CURRENT, J. & O’KELLY, M., 1992, Locationg Emergency Warning Sirens, Decision Science, 23(1), 221. 

CURRENT, J.R. & STORBECK, J.E., 1988, Capacitated covering models, Environment and Planning B: 

Planning and Design, 15(2), 153-163. 

DASKIN, M.S., STERN, E.H. 1981. A hierarchical objective set covering model for emergency medical 

service vehicle deployment. Transportation Science, 15, 137-152. 

DINESHBAKSHI, 2013, Centralisation and Decentralisation [online]. Available from: 

http://www.dineshbakshi.com/igcse-business-studies/business-organisation/revision-notes/1545-

centralisation-and-decentralisation [Accessed 30 September 2013]. 

DREZNER, T. & DREZNER, Z., 2013, The maximin gradual covering location problem, Springer, viewed 

10 September 2013, from 

http://download.springer.com/static/pdf/308/art%253A10.1007%252Fs00291-013-0350-

7.pdf?auth66=1385016609_2f8b31edf1926697967ccdb6fe7f010d&ext=.pdf . 

EISELT, H.A. & MARIANOV, V., 2009, Gradual location set covering with service quality, Socio-Economic 

Planning Science, 43, 121-130. 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 

http://www.dineshbakshi.com/igcse-business-studies/business-organisation/revision-notes/1545-centralisation-and-decentralisation
http://www.dineshbakshi.com/igcse-business-studies/business-organisation/revision-notes/1545-centralisation-and-decentralisation
http://download.springer.com/static/pdf/308/art%253A10.1007%252Fs00291-013-0350-7.pdf?auth66=1385016609_2f8b31edf1926697967ccdb6fe7f010d&ext=.pdf
http://download.springer.com/static/pdf/308/art%253A10.1007%252Fs00291-013-0350-7.pdf?auth66=1385016609_2f8b31edf1926697967ccdb6fe7f010d&ext=.pdf


106 
 

ESPEJO, L.G.A.,  GALVAO, R.D. & BOFFEY, B., 2001, Dual-based heuristics for hierarchical covering 

location problem, Computers and Operations Research,  (30), 165-180. 

FARANHANI, R.Z., ASGARI, N., HEIDARI, N., HOSSEININIA, M., GOH, M., 2012. Covering problems in 

facility location: A review. Computers and Industrial Engineering, 62, 368-407. 

HAKIMI, S.L., 1964. Optimum Locations of Switching Centers and the Absolute Centers and Medians of 

a Graph. Operations Research, 12(3), 450-459. 

IMC REACTION, 2013, 24 Hour Monitoring & Reaction [online]. Available from:  http://www.imc-

reaction.co.za/24%20Hour%20Monitoring%20and%20Reaction.ashx [Accessed 2 October 2013]. 

IRISH, J. 1999. Policing for Profit: The Future of South Africa's Private Security Industry  [online]. (No. 

39), Institute for Security Studies (ISS).  Available from: 

http://dspace.cigilibrary.org/jspui/handle/123456789/31625 [Accessed 18 January 2013]. 

KARASAKAL, O. & KARASAKAL, E.K., 2004, A maximal covering location model in the presence of 

partial coverage, Computers & Operations Research, 31, 1515-1526. 

KASANA, H.S. & KUMAR, K.D. 2004, Introductory Operations Research: Theory and Applications, 

Springer, Berlin. 

LANGLEY, COYLE, GIBSON, NOVACK & BARDI, 2008, Managing Supply Chains: A Logistics Approach, 

South Western Cengage Learning, Canada. 

MANIC CREATIONS, 2013. Monitoring and Armed Response [online]. South Africa. Available from: 

http://chubb.co.za/?page_id=2357 [Accessed 5 May 2013]. 

MARIANOV, V. & REVELLE, C., 1994, The queueing probabilistic location set covering problem and 

some extensions, Socio-Economic Planning, 28(3), 167-178. 

MARIANOV, V. & REVELLE, C., 1996, The queueing maximal availability location problem: A model for 

the siting of emergency vehicles, European Journal of Operational Research, 93, 110-120. 

MURRAY, A.T., TONG, D., KIM, K. 2010. Enhancing Classical Coverage Location Models. International 

Regional Science Review, 33(2), 115. 

MURRAY, A.T., TONG, D. 2007. Coverage optimization in continuous space facility siting. International 

Journal of Geographical Information Science, 21:7, 757-776. 

NTIER SOFTWARE SERVICES. 2007. PSIRA Annual Report 2009/2010, Private Security Industry 

Regulatory Authority, http://www.psira.co.za/joomla/pdfs/PSIRAAnnualReport2009-2010.pdf 

[accessed 23 July 2011]. 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 

http://www.imc-reaction.co.za/24%20Hour%20Monitoring%20and%20Reaction.ashx
http://www.imc-reaction.co.za/24%20Hour%20Monitoring%20and%20Reaction.ashx
http://chubb.co.za/?page_id=2357


107 
 

RAJAGOPALAN, H.K., SAYDAM, C. & XIAO, J., 2006, A multiperiod set covering location model for 

dynamic redeployment of ambulances, Computers & Operations Research, 35, 814-826. 

RAPID INTELLIGENCE. 2005, NationMaster.com, 

http://www.nationmaster.com/red/graph/cri_bur_percap-crime-burglaries-per-capita&b_map=1 

[accessed 23 July 2011]. 

REVELLE, C. & HOGAN, K., 1989, The maximum availability location problem, Transportation Science, 

23(3), 192-200. 

REVELLE, C., TOREGAS, C. & FALKSON, L., 1976, Applications of the Location Set-covering problem, 

Geographical Analysis, 3. 

RUDOLPH, B. 2011. The SAIDSA Guide and Member Listing, Benoni: The South African Intruder 

Detection Services Association (SAIDSA). 

SAXENA, A., GOYAL, V. & LEJEUNE, M.A., 2008, MIP reformulations of the probabilistic set covering 

problem, Springer. 

SCHILLING, D.A., JAYARAMAN, V. BARKHI, R. 1993. A review of covering problem in facility location. 

Location Science, 1(1), 25-55. 

SOUTH AFRICAN POLICE SERVICE, 2012. Crime Situation in South Africa [online].South Africa. 

Available from: http://www.saps.gov.za/statistics/reports/crimestats/2012/crime_stats.htm 

[Accessed 5 May 2013]. 

STATISTICS SOUTH AFRICA, 2012. Victims of crime survey [online]. South Africa.  Available from: 

http://www.statssa.gov.za/publications/P0341/P03412012.pdf [Accessed 20 September 2013]. 

TOMPKINS, J.A., WHITE, J.A., BOZER, Y.A., TANCHOCO, J.M.A. 2010. Facilities Planning. 4th ed. United 

States of America: Wiley.  

TONG, D., MURRAY, A.T. 2009. Maximising coverage of spatial demand for service. Papers in regional 

science, 88:1, 85-97. 

TONG, D., MURRAY, A. & XIAO, N., 2009, Heuristics in Spatial Analysis: A Genetic Algorithm for 

Coverage Maximization, Annals of the Association of American Geographers , 99(4), 698-711. 

TOREGAS, C., SWAIN, R., REVELLE, C. 1971. The location of emergency service facilities. Operations 

Research, 19, 1363-1373.  

WEBER, D., 2012, South Africa 2012 OSAC Crime and Safety Report [online]. Pretoria. Available from: 

https://www.osac.gov/pages/ContentReportDetails.aspx?cid=12014 [Accessed 18 January 2013] 

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 

http://www.saps.gov.za/statistics/reports/crimestats/2012/crime_stats.htm
http://www.statssa.gov.za/publications/P0341/P03412012.pdf


108 
 

WINSTON, W.L., 2004. Introduction to probability models. Vol. 2. United States of America: Thomson. 

 

  

 

©©  UUnniivveerrssiittyy  ooff  PPrreettoorriiaa  

 



109 
 

Appendix: A 

Explicit Network Coverage Model Inputs 

1 Matrix Nij 

  1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 

1 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

2 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

3 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

4 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

5 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

6 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 

7 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 

8 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 

9 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 

10 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

11 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 

12 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 

13 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 

14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 

15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 

16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 1 

17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 1 0 

18 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 1 0 0 

19 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 

20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 

21 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 

22 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 

23 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 

24 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 

25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

26 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

27 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

28 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

29 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

30 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

31 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

32 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

33 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

34 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

35 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

36 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

37 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

38 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
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39 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

40 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

41 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

42 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

43 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

44 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

45 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

46 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

47 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

48 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

49 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

Table 35 Matrix Nij (Part 1) 

  26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 

1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

7 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

10 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

11 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

12 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

13 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

18 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

19 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

21 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

22 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

23 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

24 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

25 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

26 0 1 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

27 0 0 1 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

28 0 0 0 1 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

29 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

30 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

31 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 

32 0 0 0 0 0 0 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 

33 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 

34 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 

35 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

36 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 

37 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 

38 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

39 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 1 0 0 0 0 0 
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40 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 1 0 0 0 0 0 0 

41 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 

42 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 

43 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 

44 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 

45 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 

46 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 

47 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 

48 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

49 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

Table 36 Matrix Nij (Part 2) 

2 Distances between nodes 
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Table 38 Distance Matrix (Part 2) 

3 Floyd’s Algorithm: Output 
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Table 40 Floyd's Algorithm (Part 2) 

4 Matrix Cij 

 
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 

1 0 1 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

2 1 0 1 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

3 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

4 0 0 1 0 1 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

5 0 0 0 1 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

6 0 0 0 0 2 0 1 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 

7 0 0 0 3 0 1 0 1 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 

8 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
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9 0 2 0 0 0 0 0 1 0 1 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 

10 2 0 0 0 0 0 0 0 1 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

11 0 0 0 0 0 0 0 0 0 2 0 1 0 0 0 0 0 0 0 2 0 0 0 0 0 

12 0 0 0 0 0 0 0 0 2 0 1 0 1 0 0 0 0 0 2 0 0 0 0 0 0 

13 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 

14 0 0 0 0 0 0 3 0 0 0 0 0 1 0 1 0 3 0 0 0 0 0 0 0 0 

15 0 0 0 0 0 2 0 0 0 0 0 0 0 1 0 2 0 0 0 0 0 0 0 0 0 

16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 8 0 0 0 0 0 0 0 2 

17 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 8 0 8 0 0 0 0 0 3 0 

18 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 8 0 8 0 0 0 0 0 0 

19 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 8 0 8 0 2 0 0 0 

20 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 8 0 2 0 0 0 0 

21 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 1 0 0 0 

22 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 1 0 1 0 0 

23 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 1 0 

24 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 0 0 0 0 1 0 1 

25 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 1 0 

26 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 

27 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 3 0 

28 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

29 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 

30 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 

31 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

32 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

33 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

34 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

35 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

36 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

37 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

38 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

39 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

40 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

41 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

42 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

43 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

44 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

45 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

46 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

47 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

48 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

49 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

Table 41 Matrix Cij (Part 1) 

 
26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 

1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

4 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

5 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

6 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

7 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

8 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

9 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

10 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

11 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
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12 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

13 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

14 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

15 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

17 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

18 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

19 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

20 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

21 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

22 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

23 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

24 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

25 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

26 0 7 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

27 7 0 7 0 0 0 0 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

28 0 7 0 7 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

29 0 0 7 0 7 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

30 0 0 0 7 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

31 0 0 0 0 2 0 3 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 

32 0 0 0 2 0 3 0 3 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 

33 0 0 0 0 0 0 3 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

34 0 3 0 0 0 0 0 3 0 3 0 3 0 0 0 0 0 0 0 0 0 0 0 0 0 

35 2 0 0 0 0 0 0 0 3 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

36 0 0 0 0 0 0 0 0 0 2 0 4 0 0 0 0 0 0 0 0 0 0 0 0 0 

37 0 0 0 0 0 0 0 0 3 0 4 0 4 0 0 0 0 0 0 0 0 0 0 0 0 

38 0 0 0 0 0 0 0 0 0 0 0 4 0 0 0 0 0 0 0 0 0 0 0 0 0 

39 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4 0 0 0 0 0 0 0 0 0 0 

40 0 0 0 0 0 0 2 0 0 0 0 0 0 4 0 4 0 0 2 0 0 0 0 0 0 

41 0 0 0 0 0 2 0 0 0 0 0 0 0 0 4 0 2 0 0 0 0 0 0 0 0 

42 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 2 0 0 

43 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 9 0 0 0 0 0 0 

44 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 9 0 9 0 2 0 0 0 

45 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 9 0 0 0 0 0 0 

46 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 4 0 0 0 

47 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 4 0 4 0 0 

48 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 4 0 0 0 

49 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

50 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 

Table 42 Matrix Cij (Part 2) 

5 Matrix Wij 
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Table 44 Matrix Wij (Part 2) 
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Appendix B: 

Datasets/Scenarios 

1 Introduction 

For this research project numerous private security companies have been approached for support and 

inputs.  Although a number of insight regarding RV requirements and operations were obtained, the 

author was unable to obtain any data regarding customer locations and call-out history due to security 

reasons.  

Due to this factor it was decided to develop different realistic scenarios that could be used as the 

inputs for the models.  How the models adapt to the input changes was interpreted.. 

 The following factors change in the various scenarios: 

 The number of customers. 

 The size of the operational area. 

 The average number of call-outs per customer. 

 The number of areas with an exceptionally high crime rate. 

 The locations of the customers. 

 The number of clusters in the area (clusters are all 9km²). 

 The geography of the area (roads and population density). 

 Ratio of number of customers versus number of call-outs. 

In this Appendix each of the scenarios is as follows: 

2 Scenario 1 

In Scenario 1 both the location and number of call-outs of the customers are randomly distributed, 

there is no trend in customer density nor in the locations of the call-outs. 

The area covers an area of 581km² and is divided into square clusters of 9km², as can be seen in the 

figures below:  
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Figure 61 Clusters Scenario 1 

The area has 4474 customers, at a customer density of approximately 8 per square kilometre.  The X 

and Y coordinates for all the customers were captured, but due to the size the table is not included in 

the report, the locations are displayed in the figure below. 

 

Figure 62 Customers Scenario 1 

After the customer locations were determined, calculations were done to determine how many 

customers there were in each of the clusters and how many call-outs were made in each of the 

clusters.  The data was then used to generate the following graph. 

1 2 3 4 5 6 7 8 9 10 11

12 13 14 15 16 17 18 19 20 21 22

23 24 25 26 27 28 29 30 31 32 33

34 35 36 37 38 39 40 41 42 43 44

45 46 47 48 49 50 51 52 53 54 55

56 57 58 59 60 61 62 63 64 65 66

67 68 69 70 71 72 73 74 75 76 77
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Figure 63 Customers and Demand per Cluster (Scenario 1) 

3 Scenario 2 

In Scenario 2 the location of the customers are randomly distributed and there is no trend in customer 

locations.  Although the locations are randomly distributed, there are certain areas with a higher crime 

rate than others as can be seen in the figures and diagrams below. 

The area covers an area of 491km² and is divided into square clusters of 9km², as can be seen in the 

figure below.  

 

Figure 64 Clusters Scenario 2 
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The area has 3430 customers, at a customer density of approximately 7 per square kilometre.  The X 

and Y coordinates for all the customers were captured, but due to the size the table is not included in 

the report, the locations are displayed in the figure below. 

 

Figure 65 Customers Scenario 2 

After the customer locations were determined, calculations were done to determine how many 

customers were in each of the clusters and how many call-outs were made in each of the clusters.  The 

data was then used to generate the following graph. 

 

Figure 66 Customers and Demand per Cluster (Scenario 2) 
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4 Scenario 3 

In Scenario 3 there are areas with a high number of customers and there is an area with an extremely 

high demand as can be seen in the table below: 

Cluster 

Number 

Number of  

Customers 

Demand 

per  

Cluster 

1 289 578 

2 327 6540 

3 291 873 

4 288 0 

5 282 846 

6 87 174 

7 80 160 

8 86 172 

9 93 93 

10 75 375 

11 76 1140 

12 23 69 

13 48 144 

14 39 0 

15 46 184 

16 53 106 

17 48 0 

18 17 17 

19 0 0 

20 0 0 

21 0 0 

22 0 0 

23 0 0 

24 0 0 

Table 45 Cluster Information Scenario 3 

The area covers an area of 125 km² and is divided into square clusters of 9km² as can be seen in the 

figures below.  
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Figure 67 Clusters Scenario 3 

The area has 2248 customers, at a customer density of approximately 18 per square kilometre.  The X 

and Y coordinates for all the customers were captured, but due to the size the table is not included in 

the report, the locations are displayed in the figure below. 

 

Figure 68 Customers Scenario 3 

1 2 3 4 5 6

7 8 9 10 11 12

13 14 15 16 17 18

19 20 21 22 23 24
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After the customer locations were determined, calculations were done to determine how many 

customers there are in each of the clusters and how many call-outs were made in each of the clusters.  

The data was then used to generate the following graph. 

 

Figure 69 Customers and Demand per Cluster (Scenario 3) 

5 Scenario 4 

In Scenario 4 the both the location and number of call-outs of the customers are randomly distributed, 

there is no trend in customer density nor in the locations of the call-outs.  The difference in this 

scenario is that the operational area is a lot smaller than those in the other scenarios, although this 

operational area has a large number of customers. 

Cluster 

Number 

Number of  

Customers 

Demand 

per  

Cluster 

1 47 47 

2 59 177 

3 66 66 

4 58 174 

5 51 204 

6 72 0 
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7 47 141 

8 0 0 

9 52 156 

10 53 106 

11 59 236 

12 53 106 

13 51 204 

14 54 270 

15 38 76 

16 0 0 

17 13 13 

18 26 130 

19 13 26 

20 15 45 

21 13 26 

22 7 14 

23 6 30 

24 0 0 

Table 46 Cluster Information Scenario 4 

The area covers an area of 15 km² and is divided into square clusters of 9km², as can be seen in the 

figures below.  

 

Figure 70 Clusters Scenario 4 

1 2 3 4 5 6 7 8 9 10 11

12 13 14 15 16 17 18 19 20 21 22

23 24 25 26 27 28 29 30 31 32 33

34 35 36 37 38 39 40 41 42 43 44

45 46 47 48 49 50 51 52 53 54 55

56 57 58 59 60 61 62 63 64 65 66

67 68 69 70 71 72 73 74 75 76 77
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The area has 853 customers, at a customer density of approximately 57 per square kilometre.  The X 

and Y coordinates for all the customers were captured, but due to the size the table is not included in 

the report, the locations are displayed in the figure below. 

 

Figure 71 Customers Scenario 4 

After the customer locations were determined, calculations were done to determine how many 

customers there are in each of the clusters and how many call-outs were made in each of the clusters.  

The data was then used to generate the following graph. 

 

Figure 72 Customers and Demand per Cluster (Scenario 4)  
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Appendix C 

Lingo Code 

1 Explicit Network Coverage Model 

SETS: 

!Set Members; 

POSITIONS/1..48/ : X; 

FROM_NODE/1..48/:; 

TO_NODE/1..48/:; 

COMBINATIONS (POSITIONS, FROM_NODE, TO_NODE): S; 

ARCS (FROM_NODE, TO_NODE): N, W, C, DI, DJ, Y; 

ENDSETS 

 

DATA: 

T= Value of T; 

R= The number of RVs to use; 

D= Time of Day; 

AS= Average Driving Speed; 

DR= Desired Response Time; 

N= Matrix Nij; 

W= Matrix Wij;   

DI= Matrix Dij; 

DJ= Matrix Dij; 

C= Matrix Cij; 

ENDDATA 

 

!1 OBJECTIVE FUNCTION; 

MIN = @SUM(COMBINATIONS(k,i,j):W(i,j)*(DI(k,i)+DJ(k,j)/2)*S(k,i,j)); 

 

!2 ; 

@SUM(POSITIONS(k):X(k))= @ROUNDUP(R/D,0); 

 

!3-5 If statement; 
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@FOR (ARCS(i,j): 0<@SUM(POSITIONS(k):S(k,i,j))-1+9999*Y(i,j)); 

@FOR (ARCS(i,j): N(i,j)<=9999*(1-Y(i,j))); 

@FOR (ARCS(i,j):@BIN(Y(i,j))); 

 

!6; 

@FOR (ARCS(i,j):@SUM(POSITIONS(k):S(k,i,j))<=1); 

 

!7; 

@FOR (COMBINATIONS(i,j,k):S(k,i,j)-X(k)<=0); 

 

!8; 

@FOR (POSITIONS(k):@SUM(ARCS(i,j):C(i,j)*S(k,i,j))<=T*D); 

 

!9; 

@FOR(COMBINATIONS(k,i,j):((DI(k,i)+DJ(k,j))/2)*S(k,i,j)<=AS*(1000/60)*DR); 

 

!10; 

@FOR (POSITIONS(k):@BIN(X(k))); 

 

!11; 

@FOR (COMBINATIONS(k,i,j):@BIN(S(k,i,j))); 

 

END 

 

2 Single Location Model using both number of call-outs and customer 

locations. 

SETS: 

Customers/1..4474/:w,a,b,d; 

ENDSETS 

 

DATA: 

w = Expected number of call-outs; 

a = X coordinate of customers; 

b = Y coordinate of customers; 

ENDDATA 
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MIN = @SUM(Customers(i):w(i)* d(i)); 

@FOR(Customers(i):d(i)= @abs(x-a(i))+@abs(y-b(i))); 

END 

 

3 Queueing Theory 

SETS: 

!Set Members; 

ENDSETS 

 

DATA: 

LAM = Arrival Rate of Call-Outs; 

MU =  Service Rate; 

DT =  Desired Time in System; 

ENDDATA 

 

MIN = s; 

W <= DT; 

W = (L/LAM); 

L = LQ+ (LAM/MU); 

LQ = ((@PEB(LAM/MU,s))*p)/(1-p); 

p = LAM/(s*MU); 

END 

 

 

4 Location Set Covering Problem (Explicit) 

SETS: 

!Set Members; 

Sites/1..3/: X; !i; 

Area/1..3/: LAM, MU, DT, s, W, LS, LQ, R; 

Combination/1..7/: P; !l; 

CombinationSites(Combination,Sites) : Y;  !li; 

CombinationArea(Combination,Area) :M; !lk; 

ENDSETS 
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DATA: 

LAM = Arrival Rate; 

MU = Service Rate; 

DT = Desired Response Time ; 

Y =; 

M =; 

ENDDATA 

 

 

MIN = @SUM(Sites(i):X(i)); 

@for(Sites(i): X(i)>= @SUM(Combination(l):P(l)*Y(l,i))); 

@for(Area(k):@Sum(Combination(l):P(l)*M(l,k))= S(k)); 

@for(Sites(i):X(i)>=0); 

@For(Combination(l):P(l)>=0); 

@FOR(Area(k): 

W(k) <= DT; 

W(k) = (LS(k)/LAM(k)); 

LS(k) = LQ(k)+ (LAM(k)/MU(k)); 

LQ(k) = ((@PEB(LAM(k)/MU(k),s(k)))*R(k))/(1-R(k)); 

R(k) = LAM(k)/(s(k)*MU(k)); 

@GIN(s(k)); 

); 

END 

 

 

5 Maximal Covering Location Problem (Explicit) 

 Z1 Pre-empting Number of Customers 5.1

SETS: 

!Set Members; 

Sites/1..12/: X;  !i; 

Area/1..77/: D,N;   !k; 

Combination/1..4095/:P ; !l; 

CombinationSites(Combination,Sites) :Y ;  !li; 

CombinationArea(Combination,Area) : M,C; !lk; 
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ENDSETS 

DATA: 

R = ; 

D = ; 

Y = ; 

M = ; 

ENDDATA 

 

Max = @SUM(Combination(l):@SUM(Area(k): C(l,k)*D(k))) ; 

@SUM(Sites(i):X(i))=R; 

@FOR(Area(k):@SUM(Combination(l):C(l,k))<=1); 

@FOR(Combination(l):@FOR(Area(k):C(l,k)<=M(l,k)*P(l))); 

@FOR(Sites(i):X(i)=@SUM(Combination(l):Y(l,i)*P(l))); 

@FOR(Combination(l):@BIN(P(l))); 

@FOR(Combination(l):@FOR(Area(k):@BIN(C(l,k)))); 

END 

 

 

 Z2 Pre-empting Number of Demand 5.2

SETS: 

!Set Members; 

Sites/1..12/: X;  !i; 

Area/1..77/: D,N;   !k; 

Combination/1..4095/:P ; !l; 

CombinationSites(Combination,Sites) :Y ;  !li; 

CombinationArea(Combination,Area) : M,C; !lk; 

ENDSETS 

 

DATA: 

R = ; 

D = ; 

N = ; 

Y = ; 

M =; 

ENDDATA 
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Max = @SUM(Combination(l):@SUM(Area(k): C(l,k)*N(k))); 

@SUM(Combination(l):@SUM(Area(k): C(l,k)*D(k))) >= Output from Z1 model ; 

@SUM(Sites(i):X(i))=R; 

@FOR(Area(k):@SUM(Combination(l):C(l,k))<=1); 

@FOR(Combination(l):@FOR(Area(k):C(l,k)<=M(l,k)*P(l))); 

@FOR(Sites(i):X(i)=@SUM(Combination(l):Y(l,i)*P(l))); 

@FOR(Combination(l):@BIN(P(l))); 

@FOR(Combination(l):@FOR(Area(k):@BIN(C(l,k)))); 

END 
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Appendix D: 

Macros 

1 Auto complete symmetrical matrix 

Sub Macro1() 

 mynum = 1 

    Do Until mynum = 50 

        Cells(mynum + 1, mynum + 2).Select 

        Range(Selection, Selection.End(xlToRight)).Select 

        Selection.Copy 

        Cells(mynum + 2, mynum + 1).Select 

        Selection.PasteSpecial Paste:=xlPasteAll, Operation:=xlNone, SkipBlanks:= _ 

            False, Transpose:=True 

        Application.CutCopyMode = False 

        mynum = mynum + 1 

    Loop 

    Cells(1, 1).Select 

End Sub 

2 Floyd’s Algorithm 

Sub Macro2() 

    Dim i, j, k, n 

    ActiveWorkbook.Sheets("Floyd Input").Activate 

    n = ActiveWorkbook.Sheets("Floyd Input").Cells(1, 16).Value 

     

    'Clear output sheet 

    For i = 1 To n 

        For j = 1 To n 

            Sheets("Dij").Cells(1 + i, 1 + j).Value = Null 

        Next j 

    Next i 

     

    'Copy weights to output sheet 
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    For i = 1 To n 

        For j = 1 To n 

            Sheets("Dij").Cells(1 + i, 1 + j).Value = Sheets("Floyd Input").Cells(2 + i, 1 + j) 

            If Sheets("Floyd Input").Cells(2 + i, 1 + j).Value = "" Then Sheets("Dij").Cells(1 + i, 1 + j).Value = 

10 ^ 15 

        Next j 

    Next i 

 

    'Run algorithm 

    Sheets("Dij").Activate 

    For k = 1 To n 

        For i = 1 To n 

            For j = 1 To n 

                If (Sheets("Dij").Cells(1 + i, 1 + j) > (Sheets("Dij").Cells(1 + i, 1 + k) + Sheets("Dij").Cells(1 + k, 1 

+ j))) Then 

                    Sheets("Dij").Cells(1 + i, 1 + j) = Sheets("Dij").Cells(1 + i, 1 + k) + Sheets("Dij").Cells(1 + k, 1 

+ j) 

                End If 

            Next j 

        Next i 

    Next k 

End Sub 
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Appendix E: 

Forecasting 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

  

Task 1: Obtain Historical Data with 
regard to Service 

Task 2: Forecast Using Linear 
Regression 

Size of Linear 
Regression 

Error 

Task 3: Forecasting Using Moving 
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Task 4: Accept Linear Regression 
Forecasting 

Type of 
Historical 
Data used 

Task 5: Process Forecasted Data 

Continue with next step in execution 
process 

Figure 73 Forecasting Tasks 
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Task 1: Obtain Historical Data with regard to Service 

All private security companies in South Africa keep records of the information when a service is 

delivered.  The information includes how frequently a vehicle responds to a specific area or to a 

specific customer.  Certain companies store this data at an area-level, where other may store it at 

street-level.  To obtain improved results from the mathematical model, it is best for the company to 

record the information at street-level, but processing the area-level information it can also be used 

effectively. 

The number of times service was required for previous periods must be obtained, if more periods are 

used, the results of the forecasting will be more accurate.  A minimum of three periods will be 

sufficient for the purposes of this model. 

In the below example, the frequency that service was required by customers for the previous three 

months has been captured in a spreadsheet, this variable will be used in steps 2 to 5 below to do 

forecasting.  The spreadsheet extract with the data can be viewed in the table below. 

Street Name Historical Data 

Number of Times Service was required during month X 

1 2 3 

Bailey Street 1199 1154 1357 

Barend Street 886 860 964 

Botha Street 209 217 268 

Henning Street 484 112 151 

Langerman Street 997 868 763 

Malan Street 728 1374 1472 

Market Street 113 447 201 

Sauer Street 0 0 0 

Smuts Street 0 0 0 

Stegmann Street 434 647 960 

Strydom Street 992 991 994 

Tudhope Street 764 1432 858 

Union Street 333 260 173 

Van Deventer Street 85 92 26 
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Task 2: Forecast Using Linear Regression 

The historical data captured in Task 1 must be used as inputs to forecast the number of times service 

will be required in the future period.  The regression sum of squares (SSR), error sum of squares (SSE) 

and the total sum of squares (SST) must also be calculated.  It is used to determine the ratio of the 

regression sum of squares to the total sum of squares ( 2r ).  

The value of 2r will always be less than 1.  If the value of 2r is exactly 1 it means that a perfect straight 

line relationship is obtained between the x and y values of the linear equation. If the value of 2r is very 

small which means that the data does not form a straight line and another method of forecasting must 

be used. 

The linear forecasting and forecasting errors for the example can be viewed in the table below. 

 

Task 3: Forecast Using Moving Averages 

If the value of 2r  is less than 0.7, the forecast value would not be accurate enough for this model and 

moving averages should be used instead as a more accurate forecasting method. 

Forecasting for the example by using moving averages can be viewed in the table  below. 

Street Names Forecast  

Value for Next  

Period 

Bailey Street 1236.666667 

Barend Street 903.3333333 

 Botha Street 231.3333333 

Henning Street 249 

 

SSXY SSX b1 b0 Y4 SSR SSE SST r^2

158 2 79 1078.666667 1395 12482 10250.66667 22732.66667 0.549077686

78 2 39 825.3333333 981 3042 2816.666667 5858.666667 0.519230769

59 2 29.5 172.3333333 290 1740.5 308.1666667 2048.666667 0.849576961

-333 2 -166.5 582 -84 55444.5 28153.5 83598 0.663227589

-234 2 -117 1110 642 27378 96 27474 0.996505787

744 2 372 447.3333333 1935 276768 50050.66667 326818.6667 0.846854933

88 2 44 165.6666667 342 3872 56066.66667 59938.66667 0.064599368

0 2 0 0 0 0 0 0 #DIV/0!

0 2 0 0 0 0 0 0 #DIV/0!

526 2 263 154.3333333 1206 138338 1666.666667 140004.6667 0.988095635

2 2 1 990.3333333 994 2 2.666666667 4.666666667 0.428571429

94 2 47 924 1112 4418 257094 261512 0.016894062

-160 2 -80 415.3333333 95 12800 32.66666667 12832.66667 0.997454413

-59 2 -29.5 126.6666667 9 1740.5 888.1666667 2628.666667 0.662122749

Linear Regression

Calculations Slope Y Intercept
Forecasted 

Value for Next 

Period

Linear 

Regression

Error
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Langerman Street 876 

Malan Street 1191.333333 

Market Street 253.6666667 

Sauer Street 0 

Smuts Street 0 

Stegmann Street 680.3333333 

Strydom Street 992.3333333 

Tudhope Street 1018 

Union Street 255.3333333 

Van Deventer Street 67.66666667 

Task 4: Accept Linear Regression Forecasting 

If 2r is greater than 0.7, the forecast value by using linear regression would be accurate enough for 

this model.  In the table below, all the values in the blocks that have a green background have  2r  

greater than 0.7. 

 

Task 5: Process Forecast Data 

The forecast data only needs to be processed further if the data that was used as inputs were captured 

at an area-level.  For the model to perform efficiently all data needs to be at a street-level.  The 

following formula must be used to transform the data from area-level to street-level: 

Linear Regression
Moving 

Averages

Y4 r^2 Y4

Bailey Street 1395 0.549077686 1236.666667 1237

Barend Street 981 0.519230769 903.3333333 903

Botha Street 290 0.849576961 231.3333333 290

Henning Street -84 0.663227589 249 249

Langerman Street 642 0.996505787 876 642

Malan Street 1935 0.846854933 1191.333333 1935

Market Street 342 0.064599368 253.6666667 254

Sauer Street 0 #DIV/0! 0 #DIV/0!

Smuts Street 0 #DIV/0! 0 #DIV/0!

Stegmann Street 1206 0.988095635 680.3333333 1206

Strydom Street 994 0.428571429 992.3333333 992

Tudhope Street 1112 0.016894062 1018 1018

Union Street 95 0.997454413 255.3333333 95

Van Deventer Street 9 0.662122749 67.66666667 68

Forecasted 

Value for Next 

Period

Street Name

Forecasted 

Value to be 

Used

Forecasted 

Value for Next 

Period

Error
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Forecasted Value at Area-Level
Forecasted Value at Street-Level = Number of Customers in Street

Number of Customers in Area


 

In the current example, all of the data was captured at a street-level, thus no further processing is 

required. 

 

Formulae for linear regression: 

ˆ
iY  The predicted values of Y.   

iX  The independent X values. 

iY  The dependant Y values.   X The mean of the X values. 

Y The mean of the Y values.   n The number of observations. 

Determining the slope: 

1

SSXY
b
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Determining the Y intercept: 
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Determining the Error: 
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Formula for Moving Averages: 
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