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Introduction. Digital deception is a double-edged sword used by both blackhats and whitehats in cybersecurity. A status quo review of the
reintroduction of digital deception can reveal challenges and initiatives and show how information behaviour expertise might inform cybersecurity
research and vice versa.

Aim. To use a status quo review of digital deception to reveal links between cybersecurity and information behaviour and to stimulate further research.
Method. Critical review of digital deception in cybersecurity regarding whitehats and blackhats using an information behaviour lens.

Findings. There is a need for research that tackles digital deception from both information behaviour and cybersecurity. There is also a need to bridge
the gap between the two research fields and link cybersecurity concepts with information behaviour theories.

Conclusions. The reintroduction of digital deception in cybersecurity highlights the challenges for the unreliability of defence-based detection systems.
Although many solutions are available from cybersecurity, information behaviour might contribute to multidisciplinary research on digital deception and
the future of defence technologies. Understanding the interplay between whitehats and blackhats in cybersecurity can help information behaviour
practitioners to design models or frameworks for predicting changes in information-seeking behaviour.
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Introduction

In a digital world of ubiquitous information sources (Wilson and Maceviciute, 2013), there is a growing trend of falsified online content in the form of fake
news(Berghel, 2017; Alemanno, 2018), fake social media profiles (Malin, et al., 2017) and fake digital identities (Hancock, 2009; van der Walt, et al., 2018;
Tsikerdekis, et al., 2019). These can be grouped in one term: digital deception (Hancock, 2009). Digital deception is an old concept that is resurfacing in modern
information behaviour and cybersecurity in a grander scale and with far reaching consequences (Banerjee, et al., 2019). Despite the plethora of inaccurate and
misleading information in the media and on digital platforms, traditional models of information behaviour seem to suggest a normative conception of information as
consistently accurate, true, complete, and current, and they neglect to consider whether information might be misinformation (inaccurate information) or
disinformation (deceptive information) (Chen, et al., 2015; Karlova and Fisher, 2013; Buschman, 2019). Although fake news and misinformation are addressed in the
information science literature, the focus is on the role of librarians, student perceptions and information literacy training and interpretations of the concept of digital
deception (Jeffries, et al., 2017; Zakharov, et al., 2019; Buschman, 2019). There is limited evidence of turning to the discipline of cybersecurity for solutions or to
find a link between cybersecurity, digital deception and information behaviour. Exceptions are Zhang and Ghorbani (2020) and Gervasio (2019).

Digital deception needs to be addressed as a cybersecurity challenge and informed by cybersecurity as field of study. It, however, also impacts on information
behaviour and understanding might be deepened by drawing on insights from information behaviour (a sub-discipline of information science) and cybersecurity in
much the same way. Information behaviour, a term that is officially used by the Information Seeking in Context conference (also referred to as the Behaviour
Conference) is defined as an umbrella term for all kinds of human interactions with information (Greifeneder, 2014; Julien and Williamson, 2011; Meyer, 2016). For
example, it changes the manner in which information seekers and users relate to online or digital content (Nicholas, et al., 2003). This has a direct impact on the
human interactions with computers and other digital devices that are used to access digitised information.

Case and Given (2016) have noted that with the internet, information availability is no longer a problem. Hidden in the abundance of online information is a plethora
of inaccurate and misleading information in the media and in digital platforms. It is no longer enough to search and find information using search engines; an
information seeker needs to go further and verify the integrity of the sources and online information that is presented prior to information use or exchange. Given the
rise in big data and predictive data analytics, the validity of data (Greifeneder, 2014) is taking centre stage in both fields of information behaviour and cybersecurity.
This is potentially the point where the two fields could come together to address the digital deception problem. For example, Ford (2015) cites some of the widely
acknowledged information seeking behaviour models that includes the verification of the accuracy of information e.g., Ellis’s model. Though not directly linked to
digital deception, Robson and Robinson (2013) provide a good illustration of the complexity of information behaviour studies and the place for evaluation and
verification; they make specific reference to assessing the validity of information through utility and credibility. Godbold (2006) refers to ‘disputing of the

information behaviour, also notes the importance of evaluation and verification. Another information behaviour model that might be considered in the field of
cybersecurity is that of Mansourian where he refers to information invisibility and uncertainty. From a cybersecurity perspective Mansourian’s concept of
information invisibility can be related to privacy and a steganography technique of information hiding.

The above are some of the works that touches on the integrity of information and sources thereof from an information behaviour perspective. The implication is that
the field of information behaviour has also noted that not all information or sources thereof are to be trusted. Hence, the need for information verification systems.
This need is also emphasised in Maungwa and Fourie (2018) who acknowledge the lack of data validation when discussing information behaviour in competitive
intelligence. The need for verification becomes amplified in the advent of purposely planted misinformation or disinformation in the context of digital deception as
noted in the first paragraph of this paper. The field of cybersecurity can contribute in providing the information or source verification systems or digital deception
detection systems. The authors of this paper have searched widely for existing literature that takes a multidisciplinary approach to address the problem of digital
deception from both the perspectives of information behaviour and cybersecurity. Only a few references could be found that does so. For example, the work of
Hancock (2009), was found to mention the issue of cybersecurity. However, this was to say that it is a relevant issue but not to be further discussed. The work of
Kopp, et al. (2018) which tackles fake news using information-theoretic models of digital deception is the closest we could find. Therefore, according to the authors,
this paper is among the first research efforts to take a transdisciplinary approach to frame and analyse digital deception with respect to cybersecurity and information
behaviour. Although this paper is strongly embedded in cybersecurity based on the authors’ background, it makes an attempt to bridge the gap between the two
research fields. The goal is to link cybersecurity concepts with information behaviour theories.

Some researchers claim that the greatest impact of digital deception and lack of systems to verify the integrity of online information and their sources that
information users consume or exchange was felt in the previous United States of America presidential elections (Berghel, 2017; Lancelot, 2018; Silbey and
Hartzog, 2019). Therefore, digital deception in the form of fake news is alleged to have interfered with the United States of America electoral system and disrupted
the democratic process to sway the votes in favour of a particular candidate (Berghel, 2017; Lancelot, 2018). For this reason, online sources and channels of
information related to the United States of America elections came under a spotlight. This has had cascading effects to governments all over the world who are also
realising the far-reaching impact of digital deception. The authors believe that this is the main reason why digital deception is now resurfacing in information
behaviour and modern cybersecurity in a grander scale.

In the context of cybersecurity, digital deception is defined as a deliberate falsification or manipulation of online content or identity with an intention to purposely
create a wrong perception to deceive or misinform unsuspecting information seekers and users (Pawlick, et al., 2019). Hancock (2009) defines digital deception in
the context of information behaviour as an intentional control of information in a technologically mediated message to create a false belief in the receiver of the
message. In both contexts, the malicious act of digital deception has a deliberate intent to mislead a target information user and the act is carried out via a
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technological means of communication. It is also referred to as online deception (Caspi and Gorsky, 2000) or cyber deception (Changwook-Park and Kim, 2019)
with the aim to deceive information users that relies on digital content. For the purposes of this paper, the authors adopt and use the term digital deception from here
onwards. Digital deception has its roots in the military domain (Malin, et al., 2017; Shi, et al., 2019) and it thrives on humans’ poor ability to distinguish between
falsified and real information (Al-Nemrat, 2018 Frederiksen, 2017; Krause, ef al., 2019; Pawlick, et al., 2019; Su, 2017). Studies have shown that on average
humans have a 55% accuracy rate in differentiating between real and fabricated information (Su, 2017; Asubiaro and Rubin, 2018).

Rapid technology advancements make falsified online content look real (Hao, 2019). Therefore, it would not be a surprise to discover that the 55% figure reported by
Su (2017) is even lower. Rapid technology advancements also come with an explosion of big data generated from billions of internet-enabled devices in
unprecedented rates. It is reported that by 2016; a total of 44 billion gigabytes (GB) of data were generated per day, globally and that by 2026 the figure will grow
exponentially to reach an estimated 463 billion GB per day (Mossburg and Katyal, 2019). The sheer volume of a variety of data that is generated in such high speeds
requires systems to attest to its veracity before organisations can derive the value thereof (Younas, 2019; Nguyen, 2018; Gill and Buyya, 2019; van der Walt and
Eloff, 2015). Data of all types are being created by all sorts of devices and this creates a fertile ground for digital deception to thrive in the cyberspace.

Digital deception has been studied in different fields such as psychology, politics, economics, communication, and to a lesser extent in cybersecurity and information
behaviour (Hancock, 2009; Malin, et al., 2017). Existing cybersecurity literature shows that both whitehats and blackhats have been passively using this concept for
more than 30 years (Joshi and Sardana, 2011; Malin, et al., 2017; De Faveri, et al., 2019). Yet, research that explores digital deception in the context of information
behaviour and cybersecurity is still insufficient. Therefore, a research gap exists for studies to provide an understanding of digital deception and how it manifests in
modern cybersecurity and information behaviour. This paper contributes towards closing this research gap by looking at digital deception from a cybersecurity’s
perspective through an information behaviour lens (Cramer, 2018; Fulton, et al., 2013).

The structure of the paper is as follows: the next section outlines the current state of the art of digital deception in cybersecurity with respect to both whitehats and
blackhats. This sets the scene and provides a glimpse of the current landscape and how it may influence the convergence of information behaviour and cybersecurity.
The goal is to briefly pre-empt the road ahead and equip practitioners in both fields with a sneak preview of a looming crisis or opportunity that is presented by
digital deception. This paper provides a point of departure on how the two fields can converge towards a better understanding of the rising problem of digital
deception. The last section concludes the paper.

Digital deception in cybersecurity

Digital deception is a double—edged sword used by both whitehats and blackhats in modern cybersecurity (Gartzke and Lindsay, 2015; Walker, 2019; Pawlick, et

al., 2019). Both blackhats and whitehats exploit what Nahl (2001) refers to as cognitive and affective abilities of each other’s mental structures to intentionally
influence information behaviour. However, the motivation of the deceiver (which can be either a whitehat or blackhat) in each case is different. For example,
whitehats intentionally use digital deception-based mechanisms for securing their systems, and occasionally to track blackhats; whilst blackhats intentionally use
them for launching deceptive malicious attacks that attempt to evade detection systems. This interplay between blackhats and whitehats can be best understood from
an information behaviour’s perspective. For example, Karlova and Fisher (2013), although they might not use the terms blackhats and whitehats, study this interplay
from an information behaviour perspective and posits that cues to credibility is used by deceivers to deceive receivers, and receivers use cues to deception to defend
against deception. From a cybersecurity perspective, both blackhats and whitehats can each play the role of both a deceiver and receiver. Karlova and Fisher (2013)
argue that the success or failure of deception depends on the degree to which receivers may suspect deception. Wilson (2020) in a book review talks of this interplay
between whitehats and blackhats as hacking the hackers. This is synonymous to whitehats taking an offensive strategy to attack blackhats. Case and Given (2016)
argue that studying the underlying human motivation or intent and behaviour is key and very important, yet very difficult to do. This is even more complex in the
context of human motivation or intent and behaviour tackled from both a whitehat and/or blackhat; and deceivers’ and/or receivers’ perspectives.

In agreement with Hancock (2009), the authors of the current paper argue that blackhats are highly motivated to get away with their deceptive behaviour than
whitehats. For blackhats, being caught would mean jail time, yet for a whitehat catching a blackhat in action might mean improving their defence systems with a new
cyber-attack signature. Therefore, the authors posit that blackhats are more successful in their ability to deceive whitehats’ deception detection systems, than
whitehats are in luring blackhats to interact with decoy systems. In the field of cybersecurity, the inter-play between whitehats and blackhats is more in line with
Hancock’s motivational enhancement effect than it is with DePaulo and Kirkendo!l’ motivational impairment effect (Woodworth, et al., 2005; Hancock, 2009). The
ever increasing number of cybercrimes in comparison to only a few isolated successful arrests is evidence to this imbalance. Though, this may be due to the slow
wheels of justice or challenges in dealing with digital evidence, the indication is that more research is still required to understand the interplay between blackhats and
whitehats in the context of information behaviour. Studying information deception from an information behaviour and information literacy perspective, Karlova and
Fisher (2013) confirm that research in this area is insufficient to draw insightful conclusions.

In cybersecurity, digital deception-based tactics, techniques and procedures are also used in blue vs red team exercises where red teams launch attacks whilst blue
teams put in place detection systems on the defence. It must be noted though, that reference to the word defence also include offence, where whitehats may launch a
counter attack that targets a specific blackhat or group of blackhats. This relates to Karlova and Fisher’s deceivers and receivers, where whitehats may take both roles
depending on the context. Hence, in all reference of the word defence from a whitehat perspective, this paper uses it to mean both defensive and offensive
approaches. Red vs blue team exercises are normally conducted in a simulated environment to identify system vulnerabilities. In general, simulated environments do
not give a complete or true picture of the actual threat landscape and would not be effective to draw conclusions for the confluence of information behaviour and
cybersecurity. A true picture requires whitehats to track and monitor a blackhat in action attempting to breach a real secure system or honeypot. Whitehats have
monitored and tracked blackhats in a number of ways as illustrated in the next subsection.

Digital deception — a whitehat perspective

Whitehats use digital deception-based tactics, techniques and procedures to deceive and mislead blackhats to unknowingly contribute to defence strategies
(Changwook-Park and Kim, 2019). This is more of an art than a science of manipulating and providing misleading or fabricated information to an adversary.
Information behaviour can help solve this problem from a different angle. Though, this concept now comes in a grander scale and with serious consequences, it is not
new to the field of cybersecurity nor is it new to the field of information behaviour. For nearly 30 years now, both whitehats and blackhats have been passively using
the concept of digital deception in different ways like spoofing of internet protocol and media access control addresses (Malin, et al., 2017). In the field of
information behaviour, it has been discussed as misinformation or disinformation. For example, the work of Karlova and Fisher (2013) posits that digital deception
can be viewed from misinformation (mostly referring to inaccurate information) and disinformation (referring to deceptive information) which are types of
information behaviour and has a link to information literacy.

Some of the foundational seminal whitehat efforts on digital deception in cybersecurity include the work of Clifford Stoll’s; Stalking the wily

hacker (Stoll, 1988), What do you feed a Trojan horse (Stoll, 1987) and The cuckoos egg (Stoll, 1989), Bill Cheswick’s An evening with

Berferd (Cheswisk, 1992, 1997) and Fred Cohen’s deception toolkit of 1997 (Joshi and Sardana, 2011; Nasir and Al-Mousa, 2013; Grimes, 2017). These are among
the first research efforts (Malin, et al., 2017; Joshi and Sardana, 2011) that discuss how whitehats intentionally lured, interacted with and studied blackhats by
providing them fabricated responses, resources and a collection of emulated vulnerabilities.

More than 30 years later, whitehats still continue to use digital deception-based tactics, techniques and procedures to lure and entice blackhats to unknowingly take
actions which are in whitehats’ favour and contributes to defence strategies (De Faveri, et al., 2019; Whitham, 2017; Joshi and Sardana, 2011; Yuill, et al., 2004). For
example, defensive deception-based mechanisms are used to;

¢ deny blackhats access to confidential resources,

¢ misdirect blackhats away from legitimate resources,

¢ delay in responding to blackhats’ commands and

» confuse blackhats with plausible yet deceiving information whilst collecting their tactics, techniques and procedures behind the scene (Gutierrez, et al., 2018).
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Scholars have noted that tactics, techniques and procedures usually form unique patterns of activities or methods that are specific to a particular blackhat or group of
blackhats (Walker, 2019). It would be interesting to note if there would be specific information behaviour characteristics that would help fine tune the patterns with
respect to motives and behaviour of groups of blackhats. Whitehats use such tactics, techniques and procedures to create unique attack signatures to correctly identify
a blackhat or a group thereof. This is one attempt for whitehats to try and balance the cybersecurity’s arm race. The concept of honey-X is one traditional way that
whitehats have been using as deception-based tactics, techniques and procedures. Honey-X comes in different forms, such as honeyusers (Malin, et al., 2017)),
honeyfiles (Yuill, ef al., 2004), honeypots (Wallace and Visger, 2018) and honeynets (Shi et al., 2019; Pawlick, et al., 2019; Sokol, et al., 2017). The next section
briefly discusses each of these deception-based honey-X and how they are being used by whitehats.

Honey-X

Honeyusers, honeyfiles, honeypots, honeybot and honeynets, which when grouped together are also known as honey-X are used by whitehats in defence strategies.
According to Pawlick, et al. (2019), a honey-X refers to any defensive digital deception strategy with a prefix word — honey. The goal of any form of honey-X is to
make blackhats waste their resources on attacking fake systems instead of real systems whilst their tactics, techniques and procedures are carefully being monitored
and tracked by an observer.

Honeyuser. Honeyusers are also known as fake avatars or decoy users or ghost users. This category of honey-X considers deception at the user identity level and are
normally used in social networks by both whitehats and blackhats to phish information on their targets. For example, in 2016, Facebook reported that globally, they
had 1.7 billion active users and 8.7% of these were honeyusers (Malin, et al., 2017). Honeyusers come in three different categories; i.e. conceal their real identity, use
an identity of another real user (i.e. ghost user) and use a fake identity (van der Walt and Eloff, 2015). From an information behaviour perspective, Hancock (2009)
refers to these as identity-based digital deception.

Honeyfiles. Honeyfiles are also known as honeytokens, decoy or canary files (Whitham, 2017). Yuill, et al., (2004) posit that they are deceptive documents that
emulate real documents which are intended for blackhats to access and interact with. These are purposely injected within a file-system by whitehats to lure
unauthorised blackhats in a defence deception operation (Whitham, 2017). Honeyfiles assist whitehats to successfully detect and combat data leakage threats and
unauthorised access from blackhats and malicious information seekers.

Honeyfiles can create confusion and uncertainty regarding the value and location of confidential information. This technique relies on the poor ability of blackhats or
humans in general to distinguish between real and fake information. This can be best explained by tapping into the field of information behaviour. Well-designed
honeyfiles triggers an alert each time a blackhat or malicious insider accesses them. For example, Gutierrez, et al., (2018) uses a password hash honeyfile to prevent
blackhats from accessing and using a brute-force attack on the real password hashes. Each time a blackhat makes an attempt to access the password hash honeyfile,
the solution sends an alert to a whitehat that is monitoring the system and then misdirect the blackhat into a honeypot for further attack profiling, fingerprinting and
analysis (Gutierrez, et al., 2018). An alert might include some digital forensic information for incident response e.g. internet protocol and media access control
address of the access device, details of the user making the access attempt.

Honeyfiles are normally accessible to blackhats who have already been lured to gain unauthorised access to a honeypot within a honeynet. Yuill, et al. (2004) argues
that honeyfiles can be used to detect and combat unauthorised access in two levels; 1) that is gained through unknown attacks (i.e. targeting zero-day exploits for
outsider threat actors) and 2) that which is gained through unintended file-access permissions (i.e. targeting an insider threat actor). Information behaviour studies
that explore how information users deal with falsified information can help to improve defence strategies.

Honeypots. A honeypot is a decoy physical or virtual computer designed and setup to resemble a real system whose value lies in its illicit use by a blackhat (Wallace
and Visger, 2018; Krawetz, 2004; Joshi and Sardana, 2011). Though, deceptive in its tactics, techniques and procedures, a honeypot must have all the qualities of a
real resource and appear legitimate even to the best breed of blackhats for them to meaningfully engage with it. Whitehats are also using honeypots as a weapon for
counter attack against blackhats (Wallace and Visger, 2018). This can be achieved by setting up a honeypot that contains honeyfiles embedded with malware. Such
honeyfiles must closely resemble the organisation’s crown jewels like intellectual property and blueprints to be attractive. A whitehat has to make sure that the
honeyfiles cannot be opened to have the payload malware executed within their own environment, but ensure that it can only be executed at the blackhat’s
environment (Wallace and Visger, 2018). This requires careful attention to detail because a lot could go wrong. For example, it can happen that an employee within
organisation that owns such a honeypot, stumbles on the honeypot and gets hold of the honeyfiles to open them in their organisation’s network infrastructure.

Hence, extra caution is required to appropriately setup honeypots that will be attractive enough to lure blackhats to interact with them, whilst a whitehat gathers
valuable information on tactics, techniques and procedures on its target at the background. Honeypots can also be used to collect and reveal obfuscated internet
protocol and media access control addresses, origin, identity and intent of the black-hats which can aid the complex task of cybersecurity attribution. Attribution in
cybersecurity is defined as a process of identifying an attacker and their geographical location (Goutam, 2015; Egloff, 2020). However, before whitehats can think of
using attribution information on a count attack, they need to be mindful of the effects of stepping stones (Nicol and Mallapura, 2014; Yang, et al., 2017; Yang, et

al., 2018) in the connection chain. Stepping stones are discussed in detail later in the paper. Moreover, in using threat intelligence obtained in a honeypot to perform
counter attacks, one must exercise extra caution as when detonating a hand grenade. There is a chance that it might explode before it leaves the hand. So is with
counter attacks in cybersecurity.

Honeynets. A honeynet extends the concept of a single honeypot to provide a highly controlled network of multiple honeypots (Sokol, et al., 2017). Honeynets are
used in larger networks where a single honeypot would not be sufficient to monitor network activities (Shaikhedris, 2018). For example, Honey V is a collection of
honeypots which monitors and detects malicious activities at different intensities to provide fine-grained threat intelligence on blackhats (Rashidi, et al., 2018). The
challenges of a single honeypot are compounded in a honeynet. For example, a blackhat can compromise and use a network of homogeneous honeypots to create a
distributed denial of service to then attack the same network it is supposed to protect at a bigger scale. The end result would be honeynet weaponisation — using
honeynets as a weapon.

Summary

In summary all forms of honey-X as defence-based deception tactics, techniques and procedures involve an act of planting false information in a decoy system or a
planned series of actions aimed to confuse or mislead blackhats to go astray or contribute to building effective defence systems (De Faveri, et al., 2019; Changwook-
Park and Kim, 2019). Digital deception in defence operations is aimed to aid whitehats to identify, track and study the tactics, techniques and procedures of blackhats
to build effective cybersecurity systems. As postulated in Walker, (2019), mounting a good defence requires whitehats to have a good grasp of the threat surface, the
types of attacks, their tactics, techniques and procedures and intents. This is particularly effective for newer threats and zero-day exploits that do not yet have a
signature.

The use of honey-X must be given careful considerations because of the vulnerabilities that are used to entice a blackhat which may be spinned around to serve as the
only entry point for an adversary to escalate their access into a target network (Liska, 2015; De Faveri, et al., 2019). Blackhats can use a honey-X to step into a target
network and leave with more than can be realised. Hence, whitehats need to practice extra caution in deploying honey-X solutions.

The above are not necessarily an exhaustive list of the issues of deploying honey-X or any deception-based mechanism to defend systems and networks from
blackhats, who are always one-step ahead of whitehats in the cybersecurity arm’s race. But the authors hope they are at least enough to drive the point home for
whitehats to reconsider their approach to defensive-based deception mechanisms. The field of information behaviuor can be looked at for solutions to the problem of
digital deception. The question could be asked if honey-X and other deception-based tactics, techniques and procedures still do serve the whitehat community,
especially in the advent of anti-deception detection technologies which by-passes detection systems with so much ease.

The next section highlights some of the latest deception-based techniques for offensive operations that are being used by blackhats to evade detection systems.

Digital deception — a blackhat perspective
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Whitehats are improving security systems and decreasing the cycle of patching vulnerable systems (Mazurczyk and Caviglione, 2015) and blackhats are fast realising
that they can no longer rely on exploiting unpatched vulnerabilities to install and run their malware, and they now prefer to use deception to make their malware
become more stealth in order to evade detection. As is the case in the defence, deception is not a new concept even in the offense operations. Kevin Mitnick’s The
Art of Deception (Mitnick and Simon, 2003) is one of the earlier works on deception in offense operations. This seminal work describes how blackhats successfully
targeted system users as the weakest link in the cybersecurity chain to use social engineering in order to breach into systems they were not authorised to access.
Social engineering is one cybersecurity technique that can be best explained using concepts in information behavioor. This is because its success or failure hinges on
how the target users can detect deception from the attacker and such interactions can be best explained outside the field of cybersecurity.

Blackhats are now using sophisticated deception tactics, techniques and procedures to conceal their identity, digital trace and locations (Casey, 2019; Goutam, 2017).
For example, stepping stones, obfuscated system tools, stegware, deepfakes and adversarial artificial intelligence and machine learning are some of the tools that are
available in a blackhat’s arsenal.

Stepping stones

A stepping stone is a compromised host that blackhats exploit to reach their target and launch highly targeted attacks. The deceptive nature of stepping stones makes
it almost impossible to identify the true attacker’s source (Goutam, 2017; Gamarra, et al., 2018; Yang, et al., 2017). These stepping stones are used to conceal an
attack’s origin in order to bypass detection systems and eventually avoid attribution. Goutam (2017) posits that stepping stones allow blackhats to conceal their
identifiable information behind vulnerable digital infrastructure and its shield of anonymity. This relates to Mansourin’s model of information invisibility and makes
such attacks to be so accurate and precise on their target, yet hard to detect their origin. The uncertainty of the sources of such attacks increases with the stealth

of stepping stones. Whitehats have not yet figured out how to deal with stepping stones and research focused on detecting the origin of attacks is still inadequate and
limited (Yang, et al., 2017). Goutam (2017) also posits that stepping stones pose a major stumbling block for all efforts of cyberspace attribution. The challenge is
amplified when blackhats decide to use multiple stepping stones in a single connection chain. Furthermore, researchers (Yang, et al., 2017; Nicol and

Mallapura, 2014) have confirmed that more blackhats are now using stepping stones to launch their attacks in an effort to avoid detection. Stepping stones can be
external or internal to the target network. It is better to deal with external stepping stones than those that are internal. The challenge with external stepping stones is
that retaliation may be misguided to a target that knows nothing about the attack it is launching. On the other hand, stepping stones inside the target network are most
difficult to detect with traditional systems that are often externally facing to detect threats coming from outside than those from inside. The other problem with
internal stepping stones is that they are highly effective from a blackhat’s perspective because they are launched within their target network. Internal stepping
stonesare like threats that are /iving off the land.

Obfuscation system tools - living off the land

Blackhats are using a stealth and deception-based offensive technique called /iving off the land (Banerjee, et al., 2019; Symantec, 2017; Sophos, 2019). This
technique requires a blackhat to infiltrate a target network and exploit whatever system tools they find in the compromised environment to launch an attack from
within a target environment. The purposes of an /iving off the land attack is in three folds: 1) to first blend in to their victim’s network and 2) then hide their activities
in a pool of legitimate tools to make it harder to attribute malicious activities, and 3) to evade detection. Living off the land exploits vulnerabilities from externally
facing perimeter systems which are normally configured to keep external threats out. With living off the land, the threats are already inside the perimeter. Instead of
looking at attacks coming from external sources, perimeter systems should now also look at internal threats.

For example, blackhats are reported to have used the /iving off the land techniques to hijack a legitimate PsExec remote tool to spread Petya attacks in 2017 (Popli
and Girdhar, 2019). In another example, blackhats used a patch and update process within a compromised system as a stepping stone to move laterally to distribute
malware across an entire network (Symantec, 2017). This is an indication that blackhats continue to shift their evasion techniques to remain undetected. The longer
the dwell time in a living off the land environment, the better the opportunity that blackhats can find, exfiltrate and destroy data. A dwell time is the number of days a
blackhat is present on a victim network from the first evidence of compromise to detection (FireEye Mandiant, 2019). The approach of using deceptive /iving off the
land techniques to hide behind legitimate system tools is a big challenge that is gaining more traction. Moreover, there are at least 35 such legitimate system tools
which blackhats are hijacking and exploiting for illegitimate purposes (Symantec, 2017). The field of cybersecurity can tap into the field of information behaviour as
it seeks to understand how users deal with hidden information as explained by Wilson (1999).

Stegware — steganographic malware

Blackhats are also reverting back to an old stealth deceptive technique of steganography to provide themselves with a veil of information invisibility (Ford, 2015) to
evade detection. Deep Secure (2019) argues that steganography presents unlimited opportunities for blackhats to develop a variety of deception-based offensive
tools. Steganography is a technique that has always been used by whitehats in covert communications to exchange confidential or secret information. It works by
concealing a secret or confidential information within a seemingly innocuous digital media file. A good example of this is found in Dlamini, et al. (2016) where one
time passwords (OTPs) are first encrypted and then embedded onto a low fidelity image before they can be transmitted over an unsecured channel to prevent
eavesdropping.

Blackhats have taken the same approach to weaponise steganography in what they refer to as stegware (Abarca, 2018; Kay, 2019; Deep Secure, 2019; Mazurczyk
and Wendzel, 2018). Stegware conceal malware payload in digital media files to make them bypass in-bound content filtering firewalls and anti-malware solutions to
infiltrate their target network. Once inside a target network, blackhats can use the same stegware to bypass out-bound data leakage prevention systems to exfiltrate
and siphon stolen confidential information out of unsuspecting companies without being detected (Abarca, 2018). This threat has been used in mal-advertising
campaigns on reputable news websites to infect users’ devices with malware (Mazurczyk and Wendzel, 2018).

Blackhats are using stegware as a double-edged sword for carrying their malware past in-bound detection systems to infect target networks and also to siphon stolen
information past out-bound data leakage prevention systems. Conventional perimeter solutions are not yet able to effectively defend networks against this threat
which Deep Secure (2019) argues is an elephant in the room that no one wants to talk about. Mazurczyk and Wendzel, (2018) also confirms that there are currently
no general effective stegware detection solutions yet. The field of cybersecurity can look to the field of information behaviour for solutions to this problem.

Adversarial artificial intelligence and machine learning - attacks on predictive cybersecurity analytics

Whitehats have proposed predictive cybersecurity analytics (Abraham and Nair, 2015; van der Walt and Eloff, 2015) and cyber threat intelligence systems
(Mahlangu, et al., 2019) as new ways of responding to the call of proactive defensive systems. Unfortunately, Blackhats have already realised that some zero-day
exploits get detected at first appearance by artificial intelligence and machine learning - inspired malware detectors in predictive cybersecurity analytics systems
(Abraham and Nair, 2015; Salem et al., 2019). Therefore, blackhats are moving their target to focus on breaching artificial intelligence and machine learning inspired
predictive cybersecurity analytics systems using adversarial artificial intelligence and machine learning attacks. Adversarial artificial intelligence and machine
learning attacks have recently emerged to deceive and exploit artificial intelligence and machine learning classification models and algorithms into interpreting input
training data in a way that is favourable to a blackhat’s desired outcomes. Similar to the way whitehats use deception-based tactics, techniques and procedures to lure
blackhats to their honey-X whilst they gather threat intelligence information to strengthen defence systems; blackhats also compromise and exploit weaknesses in
artificial intelligence and machine learning classification models and algorithms to misinterpret and misclassify input training data to make them work to their
advantage (Salem, et al., 2019). For example, blackhats use a carefully selected corpus of adversarial inputs that closely resembles normal inputs which when
strategically injected to the normal input will send artificial intelligence and machine learning models on a goose chase to make inaccurate predictions that will
favour blackhats. This is one way that blackhats use the art of deception to make their malicious threats avoid detection by artificial intelligence and machine
learning inspired content filters and perimeter firewalls.

Adversarial artificial intelligence and machine learning threats rely on the blackbox type of complexity of classification models. Data scientists are developing
increasingly complex blackbox-type of models that use deep learning techniques to capture an unprecedented number of actions to solve complex problems.
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The black-box models defy human reasoning and often lack human interpretation, even by developers. The complexity that comes from unpredictable model
behaviour and the lack of interpretation create a vulnerability for blackhats to exploit (Salem, et al., 2019).

It has been said elsewhere that complexity is an enemy of cybersecurity (Warchal, 2018). It is no longer safe to have a secure hardware and software infrastructure on
which to run complex artificial intelligence and machine learning classification models and algorithms. Researchers must also ensure that the algorithms and
classification models are secured against malicious use. Therefore, Salem, et al. (2019) asserts that artificial intelligence and machine learning models and algorithms
are a new attack surface that whitehats must deal with. The complexity of the models make them susceptible to adversarial artificial intelligence and machine
learning. The authors argue that cybersecurity is indeed an arm’s race with a constantly moving target — here today and there tomorrow (Dlamini, et al., 2009; Joshi
and Sardana, 2011). Adversarial artificial intelligence and machine learning presents a much deeper and harder challenge to digital deception, i.e. deepfakes. It is
important that artificial intelligence and machine learning models should consider some of the information behaviour models to help address the problem of digital
deception. For example, Case and Given (2016) note the emphasis of Robson and Robinson’s model on the information sources, communicator and recipient that
affects information behaviour. Factoring these into artificial intelligence and machine learning models can help address the problems of misinformation or
disinformation in digital deception in artificial intelligence and machine learning defence systems.

Deepfakes

There is a looming era of adversarial artificial intelligence and machine learning -inspired deepfakes (Citron and Chesney, 2018; Matern, et al., 2019; Day, 2019;
Ding, 2019; Hao, 2019; Fletcher, 2018; Knight, 2019) which puts a new twist to make worse the already complex issue of digital deception. Deepfakes manipulate
digital media files such as video and audio recordings to show people doing or saying things they never did or said (Fletcher, 2018). According to Silbey and Hartzog
(2019) deepfakes require everyone to question deeply held truths and axioms about the trustworthiness of what people see and hear. For example, an adversarial
artificial intelligence and machine learning-inspired Voco - a product of Adobe - takes a text string as input to generate a voice excerpt and within seconds transform
the resultant voice excerpt to a different voice excerpt that is totally different from the previous one (Day, 2019). Deepfakes take the battle of digital deception
between blackhats and whitehats to an unprecedented level. Hao (2019) argues that this is not a time to raise more questions, but to question and scrutinise
everything.

Knight (2019) posits that there is a growing concern that deepfakes could be used to manipulate and deceive voters in order to influence the next United States
presidential elections. Given the unconfirmed rumours that digital deception in the form of fake news might have influenced the previous United States presidential
elections (Berghel, 2017), the likelihood of deepfakes meddling with the next elections is high. Google and Facebook are purportedly reported to be in the process of
generating a corpus of deepfakes training data to develop artificial intelligence and machine learning inspired deception-based detection solutions (Knight, 2019).
These are also susceptible to adversarial artificial intelligence and machine learning and may benefit from incorporating principles from the field of information
behaviour.

Summary

In summary, blackhats’ offensive-based deception techniques are more stealth than the traditional defensive-based deception approach. Threats that use stepping
stones, obfuscated system tools, stegware, deepfakes and adversarial artificial intelligence and machine learning may take a long time to be discovered. This is
mainly because they hide under normal activities and cannot easily raise flags. It will take a different type of detection systems that incorporate the principles of
other disciplines like information behaviour to effectively detect threats that make use of these techniques.

Evidently, the threat landscape continues to increase in complexity and with far reaching consequences. For example, gathering digital traces that could be used to
hold blackhats accountable for their malicious acts is almost impossible. There is a rising need to incorporate concepts and principles from other disciplines to be
able to address the increasing complexities.

Another issue which is worth mentioning without going into much details with respect to the tactics, techniques and procedures of blackhats is anti-forensic solutions
(Losavio, et al., 2019). Anti-forensic solutions are used by blackhats to make it impossible for whitehats and digital forensic investigators to collect their digital
traces for analysis. For example, blackhats use anti-forensic tactics, techniques and procedures to encrypt stolen data or their communication channels to conceal
malicious activities and prevent detection. Current defence systems are not able to deal with encrypted data. In future, whitehats need to develop solutions that will
deal with anti-forensic tactics, techniques and procedures. The next section concludes the paper.

Conclusion

Though digital deception has been used as a double-edged sword by both blackhats and whitehats, it has recently taken a new twist and is resurfacing in a grander
scale with huge ramifications to both cybersecurity and information behaviour. The concept of digital deception is resurfacing at a crucial time for both fields. This is
coming when cybersecurity is under public scrutiny for the increasing number of incidents, yet only a few of these incidents can be attributed to specific individuals
or groups of blackhats. In the case of information behaviour, there are serious concerns on misinformation or disinformation which has led to growing research
interest on the validity of digital information with the rise of big data and predictive data analytics. The reintroduction of digital deception in the field of
cybersecurity bring a crisis in terms of making worse an already complex issue with regards to the reliability of defence-based detection systems.

Information behaviour researchers should be stimulated by this paper to enhance research to deepen understanding of human information behaviour to deal with the
challenges of deceptive information and digital deceptions. Many opportunities can open up to work with specialists in cybersecurity to find technological solutions
that might supplement the work that is currently coming from information literacy training. Researchers in cybersecurity might draw on theories that have been used
in information behaviour research such as information theory, social-cognitive theory and sense-making theory (Chen, et al., 2015). At this stage it is still too early to
decide on how each of the two disciplines can inform the development of systems that draw on findings from both fields. This might be a good time to strengthen
research ties. The authors speculate that in addressing the challenges of digital deception, the field of cybersecurity will eventually have to look at the problem from a
multidisciplinary perspective for it to reach its next level of maturity. This paper is meant to open and stimulate more research discussions around the interplay of the
fields of information behaviour and cybersecurity around addressing digital deception. The authors also aim to understand the implications of digital deception from
an information behaviour lens to the future of cybersecurity and probable shape the future of research in the two disciplines. Although this paper gravitates towards
cybersecurity based on the authors’ background, it is the first attempt to bridge the gap between the two research fields with a goal to link cybersecurity concepts
with information behaviour theories.
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