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Abstract 

By using African countries as laboratories to improve its AI-based technologies, China is 
also reinforcing African governments’ illiberal and authoritarian tendencies. 

 

China is aggressively pursuing artificial-intelligence (AI) capabilities, and spending billions 
on related research.1 China uses these technologies domestically for surveillance and social 
control, spying on its citizens, learning about their private and public actions, and regulating 
their behaviour.2 In Xinjiang, for example, authorities conduct mass collection of biometric 
data, including voice samples and DNA, and use AI-enabled facial-recognition technology to 
identify, classify and track Uighur Muslims.3 

In 2015, Beijing launched its ‘Made in China 2025’ plan with an eye to dominating cutting-
edge technology industries.4 An integral part of China’s strategy is to become the world’s 
premier artificial-intelligence innovator by 2030, surpassing its rivals technologically, and to 
build a core domestic AI industry with gross output exceeding $150 billion.5 The Chinese 
Communist Party envisions that AI will play a crucial role in maintaining social stability, not 
only in such areas as education, healthcare and environmental protection, but also in state 
security, where applications include internet censorship and analysing surveillance-camera 
footage to trace people’s movements.6 Kai-Fu Lee, one of China’s best-known high-tech 
venture capitalists, has argued that China has an advantage in developing AI because its 
leaders are ‘less fussed by “legal intricacies” and “moral consensus”’. According to him, the 
Chinese ‘are not passive spectators in the story of A.I. – we are the authors of it’ such that 
‘the values underpinning our vision of an A.I. future could become self-fulfilling 
prophecies’.7 

Significantly for Africa, China hopes to become a world leader in AI in part by using 
developing countries as laboratories to improve its surveillance technologies. In March 2018, 
the Chinese AI start-up company CloudWalk Technology, based in Guangzhou, signed an 
agreement with the government of Zimbabwe to deploy facial-recognition technology there. 
Beijing touted the agreement as an example of ‘win–win’ diplomacy – Chinese AI companies 
would have the opportunity to train their algorithms on African faces to diversify their 
datasets and improve the accuracy of their products, and the Zimbabwean government would 
have access to cutting-edge technology to monitor its population.8 

PricewaterhouseCoopers has estimated that AI technology could increase global GDP by 
$15.7 trillion – a full 14% – of which $1.2trn would be added for Africa.9 AI could help solve 
some of Africa’s most intractable development problems.10 In particular, it could help 
farmers adapt to climate change, assist in predicting the outbreak of diseases and natural 
disasters, facilitate the protection of wildlife from poachers and help make congested urban 
centres more liveable. African nations have accordingly begun turning to AI for solutions.11 

With this potential power, however, come possible abuses and unintended consequences.12 In 
particular, the current use of Chinese technology exports to the continent, especially facial-
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recognition technology, raises grave human-rights concerns. Repressive governments in 
Africa could use centralised biometric databases to target political opponents and to reinforce 
discrimination against specific segments of the population. 

Vectors of China’s influence 

Chinese technological penetration in Africa raises the spectre of digital neocolonialism – that 
is, China’s application of economic and political pressures to control and strategically 
influence African governments. Although China’s presence in Africa has been growing 
steadily for 20 years, it started escalating drastically in 2013 following Chinese President Xi 
Jinping’s unveiling of the Belt and Road Initiative (BRI), a trillion-dollar international-
development strategy to extend Beijing’s influence in host countries through bilateral loans 
and infrastructure projects.13 Most African countries have enthusiastically embraced the 
BRI.14 China has emerged as the largest source of financing for infrastructure projects in 
Africa, and evidence of its influence is on wide display on the continent.15 

China is also sponsoring training and education for the next generation of African leaders, 
bureaucrats, students and entrepreneurs, hosting tens of thousands of African university 
students annually, while the Chinese government offers thousands of scholarships to African 
students every year.16 The Hanban (Chinese Language Council) has also founded 59 
Confucius Institutes in Africa to spread Chinese language and culture.17 

The BRI emphasises information technology.18 And in Africa, China is unrivalled on the 
technological front.19 Much of the continent has come to rely on Chinese companies for their 
telecommunications and digital services.20 China Telecom plans to lay a 150,000-kilometre 
fibre-optic network covering 48 African nations.21 Transsion Holdings, a Shenzhen-based 
company, has overtaken Samsung to become the leading smartphone provider in Africa.22 
Huawei, the Chinese telecommunications giant, has built 70% of the 4G networks and most 
of the 2G and 3G networks on the continent, vastly outpacing its European rivals.23 The 
Kenyan government has appointed Huawei as principal adviser on its ‘master plan’ for 
information and communication technologies.24 ZTE Corporation, the Chinese 
telecommunications conglomerate, provides the Ethiopian government with infrastructure to 
enable it to monitor communications by opposition activists and journalists.25 Another 
Chinese company, H3C, won the contract to build a new telecommunications network for the 
Nigerian international airport in Abuja.26 Hikvision has established an office in Johannesburg 
and, through a local video-surveillance provider, rolled out 15,000 cameras throughout the 
metropolitan area in 2019.27 

Chinese companies play a clear role in Beijing’s aspirations for global telecommunications 
dominance. Although some of these firms are ostensibly private enterprises motivated by 
market forces, all of them remain answerable to the government.28 Hikvision, the world’s 
leading manufacturer of surveillance-camera equipment, has strong ties to the Chinese 
government. The company disclosed in its 2018 annual report that the Chinese government 
was a controlling shareholder, and the company’s chairman was appointed to the National 
People’s Congress in 2018.29 Similarly, a company owned by the Chinese government is the 
controlling shareholder in ZTE.30 Huawei’s founder is Ren Zhengfei, a former officer in the 
‘military technology division’ of the People’s Liberation Army.31 Powerful ties between 
Huawei’s management and the Chinese security and intelligence apparatus have continued.32 
The company reportedly receives billions of dollars in government subsidies.33 
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The Chinese Communist Party has systematically placed ‘party cells’ led by senior 
executives in technology companies to enhance its access to and control over these 
companies.34 Moreover, a national-security law enacted in 2015 mandates that companies 
acquiesce to ‘third-party’ (read: government) access to their networks, source codes and 
encryption keys.35 The significant inroads that especially Huawei has made in Africa – 
despite American warnings about corresponding cyber-security vulnerabilities – is evidence 
that for African governments and businesses, the imperative of greater internet access trumps 
all other considerations.36 

Many African nations, further attracted by easy loans and investments, have become almost 
entirely dependent on China for their technology and services, and susceptible to pressure to 
subscribe to the Chinese notion of ‘internet sovereignty’.37 The danger is that this Chinese 
model of sprawling censorship and automated surveillance systems will lead to a dramatic 
reduction in digital freedom across the continent and imperil emerging democracy.38 
Ostensibly to help governments identify threats to ‘public order’, China appears to be 
promoting digital authoritarianism as a way for African governments to control their citizens 
through technology.39 For example, the technology provided by ZTE over the past 20 years 
has been integral to the Ethiopian government’s efforts to monitor private citizens and 
organisations, especially those who are critical of the government.40 Huawei is the leading 
vendor of advanced surveillance systems worldwide by an enormous margin, and it is 
aggressively seeking new markets in sub-Saharan Africa. It is setting up advanced ‘safe city’ 
platforms, offering facial recognition and intelligent video-surveillance systems to repressive 
governments, and providing advanced analytic capabilities.41 A recent Wall Street Journal 
investigative report found that Huawei technicians in both Uganda and Zambia had assisted 
government officials in spying on political opponents.42 

Through seminars and official visits, the Chinese government is actively advising media 
elites and government officials in countries participating in the BRI to follow its lead on 
internet sovereignty. According to Freedom House, ‘increased activity by Chinese companies 
and officials in Africa preceded the passage of restrictive cybercrime and media laws in 
Uganda and Tanzania’ (whose largest trading partner is China), as well as in Nigeria, during 
2018.43 The governments of Cameroon, Chad and Togo have also ordered internet shutdowns 
and blocked websites and socialmedia platforms ahead of critical political moments, such as 
elections and protests.44 The Financial Times reported that at least five governments in Africa 
– Chad, Democratic Republic of the Congo, Eritrea, Ethiopia and Mauritania – had shut 
down the internet in the first half of 2019, and that in June of that year the Sudanese 
government did so ‘as soldiers from a government paramilitary force went on a killing spree 
in the capital Khartoum … preventing protesters from documenting the violence on social 
media’.45 Benin, Tanzania, Uganda and Zambia have also started stifling freedom of 
expression through the imposition of social-media or ‘blogger’ taxes, ‘leaving millions of 
Africans struggling to cover the costs of getting online’.46 

The Chinese government’s dominance over internet connectivity on the continent affords it 
significant leverage over African governments.47 China could foster African nations’ 
dependence on and financial obligation to China, echoing their relationships with their 
erstwhile colonisers. This could lead to China’s inordinate political control over African 
governments and populations. The AI technology and data-mining techniques that China is 
providing constitute an especially acute temptation to such states, and could increase China’s 
leverage. 
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Facial-recognition technology in China 

China has become the fastest-growing user of facial-recognition technology.48 This 
technology has proven to be a potent tool for maintaining control over Chinese society.49 

Facial-recognition cameras are much more intrusive and discriminating than ordinary closed-
circuit television (CCTV), which has been a mainstay of police forces for 25 years.50 The 
technology, first developed and used in the West, is powered by AI algorithms. It analyses a 
person’s distinctive facial features in minute detail, distinguishing them from thousands or 
even millions of potential matches. The algorithms can also assess in real time the number 
and density of people in a given frame, individuals’ gender, their height, the characteristics of 
their clothing and even their gait. Facial-recognition cameras are often mobile and 
concealable. Thus, they can scan distinctive facial features in order to create detailed 
biometric maps or databases of individuals when they are walking down the street without 
their knowledge, let alone their consent. In effect, facial-recognition technology enables a 
government to remotely secure a GPS ankle monitor on any person.51 

China’s path to online censorship and digital surveillance started in the early 2000s with 
projects such as Golden Shield and continued thereafter with programmes like Skynet. In 
2015, the Chinese Ministry of Public Security launched a project to establish the world’s 
most powerful facial-recognition system, which will be able to identify any one of China’s 
1.393bn citizens within three seconds and with 90% accuracy. The system will be connected 
to surveillance-camera networks and will use cloud facilities to connect to data-storage and -
processing centres across the country. Isvision, a security company based in Shanghai, is 
developing the system. It has set up similar systems for law-enforcement authorities in 
Xinjiang and Tibet.52 In early 2018, Chinese police also deployed facial-recognition glasses. 
The Beijing-based company LLVision Technology sells basic versions of this technology to 
countries in Africa and Europe. Such glasses can be used to identify criminals, such as drug 
dealers and thieves, but also to hunt down human-rights activists and dissidents.53 

China, of course, is not the only country experimenting with facial-recognition technology. 
The United States, which already had approximately 62 million CCTV security cameras 
installed as of 2016, has higher per capita penetration than China.54 The FBI’s Next 
Generation Identification System uses facial recognition to compare images from crime 
scenes with a national database of mug shots. But China’s ambition sets it apart. Western 
law-enforcement agencies generally use facial recognition to identify criminal suspects – not 
to track social activists or dissidents, or to monitor entire ethnic groups. According to Maya 
Wang of Human Rights Watch, what distinguishes China is ‘a complete lack of effective 
privacy protections, combined with a system that is explicitly designed to target individuals 
seen as “politically threatening”’.55 

China’s development of what Richard Fontaine and Kara Frederick call the ‘autocrat’s new 
tool kit’ will have a profound impact on the rights and liberties of its citizens.56 Indeed, the 
Uighurs have already felt that impact acutely.57 The Chinese government has been waging a 
well-documented mass-surveillance and internment campaign against them in the fractious, 
far-western region of Xinjiang, where approximately one million people have been detained 
in ‘re-education’ camps.58 In Xinjiang, facial-recognition cameras have become ubiquitous at 
roadblocks, gas stations, airports, railways and bus stations, residential and university 
compounds, and entrances to Muslim neighbourhoods and mosques.59 More than 2,500 
cameras have also been installed in Ulan Bator, the capital of Mongolia.60 The Chinese 
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government is using biometric data, including facial recognition, iris scans and mass DNA 
collection, to track Uighurs and other minorities on an unprecedented scale.61 Technology 
maps the target population’s activities street by street and phone by phone. In the cities of 
Hotan and Kashgar there are poles bearing as many as ten video cameras at intervals of 100–
200 metres along every street. As well as watching pedestrians, these cameras can read car 
number plates and correlate them with the faces of drivers. The cameras are equipped to work 
continuously, night and day.62 

Thus, Xinjiang has become, in the words of Freedom House’s Sarah Cook, ‘a laboratory for 
testing big-data, facial recognition and smartphone-scanner technologies that can eventually 
be deployed across China and beyond’.63 Several Chinese AI companies, including 
CloudWalk, Hikvision and SenseTime, have emerged on the cutting edge of this effort. Their 
work entails complicity in the oppression of Xinjiang’s Uighur Muslim population and other 
groups.64 Seen in a broader context, this is perhaps unsurprising. The Chinese state argues, 
and most of the Chinese population believes, that invasive surveillance practices have a 
specific and relatively narrow purpose – namely, to combat what Beijing calls the ‘three 
evils’ – terrorism, separatism and religious extremism – and that they are showing positive 
results. From this perspective, developing the world’s leading AI algorithms is primarily a 
political and security endeavour rather than a commercial one. The Chinese companies’ 
management, of course, sees their involvement in government monitoring and detention 
activities in Xinjiang as affording them a competitive edge in the international market, 
because access to large amounts of data is essential to developing and refining AI algorithms. 
Data on and images of ethnic Chinese and Turkic Uighurs could enable developers to correct 
common race-related errors – some stemming from biases inherent in Western training – in 
facial-recognition software and gain market share in other parts of the world.65 

Authorities in Xinjiang have repeatedly stated that their goal is to achieve both ‘ethnic unity’ 
and ‘social stability’.66 The facial-recognition technology, which is integrated into China’s 
rapidly expanding networks of surveillance cameras, looks exclusively for Uighurs based on 
their physical appearance, and maintains records of their movements for search and review. 
According to the New York Times, this is ‘the first known example of a government 
intentionally using [AI] for racial profiling’, and may usher in ‘a new era of automated 
racism’.67 It is facial recognition in aid of racial recognition. 

In 2018, a respected US academic journal published a study entitled ‘Facial Feature 
Discovery for Ethnicity Recognition’, authored by one Australian and four Chinese scholars. 
The study determined that an effective way to automatically predict the ethnicities of 
minorities in China was for facial-recognition systems to focus on specific, T-shaped regions 
of their faces.68 The researchers based this conclusion on more than 7,000 photographs that 
they took of Uighur, Tibetan and Korean students at Dalian Minzu University in northeastern 
China. The study sparked concern given that widespread use of pre-emptive racial profiling 
to guide detentions and arrests could violate the presumption of innocence and other human 
rights.69 

A new generation of abundantly financed Chinese start-up companies are catering to 
Beijing’s demand for emerging technologies, such as AI. Most now sell analytic software that 
enables police to automatically distinguish Uighurs from others. Hikvision, in particular, has 
explicitly marketed its technology as a tool for racial and ethnic profiling.70 Similar tools 
could incorporate biases based on the skin colour and other aspects of ethnicity of other 
groups elsewhere in the world. Clare Garvie of Georgetown University School of Law’s 
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Center on Privacy and Technology comments: ‘If you make a technology that can classify 
people by ethnicity, someone will use it to repress that ethnicity.’71 

In May 2019, David Kaye, the United Nations Special Rapporteur on freedom of expression 
and opinion, concluded that the problem of pervasive technological surveillance was serious 
enough to warrant not merely tighter regulation of surveillance exports and restrictions on 
their use, but also an immediate moratorium on the global sale and transfer of the tools of the 
private surveillance industry, until rigorous human-rights safeguards were put in place to 
regulate such practices.72 

Some Chinese companies, such as YITU, CloudWalk and Hikvision, focus explicitly on 
exporting sophisticated surveillance technology to Africa. The Chinese authorities’ ongoing 
persecution of Uighur Muslims suggests that these technologies, despite the limitations of 
sensors in rural areas, will allow African governments to track many of their citizens.73 On a 
continent with a troubled history of genocide, ethnic violence and apartheid, this is an 
alarming prospect. 

Chinese facial-recognition technology in Africa 

China is projected to dominate the $7bn global market for facial-recognition devices, with a 
44.59% market share by 2023 and CloudWalk leading all providers.74 China also wants to use 
developing countries as laboratories for improving its own surveillance technologies.75 

In April 2018, CloudWalk launched China’s first AI project in Africa when it signed a 
strategic-cooperation agreement with the government of Zimbabwe to build a mass national 
facial-recognition database and monitoring system in Zimbabwe’s cities and public-transport 
system, including smart financial systems (to integrate finance with technology), and airport, 
railway and bus-station security.76 Under this arrangement, the Zimbabwean government will 
apparently provide biometric data on thousands of Zimbabweans to China, which will enable 
it to build a more comprehensive facial-recognition database reflecting greater ethnic 
diversity to train CloudWalk’s AI programmes.77 

Gaining access to a population with a racial mixture far different from that of China will give 
CloudWalk a crucial competitive edge. Well-documented difficulties in accurately 
recognising faces with darker skin tones have plagued commercial facial-recognition systems 
developed in the West and China. The Massachusetts Institute of Technology’s (MIT) Media 
Lab tested the accuracy of the equipment of three major facial-recognition software providers 
– Microsoft and IBM, both American companies, and Megvii, a Chinese one. According to 
the MIT study, the error rate for identifying the gender of a person from photographs of 
lighter-skinned men was less than 1%, for darker-skinned women as high as 35%.78 This is 
because the accuracy of AI depends on the data from which it learns, and facial-recognition 
AI has learned predominantly from Caucasian-male faces.79 In this connection, it is worth 
noting that the Black Lives Matter protests that began in the United States prompted Amazon 
to impose a one-year moratorium on police use of its facial-recognition software, known as 
Rekognition, in part because it was inaccurate.80 

The biometric records of Zimbabwean citizens are therefore crucial both for enhancing the 
Chinese government’s own ‘tech-infused policing capacity’ and for making CloudWalk’s 
products more effective and commercially attractive.81 CloudWalk – and ultimately all 
Chinese AI technology – will benefit tremendously from this opportunity to rapidly improve 
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its systems.82 As with many of the agreements that China enters into in Africa, the facial-
recognition technology was part of a comprehensive package under the wide-ranging BRI 
sweetened with soft loans, infrastructure development and technological assistance. That 
said, the Zimbabwean parties did not resist accepting the AI-related terms.83 In essence, 
Zimbabwe is getting access to technology it would never be able to afford on the open market 
by using its own citizens’ data as currency. Thus, this first foray of Chinese AI technology 
into Africa is occurring free of the ethical and legal questions that are raised in more 
developed markets.84 

It is clear that CloudWalk intends to use Zimbabwe as a large research laboratory.85 Amy 
Hawkins of The Economist has observed, other than possibly increased security and 
surveillance measures, the people of Zimbabwe will not see any return on the research that 
their personal data has facilitated. ‘Acceleration is the whole point because the global AI race 
is ultimately a race to set standards’, she writes. 

The Chinese government defines its ambitions as becoming the country that is ‘setting 
the pace.’ As racial upsets in facial recognition have shown, the standards in this field 
are still to play for. But with unprecedented access to a more diverse range of data, 
Chinese companies are edging ever closer to this goal – spreading their model of 
authoritarianism along the way.86 

Hawkins may be exaggerating China’s imperialism on this score. But the fact remains that 
legal loopholes have made it possible for Harare to share the data of thousands of 
Zimbabweans with CloudWalk, possibly compromising their personal privacy and safety.87 
Kuda Hove, a programme officer for the Media Institute of Southern Africa, which promotes 
freedom of expression in Zimbabwe, notes that 

people did not consent to the use of their biometric data in this way. Unfortunately, 
people do not have any way of holding the government accountable as there are no 
laws in place or any regulatory body tasked with the protection of people’s privacy or 
data … Zimbabwe’s 2002 Access to Information and Protection of Privacy Act 
doesn’t cover biometric data or cross-border flows of data … The government has 
rarely ever acted in the people’s interests.88 

It goes almost without saying that the CloudWalk–Harare deal does not allow individual 
citizens to opt out of biometric-data collection. Thus, there appear to be no intra-and 
intergovernmental checks and balances establishing or regulating any relevant rights 
Zimbabweans may have to such data and who is responsible for protecting it. 

China’s mining of Zimbabweans’ data also revives painful memories of the European 
powers’ exploitation of Africa for its human and natural resources during the colonial era. 
Journalist and cognitive scientist Abeba Birhane writes: 

These firms take it for granted that such ‘data’ … automatically belongs to them. The 
discourse around ‘data mining’ and ‘data rich continent’ shows the extent to which 
the individual behind each data point is non-existent … [and] is symptomatic of how 
little attention is given to privacy concerns. The discourse of ‘mining’ people for data 
is reminiscent of the colonizer attitude that declares humans as raw material free for 
the taking.89 
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Especially given Africa’s record of weak institutions, corruption and authoritarianism, 
government officials, civil-society leaders and technology entrepreneurs in Africa should be 
sensitive to the ways in which the collection, analysis and storage of Africans’ biometric data 
might be dehumanising.90 

Of course, CloudWalk’s AI technology does provide an attractive means for the Zimbabwe 
government – which has a bleak record on human rights – to manage its own surveillance 
programme, helping the government identify, track and monitor its people.91 And the deal 
will enable Zimbabwe to replicate parts of the very surveillance infrastructure that has limited 
individual freedoms so severely in China. Indeed, live facial recognition has the potential to 
fundamentally change the relationship between people and the police, and even alter the very 
meaning of public space.92 When Zimbabwean citizens walk past a facial-recognition camera, 
they will effectively be standing in a police line-up with other pedestrians alongside those 
suspected of crimes. Although the professed purpose of the technology is to combat crime in 
Zimbabwean cities, it could also be used to stifle opposition.93 Zimbabwean journalist 
Garikai Dzoma believes that ‘the benefits of using the database and technology to fight crime 
are far outweighed by the dangers the system poses to individual freedoms’.94 For example, 
facial-recognition cameras could identify every individual who attends a protest.95 They 
could automatically flag behaviour deemed suspicious, or people who look or act in a certain 
way. 

This is not dystopian alarmism. It is precisely how the Chinese government is already using 
the technology. Freedom House ranks China at 14/100 and Zimbabwe at 30/100 in lack of 
internet freedom. It is unlikely that Zimbabwe will become freer – in the sense of more 
liberal – as a result of its collaboration with China on surveillance technology, even if the 
effort results in a reduction of crime. It’s more probable that the Zimbabwean government 
intends to use this technology to attempt to monitor and control the population. 

The Zimbabwean government has long curtailed freedom of expression by various means. In 
2015, then-president Robert Mugabe accepted a gift of cyber-surveillance software from Iran, 
including international mobile subscriber identity (IMSI) catchers, which enable 
eavesdropping on telephone conversations.96 Zimbabwe has also previously looked to China 
as a model for managing several aspects of society, including social media and 
communications. In 2016, Mugabe heralded China as an example of social-media regulation 
that he hoped Zimbabwe could emulate.97 Zimbabwe’s 2017 Cybercrime and Cybersecurity 
Bill criminalised communicating falsehoods online – the same legal pretext China has 
employed to stifle dissent.98 The technology provided by the CloudWalk deal will leave 
government opponents in Zimbabwe with even fewer places to hide. Zimbabwe’s post-
Mugabe government seems even more determined to establish dominion over all aspects of 
its digital and public spaces.99 In January 2019, after days of protests over a 100% increase in 
fuel prices, security forces launched a crackdown in which 12 people were killed and 600 
were arrested. The government also ordered its first countrywide internet shutdown.100 

Potential legal redress 

Appropriately applied, the African Union Convention on Cyber Security and Personal Data 
Protection could minimise the type of exploitative data mining on the African continent 
threatened by the CloudWalk–Harare deal. Unfortunately, fewer than 20% of African nations 
have signed it, and Zimbabwe is not one of them.101 But future abuses may produce national 
and international pressure on non-signatories to relent. 
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The convention mandates that the establishment of a regulatory framework on cyber security 
and personal data protection respect the rights of citizens, guaranteed under the fundamental 
texts of domestic law and protected by international human-rights conventions and treaties, 
particularly the African Charter on Human and Peoples’ Rights. The convention also calls for 
the establishment of an appropriate normative framework consistent with the African legal, 
cultural, economic and social environment. 

Under the convention, the processing of personal data is considered legitimate only when the 
subject has given his or her consent.102 States are compelled to prohibit any data collection 
and processing revealing racial, ethnic or regional origin.103 Significantly, an AU member 
state cannot transfer personal data to a non-member state, unless the latter state ensures the 
protection of the privacy, freedoms and fundamental rights of the person or persons whose 
data is transferred.104 Additionally, individuals have the right to be informed before their 
personal data is disclosed for the first time to third parties, and to expressly object to such 
disclosure.105 

In late 2019, the African Commission on Human and Peoples’ Rights promulgated the 
revised Declaration of Principles on Freedom of Expression and Access to Information in 
Africa.106 The declaration directly addresses the protection of personal information and 
communication surveillance in the context of the right to privacy. While the declaration is not 
a mandatory legal document, it is strongly precatory, and establishes the preferred legal 
framework for the protection of personal information that requires states to adopt laws 
regulating the processing of personal information.107 

According to Principle 40, individuals have a right to privacy, including the right to protect 
personal information against access by third parties through digital technologies.108 Principle 
42 calls on states to ensure that individuals consent to the processing of their personal 
information; that the processing of personal information is ‘in accordance with the purpose 
for which it was collected … and not excessive’; that the processing is transparent; and that 
the information is kept confidential and secure at all times.109 In addition, every person has 
the right to control his or her own personal information.110 

If Zimbabwe were to ratify the convention and respect the declaration, domestic Zimbabwean 
legislation would prohibit the government from gathering Zimbabweans’ biometric data 
wholesale, allow individual citizens to opt out of the process and prohibit outright the transfer 
of citizens’ biometric data to Chinese entities. 

* * * 

Many Africans worry that they will be left behind in the global AI race and the corresponding 
economic transformation. But the danger also looms that those in the developing world will 
become mere passive consumers – and potential victims – of AI systems developed 
elsewhere for different people, cultures and situations.111 As China strives to become an AI 
powerhouse and the dominant force in AI technology on the African continent, the moral, 
ethical and cultural concerns raised by what Freedom House’s Adrian Shahbaz has called 
China’s ‘techno-dystopian expansionism’ deserve greater attention.112 During a recent debate 
on AI ethics and norms, Chinese scholar Zhang Wei expressed China’s chillingly doctrinaire 
approach to AI ethics: ‘Chinese values means that China will value the security of the 
collective over the rights of the individual when it comes to AI.’113 Facial-recognition 
technology has unprecedented potential for the large-scale invasion of privacy and erosion of 
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individual rights. Sifting data to look for pickpockets, robbers and terrorists can easily morph 
into ferreting out and repressing political dissidents. Democratic governments should resist 
the temptation to undermine human rights in the name of safety and security, and refrain from 
sacrificing individual rights at the altar of innovation.114 

African nations should take a step back and collectively consider to what extent they actually 
need or want widespread facial-recognition technology, what sensible measures of regulation 
or legislation might look like, and how to ensure that national law-enforcement and security 
agencies do not abuse the technology.115 Africans themselves – in particular, entrepreneurs 
active in the AI field – should consider how AI can benefit local communities and not blindly 
import Chinese AI systems premised on authoritarian control, or, for that matter, Western AI 
systems spurred by excessive enthusiasm for technological advances or profit. They will have 
to distinguish between using new technologies legitimately for traditional law-enforcement, 
counter-terrorism and military purposes, and using them illegitimately to solidify single-party 
social control and curtail basic human rights.116 

Lawmakers, civil-society leaders and technologists should press for appropriate safeguards to 
deal with the practical human-rights challenges arising from major AI-related programmes.117 
Unlike China, Zimbabwe and some other African countries have constitutions and laws that 
protect individual rights, including privacy and freedom of expression. Furthermore, Africans 
can call upon an international human-rights frame-work to address violations, and have 
access to a fairly robust regional human-rights system that could be mobilised to constrain 
potentially repressive Chinese technology. 
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