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Purpose: Working memory capacity and language ability
modulate speech reception; however, the respective roles
of peripheral and cognitive processing are unclear. The
contribution of individual differences in these abilities to
utilization of spatial cues when separating speech from
informational and energetic masking backgrounds in children
has not yet been determined. Therefore, this study explored
whether speech reception in children is modulated by
environmental factors, such as the type of background noise
and spatial configuration of target and noise sources, and
individual differences in the cognitive and linguistic abilities
of listeners.
Method: Speech reception thresholds were assessed in
39 children aged 5–7 years in simulated school listening
environments. Speech reception thresholds of target
sentences spoken by an adult male consisting of number and
color combinations were measured using an adaptive
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procedure, with speech-shaped white noise and single-talker
backgrounds that were either collocated (target and back-
ground at 0°) or spatially separated (target at 0°, background
noise at 90° to the right). Spatial release from masking was
assessed alongside memory span and expressive language.
Results and Conclusion: Significant main effect results
showed that speech reception thresholds were highest for
informational maskers and collocated conditions. Significant
interactions indicated that individual differences in memory
span and language ability were related to spatial release
from masking advantages. Specifically, individual differences
in memory span and language were related to the utilization
of spatial cues in separated conditions. Language differences
were related to auditory stream segregation abilities in
collocated conditions that lack helpful spatial cues, pointing
to the utilization of language processes to make up for
losses in spatial information.
S peech reception, namely, hearing, listening to, and
comprehending spoken language, is a multifaceted
process integrating basic auditory processing of speech

acoustics, cognitive processes (such as attention and memory),
and linguistic and knowledge-based processing (e.g., inter-
pretations and expectations; Davis, 1964; Kiessling et al.,
2003; B. C. J. Moore, 2012; Pichora-Fuller & Singh, 2006;
Rönnberg, Rudner, Foo, & Lunner, 2008; Tsui & Fullilove,
1998). Additionally, the auditory environment often con-
tains competing talkers and background noises that affect
speech reception as a function of their properties, such as
level (B. C. J. Moore, 2012) or the number of talkers (Simpson
& Cooke, 2005), the nature of the competing sounds (i.e.,
energetic vs. informational maskers; Brungart, 2001), and
localization (i.e., identifying where the sounds are coming
from in space; B. C. J. Moore, 2012). Signal properties,
environmental factors, and personal factors, such as age,
cognitive ability, language background, and the presence
Disclosure: The authors have declared that no competing interests existed at the time
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of sensory impairments, are known to affect speech percep-
tion (Bronkhorst, 2000; Ching, van Wanrooy, Dillon, &
Carter, 2011; Dole, Meunier, & Hoen, 2014; Füllgrabe,
Moore, & Stone, 2015; Johnstone & Litovsky, 2006; Litovsky,
2005; Lotfi, Mehrkian, Moossavi, Zadeh, & Sadjedi, 2016;
Marsh et al., 2018).

The ability to separate target speech from noisy back-
grounds has been described as the “cocktail party effect”
(Conway, Cowan, & Bunting, 2001; Moray, 1959) and is
an essential auditory skill required daily by children. In the
classroom, for example, children must separate out the
voice of the teacher from noise sources (e.g., ventilation
systems, traffic) and the competing voices of fellow pupils.
To achieve successful intelligibility under such conditions,
speech perception combines auditory processing of the sig-
nal with cognitive processing of speech and spatial listening
skills (i.e., localization). Spatial listening skills are primarily
due to interaural differences, but monaural localization
cues provided by the pinna also contribute to a lesser extent
(Wightman & Kistler, 1997). Interaural cues such as the
head shadow effect (Shaw, 1974) are based on level differ-
ences between the two ears, as the level of the sound is
highest for the ear that is closest to the sound source. Addi-
tionally, timing differences of signals between the two ears
similarly occur due to the differing relative proximities of
the ears to the sound source (Zurek, 1993). Therefore, inter-
aural time and level differences are helpful for localizing
sound sources (B. C. J. Moore, 2012) so that sounds co-
occurring in space are successfully grouped together per-
ceptually and perceived separately when they come from
different positions (Bregman, 1994). However, this group-
ing comes at a cost, as sounds that co-occur are harder to
differentiate from one another, particularly for children
(Johnstone & Litovsky, 2006); the converse is also true,
there is a significant benefit to spatially separating sounds,
referred to as spatial release from masking (SRM; Freyman,
Helfer, McCall, & Clifton, 1999).

The acoustical properties of background sounds also
affect speech perception differently, depending on their char-
acteristics, and are often categorized as energetic versus
informational masking in the literature (Brungart, 2001;
Lecumberri, Cooke, & Cutler, 2010). The masking effect
of energetic maskers, such as steady-state wideband noise,
is primarily produced as a result of overlapping energy rep-
resentations of the target speech and masker signals on the
basilar membrane, thereby impairing speech intelligibility
(Brungart, 2001; for additional modulation masking produced
by steady-state noises, see Stone, Füllgrabe, Mackinnon, &
Moore, 2011; Stone, Füllgrabe, & Moore, 2012). Informa-
tional maskers (e.g., one or more competing talkers) also
provide energetic masking but have an additional effect of
speech intelligibility, which is attributable to the similarity
of the acoustic information in target and masker, which leads
to informational interference (Dole, Hoen, & Meunier, 2012;
Stone et al., 2012). Therefore, informational masking pro-
duces poorer speech perception in children than energetic
masking (Wightman & Kistler, 2005; Wightman, Kistler,
& Brungart, 2006) as a result of the acoustic similarity of
3742 Journal of Speech, Language, and Hearing Research • Vol. 62 •
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grouped speech sources, which results in perceptual confusion
(Brungart, 2001). Furthermore, similarities in language
and semantic content lead to difficulties at the phonetic
and semantic levels of processing (Brouwer, Van Engen,
Calandruccio, & Bradlow, 2012; Schneider, Li, & Daneman,
2007).

Although children are worse than adults at process-
ing speech in noise (Hall, Grose, Buss, & Dev, 2002), the
benefits of spatial separation of sound sources in children
are not consistently higher, despite the still-developing
auditory system, and vary depending on the type of masker.
Specifically, SRM is less pronounced when the target speech
occurs in the presence of informational as opposed to en-
ergetic maskers, as has been shown in a number of stud-
ies (Ihlefeld & Shinn-Cunningham, 2008; Johnstone &
Litovsky, 2006; Litovsky, 2005; Oh, Wightman, & Lutfi,
2001). A number of studies demonstrate that SRM in chil-
dren is highly variable, and findings indicate that spatial
cues are helpful, presumably for segregating auditory streams
in the presence of informational maskers. For example, chil-
dren aged 5–8 years and adults repeated back spondees pre-
sented with informational (spoken sentences) or energetic
(speech-shaped noise [SSN]) maskers (Litovsky, 2005). The
maskers were either collocated or spatially separated to the
right from the centrally located target speech. SRM with
the speech masker was 5.7 dB for the children and 0 dB for
the adults. Children also showed much higher variability in
SRM. Johnstone and Litovsky (2006) assessed the benefit
derived from spatially separating auditory sources, that is,
spatial release from informational and energetic masking,
in adults and children aged 5–7 years by evaluating the
perception of spondees in either white noise or speech that
was either unprocessed or time-reversed (the latter has the
same spectrotemporal complexity as unprocessed speech
but lacks semantic information). Maskers were either collo-
cated with the talker at 0° azimuth or spatially separated by
90° to the right or left. In children, all three maskers proved
to be equally problematic in collocated conditions. How-
ever, when spatially separated, spatial cues significantly
improved speech reception thresholds (SRTs) by 3.4 and
6.7 dB for unprocessed and time-reversed speech, while
SRM in white noise was only 0.5 dB and nonsignificant.
Cameron and Dillon (2007) evaluated SRM in children
aged 5–11 years. SRTs for sentences presented collocated
at 0° azimuth or spatially separated by 90° to the right or
left were measured, presented with distracting talkers read-
ing stories for children; the distractors had either the same
or different voice to the target. Same-voice distractors pro-
duced SRM of 9.3 dB, and different-voice distractors pro-
duced SRM of 11.3 dB. A central hypothesis of this study
is that some of this variability could be accounted for by
differences in cognitive ability, although it is not yet known
to what extent individual differences in cognitive ability in
children (without diagnosed cognitive or sensory deficits)
contribute to spatial listening. However, due to findings
suggesting that children with suspected central auditory
processing disorder (Cameron & Dillon, 2008) and hearing
loss (Ching et al., 2011) benefit less from spatial separation,
3741–3751 • October 2019
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the contribution of individual differences in cognitive ability
seems plausible. Although no research has currently been
provided regarding how individual differences in working
memory (WM) contribute to spatial listening and SRM dif-
ferences in children, why the advantages of better inhibition
of nontarget sounds and better phonological processing for
auditory stream segregation have been hypothesized in this
study will now be explained.

It has been suggested that individual differences in WM
capacity are linked to spatial listening because of higher
inhibition of competing sounds in individuals with higher
memory span (Conway et al., 2001). The function of WM
is theorized to keep desired (as opposed to irrelevant) ob-
jects of perception in awareness long enough for cognitive
processing to occur (Baddeley & Hitch, 1974). WM has been
measured in children using, for example, backward digit span
(BDS; St Clair-Thompson, 2010), and is considered to be
synonymous with executive attention (Engle, 2002). Engle
(2002) emphasizes that the capacity aspect of WM is more
indicative of the ability to control attention to retrieve and
actively maintain stored information as opposed to simply
a measure of the limitations of storage. Conway et al. (2001)
measured the WM capacity of a sample of adults using a
memory span task and assessed participants on performance
on a dichotic listening task. Irrelevant speech (to be ignored)
was presented to the first ear, while the second was pre-
sented with speech, which they were required to attend to
and “shadow” (repeat aloud what was heard). After a period,
the participant’s name was included in the to-be-ignored
speech, and the participant’s ability to inhibit distracting in-
formation was measured by whether or not they heard their
name. Sixty-five percent of the low WM capacity group
reported hearing their name as opposed to 20% in the high
WM capacity group. The researchers concluded that lower
WM capacity was linked with an inability to suppress irrel-
evant auditory information. In a study exploring developmen-
tal changes in the effects of irrelevant sounds (the “irrelevant
sound effect”; Beaman & Jones, 1997) on WM, performance
on a serial recall task in the presence of a variety of irrelevant
sounds were compared between children and adults (Elliott,
2002). The ability to inhibit irrelevant speech was reported
to be detrimental to serial recall in both age groups, but im-
proved with age. Sounds that changed more, such as irrele-
vant speech sounds as opposed to irrelevant tones, were
more detrimental for performance in children than adults,
referred to as the “changing-state effect” (Elliott, 2002).
The improvement was theoretically linked to the develop-
ment of attentional control in children, which improves
with age (Cowan, Nugent, Elliott, Ponomarev, & Saults,
1999). Another way in which WM is thought to be linked
to speech reception is through phonological processing
(Groeger, Field, & Hammond, 1999). Memory span tasks,
such as forward digit span and BDS, present lists of num-
bers for immediate recall, either in the same serial order of
presentation or the reverse. As the lists become succes-
sively longer, Baddeley (2000) claims that the temporarily
active memory traces and subvocal repetition mechanism in
phonological WM (the “phonological loop”) are put under
Downloaded from: https://pubs.asha.org Proquest on 12/16/2019, Ter
increasing strain. With the addition of challenging envi-
ronmental factors such as noise or a loss of spatial cues,
mismatches in implicit phonological processing result
(Rönnberg et al., 2008).

Knowledge of the linguistic structure of language has
been shown to shape speech perception, but how individual
differences in language ability could be linked to benefits
in SRM in children has not been explored. In the case of
two competing talkers, successful language processing relies
on the ability to attend to one talker over the other (i.e.,
successful auditory stream segregation), and although the
boundary between language processing and speech per-
ception is not entirely clear, auditory stream segregation
is theorized to occur as a precursor to language processing
(Cooke, Garcia Lecumberri, & Barker, 2008). This would
indicate that language processing would not affect auditory
stream segregation of speech. However, a native language
benefit for speech reception masked by informational maskers
has been shown in the area of second language listening and
referred to as the “foreign language cocktail party problem”

(Cooke et al., 2008), indicating that language ability and
familiarity somehow assists with speech-in-noise perception.
Indeed, the latter is more difficult for bilinguals than mono-
linguals, but results indicate that SRTs are lower (better)
the earlier a language is acquired (Mayo, Florentine, &
Buus, 1997). Johnson (2011) states that the exact manner
in which knowledge-driven processes assist speech percep-
tion is not entirely agreed upon, but the interaction of
language-related knowledge-driven processes with speech
processing might explain why individual differences in lan-
guage ability modulate speech perception under acoustically
challenging conditions. Evidence indicates that linguistic
experience begins to shape speech perception in infancy, at
the time that speech sounds begin to acquire meaning from
approximately 6 months of age (Kuhl, Williams, Lacerda,
Stevens, & Lindblom, 1992). Findings by Ganong (1980)
indicate that linguistic knowledge shapes speech perception
in various ways, as listeners are more likely to hear acousti-
cally and linguistically similar words in place of the non-
words they are presented with (Ganong, 1980). Furthermore,
when parts of words are replaced with noise, listeners tend
to still hear the missing phoneme (called phoneme restora-
tion; Samuel, 1991). Therefore, those with better knowledge
of the language they are listening to are likely to fill in the
gaps in perception more effectively.

Exploring how SRM might be modulated by individ-
ual differences in WM and language ability in children is
the main focus of this experiment. The central hypothesis
of this study is that differences could assist auditory stream
segregation when sounds are collocated and more efficient
use of spatial cues when sounds are separated (i.e., SRM).
More specifically, higher WM could be indicative of more
efficient matching of incoming phonological input with
stored phonological representations in long-term memory
(Rönnberg, Rudner, Lunner, & Zekveld, 2010) and better
inhibition of distraction (Tun, O’kane, & Wingfield, 2002).
Higher expressive language (EL) ability is indicative of the
level of familiarity with the linguistic structure of language,
MacCutcheon et al.: Memory Language SRM 3743
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with hypothetical advantages for speech reception in chal-
lenging conditions where children need to fill in the percep-
tual gaps and utilize speech reception advantages provided
by spatial cues. Participants were therefore assessed on
memory span and language tasks suitable for their age
group. Speech-in-noise scenarios were reproduced in a plau-
sible virtual acoustic school classroom with simulated room
acoustics. Speech-in-noise perception was measured adap-
tively under two spatial locations and masked by two differ-
ent noise types, namely, spectrally matched speech-shaped
white noise and a single talker. Based on an SRM paradigm
used by Cameron and Dillon (2007), spatial locations of the
target speech and noise masker were either collocated at 0°
azimuth or spatially separated at 90° azimuth to the right.
It was expected that individual differences in memory span
and EL would interact with spatial listening as a function
of ability and of the type of background masker used. More
specifically, children with higher memory and language
abilities were predicted to cope better with challenging
acoustic conditions and to derive greater benefit from the
presence of spatial cues.

Method
Participants

Thirty-nine male English-speaking children from a par-
ticipating school for boys in South Africa took part in this
study. The mean age was 6 years 3 months (SD = 7 months,
range: 4 years 11 months to 7 years). Participants with a
history of cognitive, sensory, or behavioral deficit, based
on parental report, were excluded. All participants passed
a hearing loss screening test using the smartphone Android
OS application hearScreen that detects hearing losses of
greater than 20 dB HL (at 1, 2, and 4 kHz) in 97.8% agree-
ment with standard manual audiometry (Swanepoel,
Myburgh, Mohamed, & Eikelboom, 2014). The applica-
tion was run on Samsung Galaxy Pocket Plus S5301 phones
connected to Sennheiser HD202 II headphones calibrated
to prescribed standards (ANSI/ASA S3.6-2010; ISO 389-
1:1998) for TDH 39 supra-aural headphones (described in
Swanepoel et al., 2014). Assessments were conducted in a
sound-isolated music room of the school. Ethical ap-
proval for the study was granted by the University of
Pretoria Research Ethics Committee, Approval 25071999
(GW20171130HS), and parents provided written consent
for their children to participate in the study.

Tasks
Expressive Language

The Renfrew Action Picture Test (Renfrew, 2011)
was used to assess EL. The test requires participants to
verbally describe 10 pictures (e.g., a girl hugging a teddy
bear), and responses are scored according to information
and grammar content. The Renfrew Action Picture Test
yields information and grammar subscores (out of a maxi-
mum of 41 and 36, respectively), which were averaged to
form a language ability score that was used in the analysis
3744 Journal of Speech, Language, and Hearing Research • Vol. 62 •
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as the EL variable. Therefore, to assess the effect of EL
ability, two median-split EL groups were created, with
scores below or equal to the median being assigned to the
“low EL” group and those above the median being assigned
to the “high EL” group.

Memory Span
The subtest Number Repetition–Backward from the

Clinical Evaluation of Language Fundamentals–Fourth
Edition (Semel, Wiig, & Secord, 2003) was used to assess
the memory span capacity. This version of a BDS test con-
sists of 16 number sequences, ranging in length from two
to nine digits, with each sequence length occurring twice.
Participants are required to recall the sequence in reverse
order immediately after hearing it. One point is awarded
for every sequence that is correctly recalled. The maximum
score is 16, and the test is discontinued after participants
get two sequences of the same length wrong. To assess the
effect of memory span capacity, two median-split groups
(referred to as “low BDS” and “high BDS”) were created
based on the same rule as used for the creation of the EL
groups.

Speech-in-Noise Perception
The speech-in-noise paradigm is an adapted version

of the Children’s Coordinate Response Measure (described
in Vickers, Degun, Canas, Stainsby, & Vanpoucke, 2016).
All target sentences followed the form “Show the dog where
the <color><number> is!” where the call sign “color”
could be “black,” “red,” “green,” “white,” “blue,” or
“pink” and the call sign “number” was a number between
one and nine, omitting the disyllabic number seven. Speech
perception was assessed by measuring SRTs at 50% correct
speech intelligibility. SRTs were measured in four experi-
mental conditions obtained by combining two spatial com-
binations so that either the masking background noise was
collocated with the target speech or spatially separated
from the target speech at 90° azimuth to the right, with
two background noise types—either SSN or speech that
differed from the target speech in content and talker voice.
The playback level of the background was fixed at 55 dB
(A) for all experimental conditions, and the starting level of
the target speech was 68 dB(A). SRTs were obtained using
an adaptive up–down procedure with variable step sizes.
The signal-to-noise ratio (SNR) in the next trial was either
decreased or increased by changing the level of the target
speech based on an up–down procedure (Levitt, 1971). The
initial step size to change the SNR was 8 dB. After the first
and second reversal, the step size decreased to 4 and 2 dB,
respectively, converging at 50% positive responses. There-
after, the participants needed an additional five reversals to
finish the block. The SRT was then calculated based on
averaged SNR values of the last four reversals (Halliday,
Tuomainen, & Rosen, 2017). An average of the SNR values
of the last four reversals were taken as the SRT, and the
adaptive track ended automatically after four reversals had
been achieved, terminating the test. Although the total
number of potential trials within which to achieve the seven
3741–3751 • October 2019
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required reversals was limited by the number of potential
color/number combinations (i.e., 48), all participants achieved
all seven reversals well within 48 trials.
Experimental Procedure and Stimuli
Speech-in-Noise Test

Each subject sat in front of a DELL Latitude E6430
laptop with a 14-in. display, and auditory stimuli were
presented over a Focusrite Scarlett 2i2 audio interface
using Sennheiser HD 650 headphones. All experimental
conditions were tested in a four-block within-subject design,
which was counterbalanced using a Latin square. Per con-
dition, 48 different color/number combinations were ran-
domly permutated for testing. A graphical user interface
showed a picture of a dog next to six colored panels with
numbered buttons representing all possible color/number
combinations. Participants were instructed to repeat the cor-
rect color/number combination, and the investigator clicked
on the corresponding button on the screen. The length of the
target and the background was the same, and no two noise
samples were the same (random sections of SSN and back-
ground speech were selected by the software). A maximum
SNR of 20 dB limited the target speech level to 75 dB(A),
so as to protect the participants’ hearing.

Target and Noise Stimuli
All speech materials were recorded anechoically at

a sampling rate of 44.1 kHz at 24-bit resolution using a
Rode NT1A large-diaphragm condenser microphone and
a Focusrite Scarlett 2i2 audio interface. The speech mate-
rial for the background speech consisted of the 19 English
news items in News Items 1 and 2 from the section “Focus:
Listening” (Nilsson, 2016), which form part of the Na-
tional Assessment Project. These news items were recorded
with an adult male talker. After removing longer pauses
between words and sentences that broke the natural flow
of the masker, all news items were normalized to a com-
mon root-mean-square value. SSN was created by deriv-
ing 211 linear predictive coding coefficients from the news
items, which were subsequently used to filter zero-mean
white Gaussian noise to achieve the same long-term aver-
age speech spectrum as the news items. The final SSN sig-
nal had the same length as the concatenated news items
material.

Simulation of the Virtual Acoustic Environment
Room acoustics were simulated based on measurements

taken in accordance with German standards (DIN3382-2,
2008) in a typical classroom with a mean midfrequency
reverberation time T30 of 0.6 s (based on the arithmetic
mean of the RTs between the 0.5 and 1 kHz octave bands).
The software RAVEN (Room Acoustics for Virtual Envi-
ronments; Schröder, 2011) was used for the simulation. Bin-
aural room impulse responses were simulated based on
a head-related transfer functions measured from a child
dummy head (Fels, Buthmann, & Vorländer, 2004).
Downloaded from: https://pubs.asha.org Proquest on 12/16/2019, Ter
Results
Individual Difference Measures

Data were analyzed using IBM SPSS Statistics soft-
ware, and plots were produced in R programming language
and environment for statistical computing. When averaged
across all spatial locations and background noise types, the
overall mean SRT was −0.82 dB (SD = 2.87, 95% CI [−1.75,
0.11]). The mean SRT across collocated conditions was 0.65
dB (SD = 2.72, 95% CI [−0.23, 1.53]), the mean SRT across
separated conditions was −2.29 dB (SD = 3.93, 95% CI
[−3.56, −1.01]), the mean SRT across SSN conditions was
−3.85 dB (SD = 3.72, 95% CI [−5.06, −2.65]), and the
mean SRT across single-talker conditions was 2.21 dB
(SD = 3.17, 95% CI [1.18, 3.24]). The mean BDS score
was 4.21 (SD = 1.81, 95% CI [3.62, 4.79]) out of a maxi-
mum score of 8. Average EL was 24.17 (SD = 5.16, 95%
CI [22.50, 25.84]) out of a maximum score of 37.5.
Multiple Regression
After testing for outliers (>3 SDs), a multiple linear

regression was calculated to predict SRTs based on age,
BDS, and EL. The part and partial correlations matrix
provided in the regression output indicated that BDS was
significantly negatively correlated with SRTs, r = −.45,
p = .002, positively correlated with EL, r = .36, p = .012,
and age, r = .40, p = .006. In the multiple regression, a
significant relationship was found between the predictors
and SRTs averaged across spatial locations and background
types, F(3, 35) = 7.648, p < .001, with an R2 of .40, there-
fore accounting for 40% of the variance in SRTs. However,
only BDS was significant predictor of the variance in SRTs.
Figure 1 illustrates that participants’ predicted SRTs im-
proved significantly (p = .010) by 0.96 dB for every 1-point
improvement in BDS, improved nonsignificantly (p = .729)
by 0.06 dB for every 1-point improvement in EL, and wors-
ened nonsignificantly by 0.21 dB for every 1 point increase
in age.
Analysis of Variance
A factorial four-way repeated-measures analysis of

variance design was used with two within-subject factors
spatial location (two levels: 0°, 90°) and background noise
type (two levels: SSN, speech) and two between-subjects
factors BDS (two levels: high BDS, low BDS) and EL
(two levels, high EL, low EL). After BDS and EL were
dichotomized into high and low groups, independent-
samples t tests indicated that groups did not differ significantly
in age: BDS groups, t(37) = 0.390, p = .695, d = 0.14 (low
BDS Mage = 75.9 months, SD = 6.9 months; high BDS
Mage = 75 months, SD = 6.3 months) and EL groups, t(37) =
−0.828, p = .601, d = 0.20 (low EL Mage = 74.7 months,
SD = 6.7 months; high EL Mage = 76 months, SD = 6.4
months). Analysis of variance results indicated significant
main effects of spatial location, F(1, 35) = 37.83, p < .001,
ηp

2 = .52, and background noise type, F(1, 35) = 86.87,
MacCutcheon et al.: Memory Language SRM 3745
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Figure 1. Scatter plot of backward digit span (BDS) scores and
speech reception thresholds (SRTs). A significant regression indicated
that BDS predicted variance in SRTs. Lower SRTs indicate better
performance. For better visibility, overlapping data points have been
slightly offset (i.e., jittered). SNR = signal-to-noise ratio.

Figure 2. Speech reception thresholds (SRTs) as a function of
spatial location (0º, 90º) and background noise type (speech, speech-
shaped noise, high/low backward digit span (BDS) group, and high/
low expressive language (EL) group. Error bars indicate ±1 SE. Left:
The speech background noise (Speech) resulted in higher SRTs
than speech-shaped noise (SSN) across spatial conditions, and
significant spatial release from masking was observed only within
the speech conditions. Middle: Low and high BDS performers
significantly benefitted from the addition of spatial cues, but the
low BDS group had greater spatial release from masking than the
high BDS group. Right: Low and high EL performers significantly
benefitted from the addition of spatial cues, but the low EL group
benefitted more. SNR = signal-to-noise ratio.

Table 1. Estimated marginal means, standard errors, and 95%
confidence intervals (CIs) of speech reception thresholds per
experimental condition.

Conditions M (dB) SE CI 95% [lower, upper]

0° Azimuth SSN −3.32 0.61 [−0.456, −2.08]
Speech 4.84 0.60 [3.63, 6.05]
Low BDS 1.09 0.57 [−0.07, 2.26]
High BDS 0.43 0.61 [−0.80, 1.66]
Low EL 1.81 0.62 [0.56, 3.06]
High EL −0.29 0.56 [−1.43, 0.85]

90° Azimuth SSN −4.24 0.80 [−5.86, −2.63]
Speech −0.53 0.85 [−2.25, 1.19]
Low BDS −0.79 0.84 [−2.50, 0.91]
High BDS −3.98 0.89 [−5.78, −2.18]
Low EL −3.00 0.90 [−4.84, −1.17]
High EL −1.76 0.82 [−3.44, −0.10]

Note. Lower speech reception thresholds indicate better
performance. SSN = speech-shaped noise; BDS = backward
digit span; EL = expressive language.
p< .001, ηp
2 = .71. SRM was 3.15 dB between the collo-

cated conditions (M = 0.76 dB, SE = 0.42, 95% CI [−0.09,
1.61]) and separated conditions (M = −2.39 dB, SE = 0.31,
95% CI [−3.63, −1.15]). SRTs in the presence of back-
ground speech (M = 2.16 dB, SE = 0.51, 95% CI [1.12,
3.20]) were 5.94 dB higher (i.e., worse) than SRTs in the
presence of SSN (M = −3.79 dB, SE = 0.60, 95% CI [−5.00,
−2.57]). There was a significant between-subjects effect of
BDS, F(1, 35) = 4.45, p = .042, ηp

2 = .113, with SRTs that
were 1.93 dB lower (i.e., better) in the high BDS group
(M = −1.77 dB, SE = 0.67, 95% CI [−3.12, −0.43]) than
low BDS group SRTs (M = 0.15 dB, SE = 0.63, 95% CI
[−1.12, 1.42]).

Simple effects analyses were conducted to investigate
interaction effects, which are visualized in Figure 2. Estimated
marginal means, standard deviations, and 95% confidence
intervals for the interaction results presented in this section
are given in Table 1. The two-way interaction between factors
spatial location and background noise type was significant,
F(1, 35) = 8.47, p = .006, ηp

2 = .195. When the background
was speech, SRM was 5.37 dB, F(1, 35) = 26.17, p < .001,
ηp

2 = .428, but SRM was not in evidence when the back-
ground noise was SSN, F(1, 35) = 1.45, p = .237, ηp

2 = .040.
In the collocated condition, SRTs for speech backgrounds
were significantly higher (worse) by 8.16 dB than those for
SSN, F(1, 35) = 87.19, p < .001, ηp

2 = .714, and this differ-
ence was reduced to 3.71 dB in the spatially separated con-
dition, F(1, 35) = 11.35 p = .002, ηp

2 = .245.
The spatial location by BDS group interaction was

also significant, F(1, 35) = 6.07, p = .019, ηp
2 = .148. Simple

effects analysis results indicated that speech-in-noise per-
ception did not differ between the two BDS groups in the
3746 Journal of Speech, Language, and Hearing Research • Vol. 62 •
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collocated condition, F(1, 35) = 0.633, p = .432, ηp
2 = .018.

Both high and low BDS groups benefitted significantly
from additional spatial cues; the low BDS group’s SRM
was 1.87 dB, F(1, 35) = 7.20, p = .011, ηp

2 = .171, in rela-
tion to 4.41 dB in the high BDS group, F(1, 35) = 35.12,
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p < .001, ηp
2 = .501. However, the amount of SRM was sig-

nificantly higher by 3.19 dB in the high BDS group, F(1, 35) =
6.797, p = .013, ηp

2 = .163.
Finally, the spatial location by EL interaction was

also significant, F(1, 35) = 10.63, p = .002, ηp
2 = .233. The

simple effects analysis indicated that both groups benefitted
significantly from SRM, the high EL group benefitting by
1.48 dB, F(1, 35) = 4.60, p = .039, ηp

2 = .116, and the low
EL group benefitting by 4.8 dB, F(1, 35) = 40.55, p < .000,
ηp

2 = .537. Across separated conditions, high and low EL
groups SRTs were not significantly different, F(1, 35) = 1.02,
p = .319, ηp

2 = .028, but across collocated conditions, the
low EL group’s SRTs were significantly higher (worse) by
2.1 dB, F(1, 35) = 6.34, p = .017, ηp

2 = .153.

Discussion
A significant negative correlation of moderate strength

between BDS scores and SRTs, with better speech-in-noise
perception in the high BDS group, suggests a relationship
between span-related aspects of WM capacity and speech-
in-noise perception in young normal hearing children, which
is further explained by interaction effects. This extends previ-
ous findings of significant correlations between BDS scores
and speech-in-noise perception in normal hearing adults
(Füllgrabe et al., 2015; Humes, Lee, & Coughlin, 2006) to
the lower end of the life span. Although high and low BDS
groups had almost equal average ages, the positive correla-
tion between age and BDS indicated that developmental
advantages were partly responsible for having better BDS
in the sample. One way in which WM might be related to
speech reception is explained by Rönnberg et al.’s (2008)
ease of language understanding model in which WM is
linked to improvements in matching of phonological input
with stored phonological representations in long-term mem-
ory (Rönnberg et al., 2010). Francis and Nusbaum (2009)
posit that perception of speech is dependent on the amount
of WM resources available for the task, which are subject
to capacity limitations. Therefore, when speech is masked,
WM resources are spread more thinly and shared among
other cognitive tasks, which might account for the reduction
in intelligibility. Although a meta-analysis by Füllgrabe and
Rosen (2016) suggest that, across a number of studies, WM
has not been consistently associated with speech-in-noise
perception in adults, they speculated that, even in normal
hearing listeners, more WM resources may be required with
age to compensate for the consequences of age-related defi-
cits in suprathreshold auditory processing (Füllgrabe, 2013;
Füllgrabe & Moore, 2018) on the ability to process speech
in the presence of background sounds. Therefore, a similar
hypothesis could be made for speech-in-noise perception in
young children, as basic auditory processing abilities are
still maturing in this population (e.g., D. R. Moore, Ferguson,
Edmondson-Jones, Ratib, & Riley, 2010).

Perceptually grouping sounds with their respective
sources (i.e., auditory stream segregation) is an essential
constituent of speech perception in complex acoustic scenes
(Bregman, 1994) and becomes more difficult when sound
Downloaded from: https://pubs.asha.org Proquest on 12/16/2019, Ter
sources are closer together. Therefore, SRTs were predicted
to be better when the background noise was spatially sepa-
rated from the target speech as a result of SRM, which has
been found in a number of studies in both children and
adults (Johnstone & Litovsky, 2006; Litovsky, 2005). A
significant main effect of spatial location corroborated
these findings in children, with collocated conditions being
3.15 dB higher than spatially separated ones. These results
suggest that spatial cues (i.e., primarily interaural time and
level differences) present in spatially separated conditions
might be beneficial for speech perception by helping to de-
fine the directional properties of incoming sounds. They
could therefore theoretically assist the process of auditory
stream segregation in complex acoustic scenes such as
classrooms.

It was also expected that the speech background would
yield poorer SRTs than the SSN in children due to informa-
tional masking being highly effective in children (Wightman,
Kistler, & Brungart, 2006). The effectiveness of this masker
is possibly due to attentional capture produced by intelligible
semantic content and the changing/fluctuating as opposed to
constant/steady-state nature of the sound (i.e., changing-state
effect; Elliott, 2002) in addition to the energetic masking,
which is also present in an informational masker. The back-
ground types used in this study were selected for the purpose
of providing an easy (energetic) versus difficult (informa-
tional) masking conditions that were expected to produce
SRM differences that might be further modulated by cogni-
tive abilities. Overall, SRTs were worse for speech back-
grounds than SSN. A significant main effect indicated a
5.94-dB difference between energetic and informational
masker conditions. This is consistent with Wightman and
Kistler (2005), who found that informational maskers pro-
duce poorer speech reception and attribute this to low selec-
tive attention in children when the masker is informational.
However, Litovsky (2005) found no significant SRT dif-
ferences due to the nature of the masker. Johnstone and
Litovsky (2006) also found that there was no significant
main effect of energetic versus informational masker type,
but post hoc tests revealed that the presence of spatial cues
modulated this effect in children. Specifically, energetic
masking SRTs (spatially separated to the right) were sig-
nificantly higher than those for informational maskers,
but this effect was not present when the target and masker
were collocated.

In the spatial location by background noise type inter-
action, results are consistent with the literature. The speech
background noise yielded significant SRM of 5.4 dB; how-
ever, with SSN that had the same spectral and virtual
acoustic properties (i.e., the same long-term average speech
spectrum), no significant SRM was observed. Litovsky
(2005) found SRM of 5.7 dB when the masker was infor-
mational compared to a nonsignificant effect when the
masker was energetic. Johnstone and Litovsky (2006) indi-
cated a benefit of 3.4 dB for the informational background
noise compared to a nonsignificant effect for the energetic
background noise, and Cameron and Dillon’s (2007) results
were 9.3 dB (distractor has same voice as target) and 11.3 dB
MacCutcheon et al.: Memory Language SRM 3747
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(different-voice distractors). These findings indicate that the
perception of speech in the presence of energetic maskers
does not benefit from spatial cues (interaural time and level
differences), but that spatial cues become beneficial when
the masker is similar to the target (Litovsky, 2005). The ef-
fect of energetic masking on speech reception is at the pe-
ripheral rather than cognitive levels of speech processing;
therefore, SRM advantages could be expected because spa-
tial cues provide clues as to which sound source to attend
to at the cognitive level. That is why greater SRM occurs
when speech is masked by informational maskers, as such
maskers interfere with the cognitive processes used to disen-
tangle similar sounds (such as inhibiting irrelevant stimuli
that co-occurs with the target, causing distraction or confu-
sion at the semantic levels of processing) and are therefore
more likely to benefit from spatial cues.

Additionally, Glyde et al. (2013) posited that one of
the spatial cues the auditory system utilizes in order to assist
with SRM is “better-ear glimpsing,” which is particularly
effective for informational maskers. Better-ear glimpsing
uses the head shadow effect on interaural-level differences
to build up a representation of the signal by attending pri-
marily to the ear with the best SNR (Glyde et al., 2013). In
the case of the present experiment, the target was always
presented at 0° azimuth, and the masker was presented 90°
azimuth to the right in spatially separated conditions. There-
fore, under separated conditions, the left ear would have
benefitted from a higher (i.e., more favorable) SNR due to
the head shadow effect, resulting in an interaural-level differ-
ence of the masker at the left ear, and a better-ear glimpsing
strategy could therefore have been easily adopted to disen-
tangle the similar target and masker. Furthermore, as the
informational masker was a single talker with almost natu-
ral speech prosody, prosodic fluctuations allow the listener
“glimpses” of spectrotemporal regions in which the masker
was less/not present, however briefly, as described in Cooke’s
glimpsing model of speech-in-noise perception (Cooke, 2006).
Therefore, the advantages of better-ear glimpses could have
been compounded with spectrotemporal glimpses.

Although both BDS groups showed significant SRM,
the high BDS group benefitted more from the addition of
spatial cues by over 3 dB. However, both groups were
equally disadvantaged by the lack of spatial cues. As no
other investigations of individual differences in WM capac-
ity explaining SRM advantages for speech masked by infor-
mational maskers in young children exist, we looked into
associated literature for comparative results. The link be-
tween cognitive ability and auditory stream segregation
ability has been explored in children with a central auditory
processing disorder (Lotfi et al., 2016). Results indicated
that auditory stream segregation abilities began to covary
with WM capacity as simultaneously presented 500- and
800-Hz tones became increasingly closer together (30° and 0°,
respectively). These findings were extended to the speech
domain in the current study, in which lower cognitive (specif-
ically, WM capacity) performers’ auditory stream segre-
gation abilities for competing talkers were also less benefitted
by spatial cues. These results could indicate that higher
3748 Journal of Speech, Language, and Hearing Research • Vol. 62 •
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cognitive abilities related to WM capacity, such as executive
attentional control (Engle, 2002) and inhibition of interfering
sounds (Conway et al., 2001), provide benefits for perception
of spatial cues that assist in auditory stream segregation of
competing sounds (Bregman, 1994). Conway et al. (2001)
showed that adults with lower WM capacity self-reported
hearing their name in a to-be-ignored irrelevant message
45% more than a high WM capacity group, which suggests
that WM capacity is also likely to be involved in the disen-
tangling of co-occurring sounds in children.

Both EL groups showed significant SRM, producing
similar SRTs when spatial cues were present. However, the
low EL group was significantly disadvantaged by 3.3 dB
in collocated conditions relative to the high EL group. This
disadvantage could be attributable to the loss of spatial
cues because the introduction of spatial cues in separated
conditions led to a comparatively large and significant im-
provement in SRTs, of nearly 5 dB, but only in the low EL
group. However, these results suggest that those with poorer
language ability are more reliant on the presence of extra-
linguistic (e.g., spatial) cues to identify separate auditory
streams. The usefulness of nonlinguistic cues, such as speech
rate, has been shown for speech reception in the presence of
a distractor in bilinguals (Cooke et al., 2008), and this could
be analogous, provided this group is viewed as (in some
sense) equivalent to low native language performers when
performing second language tasks. However, this interpre-
tation of these results is limited because it is unknown why
language familiarity and knowledge might be linked to ben-
efits in auditory stream segregation, which is considered to
be a primarily signal-driven process, although this is de-
bated (Cooke et al., 2008). The alternate and perhaps more
likely interpretation is that the high EL group was better
able to use cognitive/language processes to make up for
speech perception deficits due to a loss of spatial informa-
tion, resulting in 3.3-dB better speech reception than the
low EL group in the collocated condition.

Limitations
A primary limitation of this study is that, because it

is unclear how language ability is related to auditory stream
segregation, the implications of why individual differences
in language ability might be related to SRM were rather
limited in scope. Further research is needed to ascertain the
boundaries between signal-based processes, on the one hand,
and cognitive and linguistic processes, on the other, and the
way in which they interact with individual differences in abil-
ity. Particularly, the contribution of other nonlinguistic cues
(e.g., speech rate, fundamental frequency, level differences)
should be investigated to establish if these are collectively a
greater source of benefit in speech-in-noise reception in low
language performers. Furthermore, because a nonstandard
assessment of hearing sensitivity was used for screening for
hearing loss in participants, hearing thresholds were only
measured up to 4 kHz and not 8 kHz or even 16 kHz as in
standard manual audiometry. Therefore, a more accurate
representation of the hearing ability of our sample would
3741–3751 • October 2019
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have been desirable. In particular, losses in high-frequency
sensitivity could have been investigated, which, despite not
resulting in failing the hearing screening used in this study,
are also thought to contribute to poorer speech reception in
children (Stelmachowicz, Pittman, Hoover, Lewis, & Moeller,
2004). Finally, dichotomization into high and low BDS and
EL groups was undertaken for the purposes of establishing
the role of individual differences in cognitive and language
ability. This could be a limitation as dichotomizations gen-
erally lead to reductions in statistical power, which could
potentially increase the risk of Type II errors (Cohen, 1983)
and, in extreme cases, spurious patterns of significance
(Maxwell & Delaney, 1993). However, it should also be
noted that the use of p values as indicators of significance
alone are questionable as they have been identified as poor
representations of the magnitude and importance of an ef-
fect (Sullivan & Feinn, 2012). Hence, effect sizes were also
reported in this article as an aid for increased interpretabil-
ity of the findings.
Conclusions
The aim of this study was to explore how cognitive

and linguistic abilities modulate the benefits of spatial
separation (i.e., SRM) between a target talker and noise
sources of different types. Results suggest that informa-
tional maskers are more effective than energetic maskers in
masking target speech in children. A role of WM capacity
and EL for SRM is indicated in this age group, but only
when the masker was informational. Namely, higher WM
abilities could be linked to better inhibition of distraction,
phonological processing, and executive control, which in
turn assist the utilization of spatial cues, when present, in
this group. Poorer EL seems to be related to greater prob-
lems in auditory stream segregation in collocated condi-
tions, and children falling into this group derive a greater
benefit from spatial cues than the group with higher EL
abilities. This effect is possibly linked to benefits of non-
linguistic cues for speech reception in lower language per-
formers, but before more conclusive claims can be made,
links between peripheral auditory processing, cognitive
abilities, and language processing need to be better under-
stood. Lines of causality between auditory and cognitive
factors and the development of the skills tested require lon-
gitudinal studies to be confirmed. The potential of auditory
training for improving speech-in-noise perception in those
with poorer WM and EL should also be evaluated, partic-
ularly types of training that engage general cognitive skills
in a variety of ways, and already shows a strong theoretical
and empirical basis for supporting speech reception pro-
cesses, such as music (Patel, 2011; Strait, Parbery-Clark,
Hittner, & Kraus, 2012).
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