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ABSTRACT 

 

The Greater Tubatse Municipality (GTM) is found in the northern part of the Sekhukhune District 

Municipality in the Limpopo Province of South Africa. It is an area plagued by poor air quality resulting 

from the activities of chrome and platinum mining, ferrochrome smelters, agricultural and forestry 

activities, domestic and waste burning practices, as well as vehicular traffic and road dust. This study 

aimed to contribute to current knowledge on the characteristics and sources of ambient particulate matter 

(PM) in the area. It also sought to identify the relevant sources, the chemical composition of the pollution 

stemming from these sources, the amount that each source contributes to PM and the influence of 

meteorological processes on the spatial distribution of PM in the GTM.  

 

PM, PM10 and PM2.5 were measured using inexpensive University of North Carolina gravimetric passive 

samplers. Computer Controlled Scanning Electron Microscopy was used to characterise the mass 

concentrations of the PM. The mean annual concentration values for PM10 for the various measurement 

sites in the area were: Site 1 (32.02 µg.cm-3), Site 2 (31.28 µg.cm-3), Site 3 (38.11 µg.cm-3), Site 4 (24.1 

µg.cm-3), Site 5(24.65 µg.cm-3), and Site 5 (20.98 µg.cm-3). These values were below the South African 

annual NAAQS of 40 µg.cm-3. The PM2.5 mean annual concentrations were as follows: Site 1 (11.8 

µg.cm-3), Site 2 (4.7 µg.cm-3), Site 3 (4.8 µg.cm-3), Site 4 (3.0 µg.cm-3), Site 5(3.2 µg.cm-3), and Site 5 

(2.5 µg.cm-3). The annual PM2.5 concentration was below the South African annual NAAQS of 20 

µg.cm-3.  

 

The spatial interpolation of PM chemical components showed that metal concentrations were highest 

closer to the industrial facilities with annual chromium concentrations exceeding the New Zealand  

annual limits for both Cr(III) (0.11 µg.cm-3) and Cr(IV) (0.0011 µg.cm-3) in the study area which is 

dominated by chromium mining and ferrochrome smelters. The HYSPLIT model was run to determine 

the regional and trans-boundary air transport to the receptor locations. The HYSPLIT cluster transport 

pathways indicated both regional and trans-boundary transport of air masses from the North-West 

Province in South Africa, Zambia (passing over the Limpopo Province in South Africa), Zimbabwe 

(passing over Limpopo Province), Mozambique and the Indian Ocean (passing over Northern KwaZulu-

Natal Province and Swaziland).  

 

The TAPM model and GIS software were used to determine the distribution of PM10 from industrial 

point sources and to consider their possible impacts on human health using modelled hourly data. 

Meteorological parameters such as Monin-Obukhov length, mixing height, ventilation coefficient and 

air pollution potential calculated using the TAPM model output data were unable to accurately predict 

the spatial variability of PM and its chemical components in a complex terrain.  
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Source contributions were analysed using the positive matrix factorization (PMF) model. The average 

source contribution in the study area were vehicle (15.1%), chrome smelter (17.3%), industrial coal 

combustion (19.7%), wood combustion (24.5%) and crustal material (23.6%). The PM10 spatial 

distribution from industrial sources showed the highest concentration of 27.3 µg.cm-3. The seasonal 

distribution indicated that PM10 was high during winter (27.3 µg.cm-3) and low in autumn (15.2 µg.cm-

3). The overall PM10 distribution was to the west and south-west of the industrial point sources. 

 

The findings from this study on chemical composition, source profiling and source apportionment, and 

the analysis of the possible impacts from industrial point sources described here can inform the 

development and implementation of cost-effective strategies to mitigate the scourge of air pollution 

encountered in South Africa and many other low- and middle-income countries.    
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CHAPTER 1 

GENERAL INTRODUCTION 

 

1.1 Introduction 

 

Air pollution is formed by a mixture of gases and particles emitted into the atmosphere by 

natural and anthropogenic activities, and it can vary spatially and temporally (IHME, 2018). 

Pollutants in the atmosphere can be classified as either primary or secondary pollutants, with 

primary air pollutants being emitted directly into the atmosphere from sources, and they can 

have effects both directly and as precursors of secondary air pollutants (Lo et al., 2006). 

Secondary air pollutants are those pollutants that are formed as a result of chemical reactions 

in the atmosphere. Secondary aerosols are formed either as a result of gas-phase reactions 

followed by condensation of the products, or by reactions taking place in the existing aerosol 

phase (Harrison and Perry, 1986). Airborne particulate matter (PM) may have a variety of 

sources that emit them directly into the atmosphere (Ediagbonya et al., 2013).  

 

PM is defined by Khlystov (2001) as a complex mixture of particles varying in size range, 

morphology and composition such as sulphates, nitrates, ammonium, hydrogen ions, trace 

elements, organic material, black carbon, and crustal material. Particulates in the atmosphere 

come from a variety of natural and anthropogenic sources, with the latter being more 

predominant in urban and industrial areas (Borbély-Kiss et al., 1999). Anthropogenic activities 

such as metallurgical industries, metalliferous mining and smelting, use of fertilizers and soil 

amendments in high-production agriculture, and land disposal techniques for municipal / solid 

wastes are the major sources for metal contamination (Alloway, 1995; Adriano, 2001). These 

activities also contribute to the airborne particulates in the atmosphere (Harrison et al., 1997; 

Hien et al., 2001; Arditsoglou and Samara, 2005; Valavanidis et al., 2006).  

 

Dust can be defined as particles less than 1000 µm that can either be suspended in the air or 

deposited on surfaces (Moja and Mnisi, 2013). Depending on the wind strength, dust can be 

suspended or transported from sources locally or across regions and continents and may contain 

both elemental and organic particles such heavy metals and polycyclic aromatic compounds 

(Adriaenssens, 2007). 
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Numerous epidemiological studies have associated ambient concentrations of inhalable (PM10) 

and respirable (PM2.5) particles with increased mortality, morbidity and decreased lung 

function (Costa and Dreher, 1997; Saskia et al., 1998; Martuzzi et al., 2002). However, while 

there are epidemiological correlations between particle concentrations and health effects, it 

must be kept in mind that particles contain a complex and variable mixture of chemical 

compounds that are emitted by different sources (Harrison and Yin, 2000; Nabi Bidhendi et 

al., 2007). 

 

Heavy Metals (HMs) are some of the constituents of PM and those that are found in 

contaminated soil are listed as lead (Pb), chromium (Cr), arsenic (As), zinc (Zn), cadmium 

(Cd), copper (Cu), mercury (Hg), and nickel (Ni) (GWRTAC, 1997). These metal particles are 

stable and persistent environmental contaminants since they cannot be degraded or destroyed 

(Sevgí et al., 2010). HMs have a negative impact on human health and other living beings in 

terrestrial and aquatic environments and they also affect the food chain (Das et al., 2013). 

 

In Limpopo province of South Africa, the Greater Tubatse Municipality (GTM) is home to 

three chromium smelters, a number of chrome and platinum mines and agricultural farms. 

Industrialization of the rural GTM has led to the increase in population size of the area, which 

in turn has led to an increase in the number of vehicles, wood burning activities for both space 

heating and cooking and domestic waste burning. These activities impact negatively on the 

environment due to an increase in the levels of PM from these anthropogenic activities. The 

GTM has no operational ambient air quality monitoring network that can be used to determine 

the status of air quality in the region. The area has a complex terrain that affects the wind 

circulation pattern and therefore affects the dispersion of pollutants. There have been no studies 

in the area to identify the major sources of metal pollutants. The meteorological impacts on the 

distribution of pollutants in a complex terrain (such as the one in the GTM) have not been 

considered.  

 

2.2 Rationale 

 

South Africa is one of the developing countries in the world, and as such, the country has 

considered economic growth, social and educational development and industrialization as key 
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development priorities. In the GTM, mining is viewed as one of the important economic 

activities which has the potential of contributing to the development of the area’s economy 

(SANRAL, 2007). Though the contributions of mining activities to economic development of 

the GTM are well acknowledged, this might be achieved at significant environmental, health 

and social costs to the region due to urbanization, high traffic volumes and higher domestic 

waste production.  

 

Environmental pollution due to heavy metals from mining activities, vehicular emissions, 

agricultural and biomass burning is a major concern in many parts of the world (UNEP, 2006). 

Extensive mining of chromite and platinum, and subsequent smelting of chromium in the GTM 

mining belt has the potential to pose a serious threat to the environment (Gericke, 1995; Beaver 

et al., 2009). Mining of these ores may release toxic metals such as hexavalent chromium and 

platinum group metals which are carcinogenic and mutagenic to human health (Zayed and 

Terry, 2003; Ravindra et al., 2004).  

 

In South Africa, the National Environmental Management: Air Quality Act (DEA, 2004) was 

promulgated to manage air quality in the country. The Act requires national, provincial and 

local authorities to identify substances or mixtures of substances in ambient air which may 

reasonably be anticipated to endanger public health and welfare and whose presence in the 

ambient air results from numerous or diverse mobile or stationary sources, and to establish air 

quality standards to monitor noncompliance. However, to date, there are no local standards for 

metals in PM to define the level of air quality that is necessary to protect public health and 

wellbeing from any known or anticipated adverse effects of these pollutants. There is also little 

information from PM source apportionment studies to assist in developing effective policies to 

mitigate the impacts of PM on human health and the environment. The implications are that 

the control measures put in place to mitigate the impacts of pollution on the environment are 

based on scientific findings from other countries and as such may fail to effectively address the 

problem at hand given the complexity of the terrain in GTM and the non-existence of ambient 

monitoring data in such an industrialized area.  

 

Source profiling and source apportionment is meant to provide information about pollution 

sources and how much each source contributes to the ambient air pollution levels. Developing 

an effective Air Quality Management System (AQMS) is a process that requires continuous 
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improvement, and the implementation of source apportionment techniques can contribute in a 

cost-effective manner to improve the existing systems or as an initial step to develop an AQMS. 

This information is crucial for air quality policy development and effective policy 

implementation. However, in South Africa there are no long-term speciated PM datasets, or 

studies on characterization of source profiles and source identification. This lack of information 

makes it nearly impossible to develop effective strategies to manage air quality. Priority needs 

(which are partly addressed in this study) that if applied may help to build effective AQMS in 

South Africa include: 1) Co-ordination of source characterization research strategies to inform 

air quality policy development in South Africa, and 2) Development of long-term PM chemical 

speciation datasets and source fingerprints for South Africa. For South Africa, source 

apportionment will offer policymakers and scientists the practical tools for identifying and 

quantifying the different sources of air pollution, and thereby increase the ability to put in place 

effective policy measures to reduce air pollution to acceptable levels. 

 

2.3 Aim and objectives 

 

The aim of this study was to contribute to current knowledge on the characteristics and sources 

of ambient PM in the GTM, South Africa. It also seeks to resolve the relevant sources, their 

chemical composition, the amount that each source contributes to PM and the influence of 

meteorological processes on the spatial distribution of PM in the GTM. This will improve 

understanding of the sources that should be included in air quality control strategies to improve 

the management of air quality in South Africa. 

 

The objectives of this study were: 

 

1. To collect particulate matter samples using University of North Carolina (UNC) 

gravimetric passive samplers in the GTM. 

2. To characterize the mass concentrations of PM2.5, PM10 and PM chemical 

components using Computer Controlled Scanning Electron Microscopy 

(CCSEM). 

3. To characterize the spatial distribution of PM2.5, PM10 and PM chemical 

components in the GTM. 
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4. To determine the relationship between calculated mixing height, Monin-

Obukhov length, ventilation coefficient, and air pollution potential with PM10 

concentration. 

5. To determine source profiles of PM, the number of sources, and the contribution 

of identified sources in the GTM. 

6. To determine the regional and trans-boundary air transport to the receptors’ 

locations using the HYSPLIT model.  

7. To determine the distribution of PM10 from industrial point sources and describe 

their possible impacts on human health using modelled hourly data from the 

TAPM model and GIS software. 

8. To reflect on the findings of objectives (1) – (6) and consider gaps in the current 

implementation of the air quality management in South Africa. 

 

2.4       Structure of this thesis 

 

This thesis comprises Introductory and Literature Review Chapters followed by a set of 

published research manuscripts that describe the methods and results for each of the objectives 

provided in section 2.3 above. Chapter 2 gives a detailed description of aerosols, as well as a 

description of the Geographic Information Systems (GIS) and modelling applications. Chapter 

3 gives results of the spatiotemporal variation of PM10, PM2.5 and PM chemical components 

and the impacts of meteorological parameters on the spatiotemporal variations. Results on 

source profiling and source apportionment of PM are given in Chapter 4 which also discusses 

the transport pathways of air masses prior to arrival at the receptor sites. Chapter 5 evaluates 

the spatial distribution of PM10 from industrial point sources using the TAPM model and GIS 

spatial analysis tool. Chapter 6 provides a reflection, having completed all of the tasks in 

objectives 1 to 7, on the implementation of the National Environmental Management Act, Air 

Quality Act No 39 of 2004 and air quality management in South Africa.  

 

The contribution of the Candidate to each research output is outlined in the Introduction section 

of the Chapter preceding each paper. The Candidate was the lead author for each paper and 

drafted all versions of the manuscripts. The Candidate was responsible for circulating the 

manuscripts to the co-authors, reviewing co-authors’ comments and suggestions before 
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integrating them into the manuscript as appropriate. All co-authors critically reviewed and 

approved the submitted manuscripts prior to submission. 
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CHAPTER 2   

Literature Review: Aerosols, Geographic 

Information Systems and Modelling Applications 

 

Understanding and characterising aerosol formation is important because aerosols can modify 

cloud formation process (de Leeuw et al., 2011) and affect the amount of rainfall, which in turn 

will affect the level of pollution in the atmosphere (through wet deposition processes, for 

instance). Elucidating how aerosol formation occurs is critical to understand aerosol 

contribution to the Earth's radiation budget, given that atmospheric aerosols have a profound 

effect on scattering or absorption of radiation even at low concentrations (Mahlman, 1997). 

This chapter focuses on the formation of aerosols in the atmosphere and the methods used in 

measuring atmospheric aerosols in ambient air. It also looks at the influence of complex terrain 

on the meteorology of a region and how it may impact on the dispersion of pollutants. 

 

2.1 Aerosols  

 

An aerosol is a general term used to define suspended liquid or solid particles in a gaseous 

medium such as air, with particle diameters in the range of 10-9 -10-4 m. Aerosols  are present 

in the atmosphere in the form of clouds, dust, smog, mist, fog, haze, and smoke (Seinfeld and 

Pandis, 1998; Hind, 1999). Naturally-occurring aerosols in the atmosphere are called 

“atmospheric aerosols”, those that are produced in the laboratory or field space by man-made 

chemical, thermal, or mechanical means are called “artificial aerosols” and those generated as 

by-products of human activity, such as burning of fossil fuels are often referred to as 

“anthropogenic aerosols” (Seinfeld and Pandis, 1998). 

 

Atmospheric aerosols may be formed as the result of wind motion at the Earth’s surface (land 

or ocean) or formed in-situ by condensation from the gaseous phase. Gaseous precursors may 

be formed by chemical reactions of naturally- or anthropogenically-produced gases in the 

presence of sunlight. Aerosols are subject to changes in size and composition by processes of 

condensation, evaporation, and coagulation. Aerosols found in the troposphere are often 

mixtures of different chemical components. One such mixture occurs when a solid aerosol 
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passes through an industrial plume and the individual particle acquires a layer of sulphates or 

nitrates. Atmospheric aerosols are also involved in the cloud formation process in which they 

act as condensation nuclei around which cloud droplets are formed, and they can later be 

removed from the atmosphere through wet deposition in the form of rain or snow. The 

concentrations and composition of aerosols depend on location relative to source regions, 

production and removal rates, transport, and altitude. Aerosols can be characterized according 

to their sources and the most significant sources for atmospheric aerosols lie within the 

planetary boundary layer where concentrations are found in large numbers. Aerosol sources 

are not only localised but may also vary in time. These variations depend on meteorological 

conditions which change seasonally (Finlayson-Pitts and Pitts, 1999; Seinfeld and Pandis, 

1998) such as in the formation of dust plumes by surface wind erosion or biomass burning and 

smoke often observed during the winter season in southern Africa. 

 

Aerosols impact on the Earth’s climate, biosphere and other atmospheric phenomena. 

Depending on the size of aerosols, solid and liquid particles will influence the radiation and 

energy budget of the Earth, the hydrological cycle, atmospheric circulation and the abundance 

of trace gases differently. Aerosols’ concentration, size distribution, structure and chemical 

composition are temporally and spatially highly variable (Lagzi et al, 2013). 

 

2.1.1 Aerosol formation process 

 

The atmospheric sources of aerosols can either be of natural or anthropogenic origin. Human 

activities in recent years have resulted in the emission of liquids or solid aerosols from sources 

such as incomplete combustion of fossil fuel, biomass burning, industrial processes, fugitive 

sources (wind-blown dust from unpaved roads, crop land), traffic and mineral dust. Aerosol 

size measurements are characterized by their cross-sectional diameter and particle, surface 

area, volume and mass distribution (Finlayson-Pitts and Pitts, 1999). Atmospheric aerosols 

vary in shapes and size and this in turn determines their optical properties and their removal 

mechanism from the atmosphere (Finlayson-Pitts and Pitts, 1999; Seinfeld and Pandis, 1998). 

Primary aerosols are formed by dispersal of material at the Earth’s surface and include material 

such as volcanic dust, organic materials from biomass burning, soot from combustion and 

mineral dust from wind-blown processes (Seinfeld and Pandis, 1998). Significant natural 

surface sources of primary aerosol particles include the emission of sea spray, release of soil 
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and rock debris (mineral dust) and biogenic aerosols, emission of biomass burning smoke, and 

injection of volcanic debris at tropospheric altitudes by violent eruptions. A negligible 

contribution to the overall atmospheric aerosol loading is also given by space, in the form of 

cosmic aerosols (Tomasi and Lupi, 2017).  

 

Secondary aerosols are formed by reaction of gases in the atmosphere and include sulphates 

from the oxidation of sulphur-containing gases during the burning of fossil fuels, nitrates from 

gaseous nitrogen species, and products from the oxidation of volatile organic compounds 

(Seinfeld and Pandis, 1998). A combination of physical, chemical processes and sometimes 

biological processes occur to form new particles either by: (1) nucleation (i.e., gas molecules 

coming together to form a new particle), (2) condensation of gases onto existing particles, and 

(3) by reaction in the liquid phase. Homogeneous nucleation (Figure 2.1) involves the 

spontaneous formation of liquid droplets directly from the gas phase, while heterogeneous 

nucleation is the result of the interaction of aerosols with large surface area (Seinfeld and 

Pandis, 1998). 

 

 

Figure 2.1: Gas phase homogeneous nucleation (Seinfeld and Pandis, 1998). 
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Nucleation involves the following reaction steps (Seinfeld and Pandis, 1998): 

 

SO2 + OH → HSO3 (Rate limiting step)                                                                                                  2.1, 

HSO3 + O2 → HO2 + SO3                                                                                                                         2.2, 

SO3 + H2O → H2SO4                                                                                                                                   2.3,   

  

SO2 is emitted by combustion of fossil fuels or formed through the oxidation of organic sulphur 

compounds emitted by biogenic material. The OH formation result from photolysis of ozone 

molecules: 

 

hγ 

O3 → O(1D) + O2                                                                                                                                      2.4, 

O(1D) + H2O→ 2OH                     2.5, 

 

Once formed, H2SO4 immediately becomes hydrated. The hydrated H2SO4 molecules act as 

nuclei, and the H2SO4 molecules collide. The collision of H2SO4 monomers forms H2SO4 

dimers, and the H2SO4 dimers forms trimers, and so on. 

 

H2SO4 + H2SO4 → 2 H2SO4                                                  2.6, 

2 H2SO4 + H2SO4 → 3 H2SO4                   2.7, 

3 H2SO4 + H2SO4 → 4 H2SO4               2.8, 

 

Adams and Seinfeld (2002) described the condensation of gas-phase species to existing aerosol 

particles as an important source of aerosol mass and a means by which small particles grow to 

Cloud Condensation Nuclei (CCN) sizes. Gaydos et al., (2005), used the Two-Moment Aerosol 

Sectional (TOMAS) algorithm to simulate the condensation/evaporation of sulphuric acid, 

ammonia, and organic vapours, using particle diameters. The driving force for condensation of 

a vapour to an aerosol particle is the difference between its ambient vapour partial pressure and 

the equilibrium vapour pressure over the particles, or 

 

∆pi = 𝑝𝑖 − 𝑝𝑖
∗𝑥𝑖(Dp) exp (

4𝜎𝑀𝑖

𝑅𝑇𝜌𝐷𝑝
)                                                                                                                2.9, 
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where ∆pi is the condensational driving force of the organic vapour i (the difference between 

the partial pressure of condensing vapour and its equilibrium vapour pressure), pi is the ambient 

partial pressure, xi is the mole fraction of i, 𝑝𝑖
∗ is the effective saturation pressure over a flat 

surface, σ is the surface tension, Mi is the molecular weight of i, R is the ideal gas constant, T 

is the temperature, ρ is the liquid-phase density, and Dp is the diameter of the particle. The 

exponential term is known as the Kelvin effect due to the curvature of the particles. The 

exponential term is large for small particles to prevent the condensation of organic vapours on 

these. As a result, the Kelvin effect is important for the growth of newly formed particles. Two-

Moment Aerosol Section (TOMAS) is used with an adaptive time step to efficiently solve the 

equations for condensation. The time step is chosen so that individual particles in any size bin 

do not grow by more than 10 %, the partial pressure of the organic vapour does not fall below 

25% of its original value, and the time step is never longer than 15 min. The TOMAS could be 

a useful tool to predict the concentration of PM2.5 in remote areas of South Africa where there 

is no continuous monitoring. This is because passive sampling tends to lose some of the PM2.5 

particles due to evaporation of sulphates and nitrates when deployed for a long period.  

 

2.1.2 Aerosol size distribution 

 

Aerosols are characterized by their physical and chemical properties, such as size, shape, and 

material composition. The atmosphere contains up to 108 cm3 concentrations of aerosols with 

a diameter ranging from 0.002 to 100 µm. Size distribution of aerosols is crucial to 

understanding the chemistry and physics of atmospheric particles and their effects as well 

(Finlayson-Pitts and Pitts, 1999). Particles generated by combustion such as those from power 

generation, vehicles and wood and coal burning can range from a few nanometres to 1 µm. 

Atmospheric particles smaller than 1 µm are generally produced by photochemical processes, 

and those larger than 1 µm are generated by windblown dust, pollens, plant fragments and sea 

salt (Seinfeld and Pandis, 1998). The difference in size of these particles influences their 

lifetime in the atmosphere and their physical and chemical properties. The distinction between 

various modes of particles is fundamental for distinguishing the differences in physical, 

chemical, measurement and health effects of aerosols (Seinfeld and Pandis, 1998). 
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2.1.3 The number distribution 

 

The atmospheric aerosol distribution is characterized by several modes (Figure 2.2).  

 

 

Figure 2.2: (a) Aerosol number, (b) surface area, and (c) volume for a typical trimodal aerosol 

distribution (Mahowald et al., 2011). 

 

Particles with a diameter in the range of 10-3 µm to 10-2 µm are referred to as nucleation mode, 

particles with 10-2 µm to 0.1 µm diameter are Aitken mode, 0.1 µm to 1 µm diameter are 

accumulation mode and particle with a diameter greater than 1 µm are coarse mode. Fine 

particles with a diameter less than 0.1 µm are larger in numbers compared to those with a 

diameter greater than 0.1 µm which constitute all the aerosol mass size. Aerosol distribution 

values for a number of diameters can be reported using a table. However, for many applications 

including hundreds or thousands of aerosol distribution values will be impossible. Therefore, 

mathematical functions such as equation 2.10 to 2.11 are convenient for use because they match 
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observed shapes of ambient distributions (Aitchison and Brown, 1957). Atmospheric aerosols 

can be described as the sum of n lognormal distributions: 

 

𝑛°𝑁
(𝑙𝑜𝑔𝐷𝑝) =  ∑ 𝑁𝑖

(2𝜋)
1

2⁄ log 𝜎𝑖
 exp (

(log 𝐷𝑝−𝑙𝑜𝑔𝐷̅𝑝𝑖)2

2𝑙𝑜𝑔2𝜎𝑖
)

𝑛
𝑖=1                                2. 10, 

 

Where n°N (logDp) is the number of particles with diameter Dp, Ni is the number concentrations, 

D̅pi is the median diameter, and σi is the standard deviation of the ith lognormal mode (Seinfeld 

and Pandis, 1998). 

 

2.1.4 The surface area, volume, and mass distribution 

 

Aerosols size cannot only be presented in terms of number distribution. Surface area of aerosols 

is suitable for describing their chemical interaction, while the volume distribution is more 

suitable for describing their mass loading and conservation (Finlayson-Pitts and Pitts, 1999). 

Figure 2.3 shows the number, surface and volume distribution of aerosols for a typical urban 

aerosol distribution (Whitby, 1978). The three modes of aerosol distribution structure are 

summarized in Figure 2.4 which depicts the sources of each mode and the removal process 

(Finlayson-Pitts and Pitts, 1999). Analogous to the number size distribution, the volume size 

distribution is given as follows: 

 

nʋ(Dp) =  
4𝜋

3
(

𝐷𝑝

2
) 3 𝑛𝑁 =∑

𝜋

6
𝑁𝑖𝐷𝑝

3

√2𝜋 𝐷𝑝𝑙𝑛𝜎𝑖

𝑛
𝑖=1 exp (

−(𝑙𝑛𝐷𝑝−𝑙𝑛𝐷̅𝑝𝑖)2

2𝑙𝑛2𝜎𝑔
)                                                2.11, 

 

which represents the contribution of all particles in a size dlogD around the diameter D to the 

total volume of all aerosol particles in one cm-3. If the geometric mean diameter 𝐷̅p and the 

geometric standard deviation σg are known, the geometric mean volume diameter 𝐷̅pʋ given as 

follows (Seinfeld and Pandis, 1998): 

 

ln 𝐷̅𝑝𝑣 = ln 𝐷𝑝̅̅ ̅̅  + 3 ln2σg                                                                                     2.12, 

 

The geometric mean volume diameter Dpʋ is the aerosol diameter that divides the volume 

distribution in half.  
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Figure 2.3: Illustration of number, surface, and volume distributions for a typical urban model 

aerosol (Whitby and Sverdrup, 1980). 

  

 

Figure 2.4: Aerosol size distribution showing sources of the three modes (Whitby and 

Sverdrup, 1980). 
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2.1.5 Aerosol vertical distribution 

 

An atmospheric layer known as the free troposphere is found above the surface boundary layer 

(Kumar et al, 2013). This is the region where aerosols movement is decoupled from surface 

friction, though they are influenced by the underlying surface characteristics. Aerosol 

concentrations in free troposphere are lower and have a longer lifetime than those in the 

boundary layer, and hence the free tropospheric aerosols can be transported across 

neighbouring countries. The vertical distribution of aerosol mass concentration (Figure 2.5) 

illustrates that they decrease exponentially with altitude to height (Hp) and become constant 

with height above level Hp. The aerosol mass concentration is described by: 

 

p = po{exp (
−𝑧

|𝐻𝑝|
) + (

𝑃𝑏

𝑃𝑜
)v}v                                                             2.13,        

 

n = no{exp (
−𝑧

|𝐻𝑛|
) + (

𝑛𝑠

𝑛𝑜
)v}v : Hn ≠ 0; v = 𝐻𝑛/(|𝐻𝑛|) , Hp ≠ 0 and v = 𝐻𝑝/(|𝐻𝑝 |)           2.14, 

 

where p is either mass or number concentration at altitude z, po is the value of p at the Earth’s 

surface, pb is the corresponding background value, and Hp is the scale-height of the aerosol 

(Finlayson-Pitts and Pitts, 1999). 

 

 

Figure 2.5: Vertical distribution of aerosol mass concentration (Jaenicke, 1993). 
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2.2 Aerosol emissions  

 

Aerosols are emitted into the atmosphere by natural or anthropogenic activities. The natural 

sources of aerosols include soil dust and sea salt as a result of wind action on the Earth’s and 

Oceans’ surfaces. Biomass burning is also one of the natural emitters of black carbon, 

polycyclic aromatic hydrocarbons (PAHs) and unburnt carbon from incomplete biomass 

combustion, and mineral matter and heavy metals from complete combustion. Another 

important source of natural aerosols is the nucleation and condensation of naturally produced 

precursor gases to form aerosols containing sulphate and nitrates, as well as organic materials. 

Anthropogenic aerosols are generated by activities such as domestic / industrial fuel 

combustion, industrial processes, fugitive sources, and transport fleets. Globally, the natural 

aerosols are larger in magnitude compared to the anthropogenic aerosols, however, the ratio 

can be greatly influenced by human activities in industrialised regions (Gray et al., 1986; 

Mazurek et al., 1989; Hildemann et al., 1994). Table 2.1 summarises emissions from both 

natural and anthropogenic sources. 

 

Table 2.1: Particle emission estimates (1 Tg/yr = 106 Ton/yr) (Tomasi and Lupi, 2017). 

Particles Emissions (Tg/yr) Source 

Sea salt (total, sizes <16 μm) 3 344 IPCC, 2001 

Sea salt (sizes <1 μm) 54 IPCC, 2001 

Sea salt (1–16 μm size range) 3 290 IPCC, 2001 

Sea salt (overall) 10 100 

3 300 

7 804 

3 000-20 000 

Gong et al., 2002 

Jaenicke, 2005  

Tsigaridis et al., 2006  

Andreae and Rosenfeld, 2008 

Mineral (soil) dust (total, sizes <20 

μm) 

2 150 IPCC, 2001 

Mineral (soil) dust (sizes <1 μm) 110 IPCC, 2001 

Mineral (soil) dust total (1–2 μm size 

range) 

290 IPCC, 2001 

Mineral (soil) dust total (2–20 μm 

size range) 

1 750 IPCC, 2001 
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Mineral dust (0.1–10 μm size) 1 000-2 150 Zender et al., 2003 

Mineral dust (overall) 2 000 

1 704 

1 000-2 150 

Jaenicke, 2005 

Tsigaridis et al., 2006 

Andreae and Rosenfeld, 2008 

Volcanic dust (coarse particles) 30 Seinfeld and Pandis, 1998 

Sulphates from volcanic SO2 10 Hobbs, 2000 

Volcanic sulphates (as NH4HSO4) 21 IPCC, 2001 

Volcanic SO2 9.2 Tsigaridis et al., 2006 

Cosmic dust in the upper mesosphere 3x10-2 – 1.1x10-1 Plane, 2012 

Cosmic dust in the middle 

atmosphere 

2x10-3 – 2x10-2 

1.5x10-4 – 4x10-2 

Plane, 2012 

Gardner et al., 2014 

Biogenic aerosol 1 000 Jaenicke, 2005 

Biogenic sulphate (as NH4HSO4) 57 IPCC, 2001 

Biogenic carbonaceous aerosol 

(sizes>1 μm) 

56 IPCC, 2001 

Biogenic primary organic aerosol 15-17 Andreae and Rosenfeld, 2008 

Biogenic VOC compounds 16 IPCC, 2001 

Secondary organic aerosol from 

biogenic VOC 

11.2 Chung and Seinfeld, 2002 

Secondary organic aerosol 2.5-83 Andreae and Rosenfeld, 2008 

Sulphates (from all the natural 

primary and secondary sources) 

107-374 Andreae and Rosenfeld, 2008 

Nitrates (overall, from natural 

primary and 

12-27 Andreae and Rosenfeld, 2008 

Secondary sulphates from DMS 12.4 

18.5 

Liao et al., 2003 

Tsigaridis et al., 2006 

Carbonaceous aerosols from biomass 

burning (sizes<2 μm) 

54 IPCC, 2001 

Primary organic aerosol 44.4 Tsigaridis et al., 2006 

Biomass burning organic 26-70 Andreae and Rosenfeld, 2008 

Total natural particles over the whole 

size range 

5 875 

4 200-22 800 

IPCC, 2001 

Andreae and Rosenfeld, 2008 
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2.2.1 Soil dust 

 

Soil dust is one of the major contributors to aerosol loading in the atmosphere (Kok et al., 

2017). The turbulent air motion of speed as low as 0.5 m/s can pick up soil particles as large as 

2 μm and can transport them over long distances to a destination far from the original location 

(Sathneesh et al., 2004). Global dust modelling suggests that the anthropogenic contribution to 

atmospheric dust loads today range between 10% and 60%, that is, between ∼90 and 2000 Mt. 

year−1 (Mahowald et al., 2010; Shao et al., 2011).  

 

Dust aerosols are divided into natural dust and anthropogenic dust according to their different 

dust source regions (Ginoux et al., 2001, Ginoux et al., 2012). The natural sources of dust are 

mainly deserts and open land, while anthropogenic dust emissions can be interpreted as soil 

particles that originate from soil conditions being altered or disrupted by human activity (Zheng 

et al., 2016; Chen et al., 2017; Luan et al., 2017). Mining operations and mine tailings are some 

of the anthropogenic activities that result in dust loading in the atmosphere due to soil surface 

disturbances. Dust deflations occur when the surface wind speed supersedes the velocity 

threshold resulting in the lifting of microscopic particles into the atmosphere. The velocity 

threshold is a function of surface roughness, size of the particle grain and moisture in the soil 

(Babikir, 2004).  

 

The lifetime of dust in the atmosphere depends on particle size, with larger particles being the 

first to be removed through dry or wet deposition, while finer particles can remain suspended 

in the atmosphere for several weeks in the atmosphere (Lee et al., 2009). 

 

2.2.2 Sea salt 

 

Physical processes such as the bursting of air bubbles at the surface of the Ocean results in the 

emission of sea salt aerosols and this process is largely dependent on the wind speed 

(Blanchard, 1983; Monahan et al., 1986). Sea salt aerosols are mainly responsible for light 

scattering and cloud nuclei in marine regions particularly during high wind speeds and when 

there is weak loading of other aerosols particles into the atmosphere (O’Dowd et al., 1997; 

Murphy et al., 1998a; Quinn et al., 1998). Sea salt aerosols range in size from 0.05 to 10 μm, 

and in a typical urban atmosphere, measured mass size distributions of sodium and chloride 
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concentrations show a dominant peak around 4μm (Wall et al., 1988). Particles smaller than 

1μm contribute significantly to cloud condensation nuclei concentrations (Pierce and Adams, 

2006), while particles larger than 50μm are quickly removed from the atmosphere and play a 

negligible role in atmospheric chemistry (Lewis and Schwartz, 2004). 

 

2.2.3 Industrial aerosols 

 

Industrial activities such as mine smelting, coal combustion, cement manufacturing, stone 

crushing, mine haulage, waste incineration and brick manufacturing are responsible for the 

generation of primary aerosol particles into the atmosphere. It is estimated that the global 

aerosol emissions were about 100 Tg/yr in 1995 (Andreae, 1995) and doubled to about 200 

Tg/yr in 1997 (Wolf and Hidy, 1997). 

 

2.2.4 Carbonaceous aerosols 

 

There are two major components of carbonaceous particles, black carbon and organic material, 

which make up a large but highly variable fraction of the atmospheric aerosols (Andreae et al., 

1988). The organic particles emitted from biomass burning are also present in large quantities 

in the atmosphere (Andreae et al., 1988). Most of these organic aerosols are found in the upper 

troposphere (Murphy et al., 1998b). Many of these organic compounds in aerosols contain 

carboxylic and dicarboxylic acids which are water-soluble and allow them to form cloud nuclei 

(Sempéré and Kawamura, 1996) and consequently play a major role in indirect climate forcing 

(Rivera-Carpio et al., 1996). Elemental carbon (black carbon) refers to light-absorbing, 

combustion-generated carbonaceous materials that does not volatilise below temperatures of 

about 550°C and when suspended in the atmospheric boundary layer they can reduce surface 

albedo (Hansen et al., 1997; Schult et al., 1997). 

 

2.3 Aerosol chemical composition 

 

Aerosol particles in the troposphere contain sulphates, nitrates, sodium, chlorides, trace metals, 

carbonaceous material, crustal elements, and water. The sulphate fraction results from the 

oxidation of anthropogenic and natural sulphur-containing compounds such as sulphur dioxide 

(SO2) and dimethyl sulphide. The crustal materials such as silicon, calcium, magnesium, 
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aluminium and iron, and biogenic particles are usually in the coarse aerosol fraction. The 

nitrates can be found in both the fine and coarse fraction. Fine nitrate usually results from the 

reaction of nitric acid and ammonia during the formation of ammonium nitrate, while the coarse 

nitrate is the product of reactions of coarse particles and nitric acid (Seinfeld and Pandis, 1998). 

The trace metal component of aerosol particles depends on the geology of the emission area. 

The major important trace metals are Al, Ca, Si, Fe, Ti, K, Mg, Co, Rb, Ba and Sr (Chester et 

al., 1996; Bonelli et al., 1996). The mineral components of aerosol particles are quartz (SiO2), 

calcite (CaCO3), dolomite (CaMg(CO3)2) and clay minerals (Ávila et al., 1997).  Particulate 

organic carbon is directly emitted into the atmosphere or can result from atmospheric 

condensation of low-volatile organic gases by either nucleation or gas-to-particle partitioning 

to pre-existing particles (Odum et al., 1996; Hoffmann et.al., 1997; Kamens et al., 1999).  

 

Understanding the composition of atmospheric aerosol particles is necessary for profiling of 

air pollution sources such as vehicular emissions, wood burning fires and industrial processes 

(Fenger, 1999; Mayer, 1999). The pollution from these sources can lead to possible adverse 

health effects (Harrison and Yin, 2000; Pope et al., 2002) 

 

2.4 Aerosol lifetime and sinks 

 

Particles and trace gases are removed from the atmosphere through coagulation (for ultrafine 

particles), wet deposition (for fine and coarse particles) and dry deposition. The removal 

process depends on whether the substance is in the gaseous or solid phase, the solubility of the 

species in water, the amount of precipitation, the terrain and type of surface cover (Seinfeld 

and Pandis, 1998).  

 

2.4.1 Coagulation 

 

Coagulation is the removal of ultrafine particles from the atmosphere when particles collide 

and adhere to each other. The collision arises from the motion caused by forces acting on the 

particles. For ultrafine particles, the instantaneous momentum imparted to the particle varies 

randomly and causes the particle to move on an erratic path known as Brownian motion (Figure 

2.6). The coagulation rate (J12) is determined by the collision efficiency (Seinfeld and Pandis, 

2006). The probability that two colliding particles will coagulate and form a new larger particle 
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is termed “collision efficiency” (α) (Roldin et al, 2011). The coagulation rate is determined by 

equation 15, where K12 is the Brownian coagulation coefficient between two number 

concentrations of the colliding particles (N1 and N2): 

 

J12=K12 N1N2                                                                                                                       2.15, 

 

K12 = 2π(D1+D2)(Dp1+Dp2)[ (
𝐷𝑝1+𝐷𝑝2

𝐷𝑝1+𝐷𝑝2+2(𝑔
2

1
 + 𝑔

2

2
)1/2

 +
1

(𝑐1̅
2 + 𝑐2̅

2)1/2(𝐷𝑝1 + 𝐷𝑝2)
]−1           2.16, 

 

With D1 and D2 denoting the diffusion coefficients of the two particles, Dp1 and Dp2 their 

diameters,  𝑐̅1 and 𝑐̅2 being the mean velocities of the particles and g1 and g2 are functions of 

the particle diameters and their mean free path in the air (Seinfeld and Pandis, 2006). 

 

Figure 2.6: Schematics of a Brownian motion process (Abouali and Ahmandi, 2007). 

 

2.4.2 Wet deposition 

 

Wet deposition occurs when particles are removed from the atmosphere through dissolution of 

particles in atmospheric hydrometers such as clouds, fog, rain or snow, and is subsequently 

delivered to the Earth’s surface (Finlayson-Pitts and Pitts, 1999). The scavenging of materials 

by atmospheric hydrometers sometimes results in compounds undergoing chemical 
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transformation. The removal of aerosols through wet deposition involve a number of physical 

phases and are influenced by a variety of physical scales as shown in Figure 2.7.  

 

 

 Figure 2.7: Conceptual framework of wet deposition process (Seinfeld and Pandis, 2006). 

 

Wet deposition can be divided into two types of scavenging, namely in-cloud and below-cloud 

scavenging. Below-cloud scavenging is described as the collection efficiency between the 

hydrometeor and the aerosol particle, where collection efficiency is the product of a collision 

efficiency times a coagulation efficiency (Seinfeld and Pandis, 2006). In-cloud scavenging 

occurs either due to impaction of an aerosol particle with a cloud droplet or an ice crystal 

(Seinfeld and Pandis, 2006). 

 

2.4.3 Dry deposition 

 

Dry deposition is a process that occurs when gaseous particles are removed from the 

atmosphere onto the Earth’s surface through adsorption and/ or absorption (Seinfeld and 

Pandis, 1998; Finlayson-Pitts and Pitts, 1999). Dry deposition is governed by atmospheric 

turbulence, the nature of the surface and the chemical properties of the species. Deposition 

velocity (Vg) is the proportionality constant that characterize dry deposition and is defined as 
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the flux (F) of the species (S) to the surface divided by the concentration [S] at a given reference 

height h: 

 

𝑉𝑔 =  𝐹/([𝑆])                   2.17, 

 

The deposition velocity can also be calculated in terms of the resistance (r) as shown in the 

formula: 

 

𝑉𝑔 =  1/𝑟                              2.18, 

 

where the resistance can be broken further into surface resistance (rsurf) which depends on 

surface affinity to the species, and a gas phase resistance (rgas) which depends on the 

transportation of the gas to the surface by micrometeorology and the height above the Earth’s 

surface: 

 

𝑟 =  𝑟𝑔𝑎𝑠(ℎ))  +  𝑟𝑠𝑢𝑟𝑓                                                                                               2.19, 

 

Where the deposition velocity can be given by: 

 

𝑉𝑔 =  
1

𝑟𝑔𝑎𝑠(ℎ)()
+  

1

𝑟𝑠𝑢𝑟𝑓
                                                                                               2.20, 

 

which is the deposition function of particles reciprocal of the gas and surface resistance. 

 

2.5 Mining in the Bushveld Complex 

 

Since the discovery of the platinum-bearing dunite pipes on the Eastern Limb of the Bushveld 

Complex, as described in this section, mining activities have been increasing at an alarming 

rate in the GTM (study area). To date, there are 27 mining activities taking place in the GTM 

with 15 operational mines and 12 which are in the prospecting stage. The mining of these ores 

in the eastern limb of the Bushveld complex may lead to PM emissions containing metal 

contaminants. High winds and mining activities, such as grinding, milling and mine tailings 

management, create coarse particles (≥1 μm diameter) through mechanical action and 

contribute to particle emissions (Zdanowicz et al., 2006). 



27 

 

 

The Bushveld Complex in South Africa (Figure 2.8) contains the world’s largest layered mafic-

ultramafic intrusion extending over an area of about 65 000 km2 in the sub-surface outcrop. 

 

 

Figure 2.8: Map of the Bushveld Complex showing chrome, platinum, vanadium, tin and 

fluorspar mining sites (Viljoen and Schürmann, 1998; Cawthorn et al., 2006). 

 

The Western Bushveld Complex comprises a great variety of rock strata ranging from dunite, 

pyroxenite, anorthosite and oxide layers in the ultramafic to mafic suite, and granophyres and 

granites of the felsic suites mainly found on the Eastern Bushveld Complex (Eales and 

Cawthorn, 1996; Cawthorn et al., 2006). The complex is home to several important ore deposits 

such as chromium, the platinum-group elements (PGE), vanadium, iron, titanium, tin, fluorspar 

and andalusite (Wilson and Anhaeusser, 1998; Cawthorn et al., 2006). Dr. Hans Merensky 

discovered the platinum-rich pipes and the Merensky Reef in 1924 (Cawthorn, 1999; Scoon 

and Mitchell, 2004). According to Schouwstra et al. (2000), the Merensky Reef extends to 

about 300 km around the entire outcrop of the eastern and western limbs of the Bushveld 

Complex, and a depth of about 5 km. The reef varies in thickness, mineral composition as well 
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as position of the mineralization. The rock-forming minerals of the Merensky Reef comprise 

approximately equal amounts of dark iron-magnesium silicate minerals and lighter calcium-

aluminium-sodium silicate minerals under and overlain by thin (5 to 15 mm) often 

discontinuous layers of chrorite concentrations. This zone, commonly known as the Merensky 

pegmatoid, contains the base metal sulphide grains and associated platinum group minerals.  

  

Wagner (1929) discovered that the PGEs mineralization in the Merensky and the Upper Group 

Two (UG2) chromitite reefs is restricted to a very narrow vertical interval of rocks. The UG2 

Reef consists primarily of chromite (60 -90% by volume), orthopyroxene (5-25%) and 5-15% 

of plagioclase (McLaren and De Villiers, 1982). Hence, in the UG2 chromitite there is 

essentially no PGE above or below the chromitite layer that rarely exceeds 1 m thick 

(Cawthorn, 2010). The most commonly found platinum group sulphide minerals found in the 

UG2 chromitites are laurite, cooperite, malanite and braggite (Penberthy et al., 2000). The 

secondary minerals forming part of the UG2 reef are listed in Table 2.2. 

 

Table 2.2: Secondary mineral composition of the UG2 reef (modified from McDowell, 2011). 

Minerals Composition 

Clinopyroxene  Ca, Mg, Fe, Na, Li silicates  

Base metal sulphides and other sulphides  Chalcopyrite (CuFeS2), Pyrrhotite (FeS), 

Pyrite (FeS2), Pentlandite ((FeNi)S)  

Oxides  Ilmenite (FeTiO3), Magnetite (Fe3O4), 

Rutile (TiO2)  

Micas  K, Li substitution  

in K2O.Al2O3.6SiO2.2H2O  

Secondary quartz  SiO2 

Chlorite  (MgFe)5Al(SiAl)O10(OH)8  

Serpentine  Mg3Si2O5(OH)4 

Laurite  Ru,S2  

Cooperite  PtS  

Malanite  (Pt,Rh,Ir)2CuS4  

Braggite  (Pt,Pd)S  
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Kinloch and Peyerl (1990) have observed that “normal” reef is characterized by the Pt–Pd 

sulphides braggite and cooperite, with laurite (RuS2) commonly associated with chromitite 

layers, whereas in “pothole” reef, the predominant PGM are Pt–Fe alloys at the centre and Pt–

Pd tellurides at the edge of potholes. The chromite-bearing rocks of the reef contain similar 

amounts of Ni, Cu, S, Au and Pd as the silicate rocks, but they contain 5 to 10 times more Os, 

Ir, Ru, Rh and Pt than the silicate rocks (Barnes and Maier, 2002).  

 

2.6 Chromite smelting 

 

Smelting operations in the GTM started in 1975 with the commissioning of the Tubatse 

Ferrochrome smelter owned by Samancor Chrome (Visser, 2006). This was followed (in 2003) 

by the commissioning of the Dilokong Smelter owned by ASA East Asia Metals Investment 

Co. Ltd. The third smelter (Lion Smelter) which was commissioned in 2014 is co-owned by 

Xstrata and Merafe Resources. According to Mining Watch Canada (2012), chromite ore is 

mined, crushed and processed to produce chromite concentrate (dry milling or grinding of 

chromite ore is now known to convert Cr(III) to Cr(VI) and efforts are required to avoid 

producing and spreading hexavalent chromium during mining activity). The chromite 

concentrate is then combined with a reductant (i.e. coke, coal, charcoal or quartzite) in a high 

temperature submerged arc furnace or direct current arc furnace to produce ferrochrome.  

 

During ferrochrome production process, air pollutants such as nitrogen oxides, carbon oxides 

and sulphur oxides (NOx, COx, SOx) and particulate dusts that contain heavy metals such as 

chromium (Cr), zinc (Zn), lead (Pd), nickel (Ni) and cadmium (Cd) are emitted into the 

atmosphere. The high temperature smelting of chromite ore results in the conversion of Cr(III) 

to toxic Cr(VI) which contaminates the emitted dust. 

 

Ferrochrome smelter operations are a potential source of aerosols containing toxic metals such 

as Cr-IV, lead, and cadmium which can have adverse health effects. Depending on atmospheric 

conditions, these metal-containing aerosols can find their way into river streams, human bodies 

and vegetation.   
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2.7 Heavy metals and their health effects 

 

Metals occur naturally in the environment in varying concentrations and are mainly found in 

rocks, soil, animals, plants and water (Bielicka et al., 2005). Metals occur in different forms 

such as ions in water, as vapours, salts, or mineral rock, sand and soil. Once emitted, metals 

can reside in the atmosphere for a lifetime (Bielicka et al., 2005). Heavy metals are metallic 

elements with a relatively high density and tend to be toxic or poisonous at low concentrations 

(Lentech Water Treatment and Air Purification, 2004).  

 

The heavy metals commonly found in the atmosphere are lead (Pb), cadmium (Cd), nickel (Ni), 

cobalt (Co), iron (Fe), zinc (Zn), chromium (Cr), arsenic (As), silver (Ag), mercury (Hg), and 

PGEs (GWRTAC, 1997; Nagajyoti et al., 2010). Table 2.3 shows the important sources of 

heavy metals in geological material or rock.  

 

Table 2.3: Heavy metal concentrations (ppm) in ingenious and sedimentary rocks (Cannon et 

al, 1978).  

Metals Basaltic 

igneous 

Granite 

igneous  

Shales and 

clays 

Black shales Sandstone 

As 0.2 - 10 0.2 - 13.8 ̶ ̶ 0.6-9.7 

Cd 0.006 - 0.6 0.003 - 0.18 0.0-11 <0.3 - 8.4 ̶ 

Cr 40 - 600 2 - 90 30 - 590 26 - 1,000 ̶ 

Co 24 - 90 1 - 15 5 - 25 7 - 100 ̶ 

Cu 30 - 160 4 - 30 18 - 120 20 - 200 ̶ 

Pb 2 - 18 6 - 30 16 - 50 7 - 150 <1 - 31 

Mo 0.9 - 7 1 - 6 ̶ 1 - 300 ̶ 

Ni 45 - 410 2 - 20 20 - 250 10 - 500 ̶ 

Zn 48 - 280 5 - 140 18 - 180 34 - 1,500 2 - 41 

 

These metals are emitted into the atmosphere as a result of human activities such as industrial 

operations, agriculture, motor transport and natural activities such as volcanic activities, soil 

erosion, forest fires, evaporation (Salomons and Forstner, 1984). Most metals in the 

atmosphere are in the form of particulates with the exception of mercury (Kvietkus et al., 2011). 

Most of these metals are soluble in water which makes it easy for them to enter the ecosystem 
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(Schwela, 2000). Some of the heavy metals such as Fe, Mn, Cu and Zn are essential elements 

for both plants and animals (Wintz et al., 2002), and their biochemical and physiochemical 

functions in plants and animals are in the form of redox reactions and in building blocks for 

enzymes (Nagajyoti et al., 2010). However, excess uptake of these metals results in toxic 

effects (Monni et al., 2000; Reeves and Baker 2000). These metals are removed from the 

atmosphere through dry and wet deposition processes (Shrivastav, 2001).  

 

2.7.1 Arsenic   

 

The source of arsenic is sulphide ores such as arsenopyrides FeAsS, realgar As4S4, and 

orpiment As2S3, and it also occurs in traces in other ores. Arsenic has a distinctive colour and 

mainly occurs as the As2O3 mineral produced as a by-product of non-ferrous metal processing 

of ores containing Cu, Pb, Zn, Ag and Au. It can also be found in ashes from coal combustion 

(Lee et al., 1991; Wuana and Okieimen, 2011). Arsenic metal is mainly used to alloy with lead, 

as rat poison, in medicine to kill parasites and to prevent wood rot (Lee et al., 1991). The toxic 

As(III) oxides are absorbed through the lungs and intestines (Manahan, 2004) and it is 

associated with cancer and circulatory disorders (Hayes, 1997). 

 

2.7.2 Cadmium  

 

Cadmium is mainly found in the Earth's crust and is produced as a by-product in the extraction 

of Zn, Pd and Cu. It is mostly used in nickel-cadmium batteries, as pigment in paints, in coating 

and plating to prevent corrosion, as stabilizers for plastics and as an alloy (Lee et al., 1991; 

Hayes, 1997; Manahan, 2004). The major exposure to humans occurs through uptake into food, 

plants and tobacco. Cadmium has low excretion rates which causes it to accumulate in human 

bodies, in particular in the kidneys and liver. Cadmium causes renal damage, bone disease and 

when inhaled as dust or fumes it can lead to oedema and epithelium necrosis (Hayes, 1997; 

Manahan, 2004; Wuana and Okieimen, 2011). 

 

2.7.3 Chromium  

 

Chromium is the 24th element on the periodic table of elements and is found in mineral ores 

such as chromite FeCr2O4 which is iron-black to brownish-black in colour. Chromite is formed 
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from cooling mafic magma or ultramafic magma (Lee et al., 1991; Wuana and Okieimen, 

2011). Chromium is mainly used to produce ferrochrome alloy (containing Fe, Cr). This 

element has a high melting point and hence it is used to manufacture refractory bricks, in 

furnace linings and foundry sand (Tkachenko et al., 1995). Trace amounts of Cr are necessary 

in the diet of mammals. Cr(III) and insulin helps to maintain glucose levels in the blood. Both 

Cr(III) and Cr(VI) are mainly used for chrome plating, the manufacture of dyes and pigments, 

leather tanning and wood preserving (Lee et al., 1991; Hayes 1997). Cr(VI) can readily pass 

cell membranes and has been linked to various cancer (Hayes, 1997). 

 

2.7.4 Cobalt 

 

Cobalt (Co) is generally abundant and most stable in the oxidation states Co(II) and Co(III). 

Co has low abundance in the Earth’s crust and occurs in ores such as cobaltide (CoAsS), 

smaltide (CoAs2), and linnaeite (Co3S4). Co ores exist with other ores such as Ni ores, Cu ores 

and Pb ores and hence Co is obtained as a by-product from the extraction of other metals. Co 

is used as pigment for the ceramic, glass and paint industries, and it forms high temperature 

alloys with steel, hard alloys such as stellite, and magnetic alloys such as alnico (containing 

Al, Ni, and Co). Co salts in fatty acids and naphthenic acids are used as drying agents in the 

paint industry (Lee et al., 1991). Industrial processing of Co ores such as mining and smelting, 

burning of fossil fuels and uses of cobalt containing phosphate fertilizers are the major 

anthropogenic sources of environmental cobalt (Linna et al., 2004). High exposure to cobalt 

causes haem oxidation (Yamatani et al., 1998; Bargagli, 2000). 

 

2.7.5 Copper 

 

Copper (Cu) is a transition metal and it is found in the Earth’s crust as copper nuggets. The 

most common copper ores are chalcocite Cu2S, basic copper carbonate CuCO3•Cu(OH)2, 

cuprous oxide Cu2O,  bornite Cu5FeS4. Cu is the most abundant transition metal after Fe and 

Zn. Cu is an essential micronutrient required (4-5mg) in the growth of both plants and animals, 

and the deficiency of Cu in animals results in the inability to use Fe stored in the liver. However, 

excessive amounts of Cu in the body can lead to anaemia, liver and kidney damage, and 

irritation of the stomach and intestines (Lee, 1991; Wuana and Okieimen, 2011). 

Anthropogenic activities such as smelting, fossil fuel combustion, processing of crustal 
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material and waste burning are the major sources of copper in the atmosphere (Egodawatta et 

al. 2013; Lee, 1991).  

 

2.7.6 Lead 

 

Lead (Pb) is a transition metal  and its main ore is galena PbS, which is black, shiny and very 

dense, and contains a number of metallic impurities such as copper (Cu), gold (Au), silver (Ag), 

tin (Sn), arsenic (As), antimony (Sb), bismuth (Bi) and zinc (Zn), and it ranges from 10 to 30 

mg kg-1 in the Earth’s crust (Lee, 1991; USDHHS, 2019). The majority of industrially-

produced lead is used in the manufacture of lead/acid storage batteries. Lead is also used in 

solders, bearings, cable covers, ammunition, pigments, and as an additive (tetraethyl plumbane, 

PbEt4) to petrol (Lee, 1991; Manahan, 2004). Humans are typically exposed to lead through 

inhalation and ingestion. The use of lead-containing products has declined because of 

knowledge about lead toxicity (Lee, 1991). Accumulation of lead in body organs such as the 

brain, kidneys, the gastrointestinal tract and the central nervous system can lead to loss of 

memory, nausea, insomnia, anorexia, and weakness of joints or even death (Blaxter, 1950). 

 

2.7.7 Molybdenum 

 

Molybdenum (Mo) is a transition metal that does not occur naturally as a free metal on Earth, 

but rather in various oxidation states in minerals. It occurs as the mineral molybdenite MoS2, 

other minor commercial ores of molybdenum are powellite (Ca(MoW)O4) and wulfenite 

(PbMoO4). Mo is a silvery metal with a grey cast and has the melting point of 2,623 °C. It 

readily forms hard, stable carbides in alloys such as ferromolybdenum which can then be added 

to steel (Lee, 1991). It is also used for pollution controls in power plants. At 350 °C (662 °F) 

the element acts as a catalyst for NO2/NOx to form only NO molecules for consistent readings 

by infrared light (Lal and Patil, 2001). Mo is an essential element occurring as a component of 

a pterin coenzyme essential for the activity of xanthine oxidase, sulphite oxidase, and aldehyde 

oxidase (Abumrad, 1984). Mo deficiency in infants may result in high levels of sulphite and 

urate, and neurological damage due to the inability of the body to use Mo in enzymes (Reiss, 

2000). However, high levels of Mo in the body can interfere with the uptake of copper, leading 

to copper deficiency in the body and thus preventing plasma proteins from binding with copper. 



34 

 

The symptoms of high levels of Mo include diarrhoea, stunted growth, anaemia and 

achromotrichia (loss of pigment in hair) (Suttle, 1974).  

 

2.7.8 Nickel 

 

Nickel (Ni) is a silvery-white lustrous transition metal with a slight golden tinge and is the 22nd 

most abundant element by weight in the Earth’s crust. The most important Ni ore is pentlandite 

(Fe,Ni)9S8 with the ratio of 1:1 of Fe:Ni, while some commercially-available ores include 

sulphides mixed with Fe and Cu, and alluvial deposits of silicates and oxides or hydroxides 

such as garnierite (Mg,Ni)6Si4O10(OH)8 and nickeliferous limonite (Fe,Ni)O(OH)(H2O)n.  

 

Ni is mostly produced to make ferrous and non-ferrous alloys to increase the strength of steel 

and to alleviate chemical attack (Lee, 1991). Ni is the central metal in urease enzyme which 

acts as a catalyst in the hydrolysis of urea in plants (Sigel et al., 2008; Sydor et al., 2014). 

However, in humans the urease enzyme serves as a virulence factor and is responsible for 

pathogenesis (Sujoy and Aparna, 2013). This metal is released into the environment through 

mining or smelting, refining, waste-water production, fossil fuel combustion, and exposure to 

humans can occur through inhalation, ingestion and dermal contact (ATSDR, 2005). Chronic 

exposure of Ni to the skin can result in dermatitis (Butticè, 2015) while inhalation of Ni has 

been linked to respiratory illnesses (ATSDR, 2005). However, ingested Ni is excreted from the 

body through faeces, sweat and urine (Das et al., 2008). 

 

2.7.9 Mercury 

 

Mercury (Hg) exists as a red-coloured ore cinnabar HgS with a density of 8.1 g.cm-3, melting 

point of 13.5 °C and boiling point of 357 °C (Lee, 1991; Smith et al., 1995). The major source 

of mercury into the atmosphere is mining, coal combustion, smelting of metal ores and oil 

refining (Smith et al, 1995; UNEP, 2013). It is mainly released into the atmosphere as 

elemental mercury (Hg0), reactive gaseous mercury (Hg+2), mercurous (Hg2
+2) and particulate 

mercury [Hg(p)] (Smith et al, 1995; Cohen et al. 2004). Mercury in its insoluble state (Hg0) 

has been estimated to have a lifetime of about one year and can be transported over long 

distances through global circulation systems (Euro Chlor, 2009).  (Hg+2) and [Hg(p)] have 

shorter atmospheric lifetimes and deposit more locally and regionally (Cohen et al. 2004). 
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Human exposure to mercury is through inhalation, ingestion and dermal contact. Once in the 

body, mercury can enter the blood stream and damage the brain and kidneys (ATSDR, 1999). 

 

2.7.10 Platinum group metals 

 

Platinum group metals (PGMs) such as platinum (Pt), palladium (Pd), rhodium (Rh), ruthenium 

(Ru), osmium (Os) and iridium (Ir) occur naturally in the Earth’s crust as mafic-ultramafic ores 

and they have similar chemical and physical properties (Lee, 1991). Table 2.4 shows chemical 

properties of PGMs.  

 

Table 2.4: Chemical properties of platinum group elements (British Geological Survey, 2009).  

 Pt Pd Rh Ir Ru Os Au 

Atomic weight 195.08 106.42 102.91 192.22 101.07 190.23 196.97 

Atomic number 78 46 45 77 44 76 79 

Density (gcm-3) 21.45 12.02 12.41 22.65 12.45 22.61 19.3 

Melting point (°C) 1769 1554 1960 2443 2310 3060 1034 

Electrical 

resistivity (micro-

ohm cm at 0 °C) 

9.85 9.93 4.33 4.71 6.8 8.12 2.15 

Hardness (Mohs) 4-4.5 4.75 5.5 6.5 6.5 7 2.5-3 

 

PGMs are released into the environment by human activities such as mining and smelting, 

medical institutions and motor vehicles (Sures et al., 2005; Rauch and Morrison, 2008). Human 

exposure to PGMs is through inhalation, dietary intake and dermal contact. There are no known 

health effects associated with the presence of PGMs in the environment due to the low levels 

found in the environment (Rauch and Morrison, 2008). 

 

2.8 PM monitoring 

 

The purpose of ambient monitoring is to collect data that will scientifically inform policy and 

strategy development for environmental management. An air quality monitoring plan must be 

developed to outline the monitoring objectives which in turn will determine the type of 
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parameters to be monitored, whether it should be continuous monitoring or passive sampling 

and the location of monitoring stations. The measurement of concentrations of PM in ambient 

air is not straight-forward. There are a variety of techniques available for measuring mass 

concentrations, but due to the complex nature of PM, the method that is selected can 

significantly influence the results. Meteorology plays an important role in air quality 

monitoring and must be collected simultaneously with ambient air pollution data. 

 

2.8.1 PM continuous monitoring 

 

There are several commercially-available technologies for automated, continuous monitoring 

of PM mass. These include opacity monitors, light-scattering technologies, beta gauges, 

acoustic-energy monitoring, tapered-element oscillating microbalance (TEOM), and 

turboelectric technology. These continuous monitors are automated to provide real-time data 

(Baron and Willeke, 2001).   

  

2.8.2 Passive sampling 

 

Originally, passive samplers were developed for personal exposure assessment, however, in 

recent years they have been increasingly used to monitor a broad range of pollutants due to 

their low cost and user friendliness (White 2014). The passive samplers have been tested as an 

alternate method to conventional air sampling methods, such as the University of North 

Carolina (UNC) passive samplers (used in this study) for monitoring PM. Passive samplers are 

ideal for assessing personal and environmental exposures over time frames generally ranging 

from one day to two weeks. Exposure times as short as 8-hours and as long as one month are 

achievable under requisite concentration conditions (U.S EPA, 2004). The passive sampling 

methods offer advantages in affordability and portability that allow more sites to be monitored. 

Weaknesses include the need for sampling over longer periods of time precluding gathering 

information on a short-term basis, e.g., hourly or daily peaks (MASSPORT, 2007). 

 

Wagner and Leith (2001a; 2001b) introduced the University of North Carolina (UNC) passive 

samplers (Figure 2.9) as the cheapest way of measuring PM concentration. The passive sampler 

was designed to be small and lightweight and sturdy for easy deployment anywhere, and they 
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are convenient for microscopy analysis, and are resistant to sample contamination or 

resuspension (Wagner and Leith, 2001a).  

 

 

Figure 2.9: UNC passive sampler (Wagner and Leith, 2001a). 

 

The sampler body is composed either of aluminium or a carbon Scanning Electron Microscopy 

(SEM) sample mount. Aluminium-based samplers are preferable for size distribution analyses 

because their high conductivity allows for good resolution. Carbon-based samplers are 

preferable when elemental analysis is important to minimise interference with the elemental 

spectra. The stainless-steel mesh cap prevents deposition of large particles such as sand, hair 

or other debris from collecting onto the sampler surface. The diameter of the mesh hole ranges 

from 160 µm to 225 µm from top to bottom. However, there are many commercially available 

mesh sizes that can be used depending on the sampling application (Wagner and Leith, 2001a).  

 

The samplers collect particles onto the collection surface as shown in Figure 2.10. The particles 

settle out of the atmosphere through gravitational, diffusion and turbulent inertial forces onto 

the collection surface. The flux of particles deposited onto the collection surface during a given 

time is used to estimate the average mass concentration of airborne particles (Wagner and 

Leith, 2001b). Ott and Peters (2008) developed flat plate shelter (Figure 2.11) to protect the 

passive sampler designed by Wagner and Leith from precipitation and to minimize wind-

induced turbulence and deposition velocity 
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Figure 2.10: Schematic deposition into passive sampler with horizontal mean wind velocity 

(Wagner and Leith, 2001b). 

 

 

Figure 2.11: Shelter plates for passive sampler (Ott and Peters, 2008). 

 

Wagner and Leith (2001a) gave a detailed description of the deposition velocity model to 

estimate airborne mass concentration from microscopic images of particles collected on a 

passive sampler. The contribution of a single particle i to mass concentration, C, is calculated 

as: 
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𝐶𝑖 = 
𝐹𝑖

𝑉𝑑𝑒𝑝¸,i
 = (

𝑚𝑖

𝐴𝑇 𝑡
)

1

𝑉𝑑𝑒𝑝¸𝑖
,                  2.21, 

 

where F is the mass flux of the particle to the deposition surface, Vdep is the deposition velocity 

of the particle, mi is the mass of the particle, AT is the total area of the sample that was analyzed 

and t is the sample time. Deposition velocity, Vdep, is calculated as:  

 

𝑉𝑑𝑒𝑝, 𝑖 =  𝑉𝑎𝑚𝑏𝑖𝑒𝑛𝑡 𝛾𝑚𝑒𝑠ℎ                 2.22, 

 

where Vambient is the theoretical deposition velocity and γmesh is the mesh factor. The mesh factor 

accounts for the fact that the sampler’s mesh cover reduces the deposition of particles to the 

substrate. The mesh factor is calculated as follows: 

 

γmesh = 0.00595(
𝑑𝑎 𝜏𝑔

ʋ
)−0.439                  2.23, 

 

where da is the particle’s aerodynamic diameter, τ is its relaxation time, g is the gravitational 

constant, and ν is the kinematic viscosity of air. 

 

Ott and Peters (2008) in their study accounted for turbulent inertial deposition and frictional 

velocity, u*, that occurs when Wagner and Leith passive samplers are used without the shelter 

plate, where Vambient is then calculated as follows: 

 

Vambient = 
−𝑉𝑡

((1−0.67τ0.49u∗−0.02ʋ−0.49Vt)e−VtI)−1
                2.24, 

 

where, 

 

I = 
1

3√3

29τ
 (ʋ

D⁄ )−2 3⁄ +6.2×10−4(τu∗2 v)2⁄
×

1

u∗                 2.25, 

 

where 𝑉𝑡 =  𝜏𝑔 and D is the particle diffusion. The frictional velocity is estimated using the 

following equation: 
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u* = k
𝑢

𝑙𝑛(
𝑧

𝑧0
)
                    2.26, 

 

where k is von Karman’s constant, u is the wind speed, z is the height above ground level at 

which wind is measured and z0 is the surface roughness. When Ott and Peters (2008) shelter 

plates are used, the particle settling velocity, Vambient, without turbulent inertial deposition is 

calculated as: 

 

 𝑉𝑎𝑚𝑏𝑖𝑒𝑛𝑡 =  𝜏𝑔                   2.27, 

 

 2.9 Computer Controlled Scanning Electron Microscopy 

 

Microscopes have long been used in identifying the chemical and morphological characteristics 

of features too small to be identified with the naked eye. The microscope can analyze individual 

features to provide a resolution of sample constituents and their associations unobtainable by 

most gross or bulk analysis methods. The increased resolution, both light- (optical) and electron 

microscopy have often been employed in PM analysis. The manual microscopic analysis is 

tedious and laborious. The results obtained from manual microscopic analysis have usually 

been only qualitative because of the relatively small number of particles being characterized. 

A quantitative analysis requires reproducible sizing and identification of enough individual 

particles to satisfy statistical counting requirements. Hence, a computer-controlled scanning 

electron microscopy (CCSEM) is used to provide quantitative results within a reasonable 

analysis time. CCSEM permits comparison of microscopic results with those from bulk 

analysis while retaining the feature-specific resolution of manual microscopy (Casuccio et al., 

1983). 

 

CCSEM combines three analytical tools under computer control: 1) the scanning electron 

microscope, 2) the energy dispersive spectrometry X-ray analyzer, and 3) the digital scan 

generator for image processing. In the SEM, a finely focused electron beam impinges upon the 

sample surface. The interaction of the electron beam with the sample produces various effects 

that can be monitored with suitable detectors such as energy dispersive spectrometry (EDS) 

and wavelength-dispersive spectrometry (WDS). Some of these effects include the production 

of secondary, backscattered and Auger electrons; emission of characteristic X-rays; photo and 

cathodoluminescence; and electron channeling. Secondary and/or backscattered electrons are 
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used to create a viewing image, and the X-ray emission is monitored to determine the 

elementary chemistry and properties of an object (Casuccio et al., 1983). The SEM has been 

used in receptor modelling because of its ability to characterize the attributes of individual 

particles and thereby defining their sources (Husar and Wilson, 1989).  

 

For PM analysis, the automated image analysis uses the backscattered electron mode, which is 

sensitive to differences in atomic number, to determine when the beam is on a particle. As the 

electron moves across the image, the image intensity at each point is compared with a threshold 

level. This comparison is used to determine whether the electron beam is “on” a particle (above 

threshold) or “off” a particle (below threshold). If the signal is below the threshold level, the 

computer selects a new coordinate and directs the beam to the new point. The distance between 

these “off points” is specified so that all particles larger than a selected size will be detected. 

When the coordinate is reached where the signal is above the threshold level, the computer 

switches to a subroutine that drives the beam across the particle in a preset pattern to determine 

the dimensions and shape of the detected feature. For each feature, the maximum, minimum, 

and average diameters are stored along with the centroid location. The centroid of each location 

is compared to those of previously detected particles to prevent double counting (Casuccio et 

al., 1983).  

 

In the CCSEM, each particle is classified as a particle type based on its elementary chemistry. 

This is accomplished by characteristic X-rays which are fluoresced by the electron beam on 

the particle. The X-ray spectrum from each particle is processed to obtain relative 

concentrations for metal elements. Applying the chemistry and shape factor, each particle is 

then assigned to a defined particle type. If that particle’s chemistry fits none of the predefined 

types, a new type will be created. In the absence of elemental peaks, or low peak to background 

ratios, the particle is then classified as carbon. The labels assigned to particle types are often 

descriptors of elemental composition and do not imply positive identification of a specific 

chemical compound (Casuccio et al., 1983). CCSEM can analyze many particles in a short 

period of time compared to manual microscopic methods (Lee et al., 1981). The use of 

computers to control SEM enables each particle to be tested against the same set of analysis 

parameters to assure uniformity of the analysis. CCSEM results are more precise and accurate 

than manual methods (Lee and Fisher, 1980).  
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2.10 Impacts of meteorology and topography on PM concentrations 

 

Weather systems are distinguished by their characteristic scales (ranging from microscale to 

global-scale) and circulation patterns. The difference in weather patterns is caused by energy 

imbalances which produce temperature and therefore, pressure variations. Pressure gradients 

generate winds, which in turn are influenced by factors such as the Earth’s rotation, frictional 

drag, temperature variations, moisture variations and mountain barriers. The wind systems 

occur at a variety of scales which are interdependent on each other (Tyson and Preston-Whyte, 

2000). The physical and chemical properties of particulates are largely affected by 

meteorological conditions of the emission and deposition location. Meteorological parameters 

such as wind speed and direction, mixing height, relative humidity, temperature and rain can 

influence air pollutant concentrations (DeGaetano and Doherty, 2004).  

 

During winter months in South Africa, the north-eastern parts are strongly dominated by 

anticyclonic systems throughout the troposphere in which airflows are associated with frequent 

subsidence within the atmosphere resulting in increased stability which in turn suppresses the 

vertical distribution of air (Tyson and Preston-Whyte, 2000). Stagnant wind conditions allow 

air pollutants to accumulate near the Earth's surface, resulting in elevated and localised 

concentrations of air pollutants (Chaloulakou et al., 2003).  

 

During the months of May–October, Southern Hemisphere mid-latitude frontal systems 

influence the southern portions of the region. These frontal systems and the low cloudiness and 

fog associated with the Benguela Current are the only significant synoptic-scale weather 

phenomena which affect the region. Winds over most of the region are south-easterly 

throughout the year, with wind speeds varying from a low of 2.6-7.7 m.s-1 in June to December 

to a high of 5-10 m.s-1 in June to December (Potgieter, 2006). High wind speeds are generally 

associated with low levels of gaseous pollution due to dilution and dispersion of the pollutants. 

Conversely, fast near surface winds are linked with high levels of PM caused by resuspension 

of ground particles and long-range transport of particulates between regions (Wise and Comrie, 

2005; Gietl and Klemm, 2009). The shape of the landscape plays an important role in trapping 

or dispersing pollutants. Air pollution concentrations in mountain valleys tend to be higher in 

colder months compared to warmer months (Ahrens, 2012). 
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2.10.1 Homogeneous and flat terrain 

 

A homogeneous and flat terrain is one in which the vertical structure of the atmospheric 

boundary layer (ABL), and therefore the vertical profiles of meteorological variables, are 

mainly determined by the surface turbulent fluxes of momentum, heat and moisture, as 

described by the Monin-Obukhov similarity theory (Garratt, 1992; Kaimal and Finnigan, 

1994). The wind flow in the homogeneous and flat terrain is influenced by synoptic 

circulations. Hence, pollution measured in this area can be transported over long distances 

before settling down (Stohl et al., 2002). 

 

2.10.2 Complex and valley terrain 

 

The interaction between the winds in the valley and winds above the valley influences the 

dispersion of pollutants released at the ground or from high stacks in the valley. The winds are 

dependent on the relation between valley circulations and synoptic circulation (Whiteman and 

Doran, 1993). Mechanisms responsible for valley winds, such as when the thermal forcing 

gives rise to the mountain/valley breeze system, have been described (Figure 2.12).  

 

The forced channelling produces winds flowing along the valley axis and generates sudden 

reversal of the wind direction when geostrophic wind moves across a line normal to the valley 

axis. The downward turbulent transport of horizontal momentum produces wind directions 

within the valley that are similar to the geostrophic direction, with a slight turning near ground 

caused by friction. During pressure-driven channelling the winds inside the valley are driven 

by the component of geostrophic pressure gradients along the valley axis, and wind direction 

reversal occurs when the geostrophic wind shifts across the valley axis. 
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Figure 2.12: Mountain and valley wind system by day (a) and at night (b) (Oke, 1987). 

 

The relative importance of the different flows depends on the size, depth and width of the 

valley. The first two mechanisms are more important in narrow and steep-sided valleys, while 

the last two are more relevant in large scale wide valleys of moderate depth. Therefore, there 

are few situations in which wind speed and direction inside the valley can be predicted from 

the overlying synoptic wind. Nonetheless for many practical applications the flow inside broad 

valleys characterized by a flat bottom is locally similar to flow over flat terrain, unless the site 

is located near a valley side-slope. The flow over small scale gentle valleys, where downward 

momentum transport is dominant, can be described by the linear theory. The air pollution 

associated with valley terrain will be discussed in the next paragraphs. 

 

A complex terrain is a landscape with high mountains and steep inclinations. In that type of 

terrain, the wind flow is very hard to predict. However, the steep slopes give rise to thermally-

induced circulations like mountain-valley breezes, generates mountain waves, and strongly 

modifies the characteristics of synoptic flow (Atkinson, 1981; Whiteman, 1990; Durran, 1990). 

 

Zardi and Whiteman (2012) referred to mountain winds as slope winds or valley winds (shown 

by blue arrows in Figure 2.13). The slope winds are generated by buoyancy forces induced by 
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temperature differences between the air adjacent to the slope and the ambient air at the same 

height far from the slope. The slope winds blow up-slope during daytime and down-slope 

during night-time. To maintain continuity a closed circulation develops across the valley, 

involving air moving downward in the valley centre during the day and upward during the 

night.  

 

  

Figure 2.13: Mountain/valley winds (Edgerton et al., 1995). 

 

The cross-valley circulation transports heat across the valley, heating (or cooling) the whole 

valley atmosphere, and therefore contributing to the development of valley winds. These winds 

are produced by horizontal pressure gradients that develop as a result of temperature 

differences between the air in the valley and the air at the same height over the adjacent plain. 

Valley winds blow parallel to the longitudinal axis of the valley, directed up-valley during 

daytime and down-valley during night-time (Figure 2.14). The circulation is closed above the 

mountain ridges by a return current flowing in the reverse direction. The actual development 
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of thermally-driven winds is often complicated by the presence of other wind systems 

developed on different scales. The mountain/valley breezes (Figure 2.14) have a significant 

impact on the dispersion of pollutants released inside the valleys.  

 

  

Figure 2.14: Mountain/valley winds blowing parallel to the longitudinal axis of the valley 

(Darrow, 2018). 

 

Temperature inversions are most common in valleys where cool mountain air sweeps down 

into the valley at night, below the warm, polluted air. This inversion keeps the pollutants close 

to the ground instead of allowing it to disperse into the atmosphere. A flow of thermal or 

synoptic origin, channelled inside a valley, can transport plumes along the valley towards cities 

limiting the crosswind dispersion. Smoke stagnation in the bottom of the valleys can be 

favoured by the temperature inversion that develops inside the valley during the night and is 

destroyed by the growing convective boundary layer in the morning (Oke, 1987). 

 

2.11 Literature review on international and local studies 

 

Given the complex nature of PM which varies in size distribution, composition and 

morphology (Khlystov, 2001) there have been several studies indicating that PM contains 
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heavy metals as one of its constituents. There is a plethora of studies on source apportionment 

internationally with only a handful of studies undertaken in South Africa. 

 

2.11.1 International and local chemical composition studies 

 

Several studies on the composition of PM have been conducted around the world. Sharifi et al. 

(2008) did a study in Sheffield, United Kingdom, on the composition and physical/chemical 

properties of airborne PM in trying to make a connection between their impacts on the 

environment and human health. The samples in this study were collected using the tapered 

element oscillating microbalance technique (TEOM). The sample filters were then analysed 

for their morphology and elemental compositions using Scanning Electron Microscopy with 

Energy Dispersive X-Ray Spectrometer (SEM-EDS) and Laser Ablation Inductively Coupled 

Plasma Mass Spectrometry (LA-ICP-MS). The findings showed that most individual particles 

originated from high temperature sources and road transportation. Some metals and their 

elemental compositions detected in the samples were traced back to the common metallic 

elements widely used in the steel and metal industries.  

 

A study on seasonal variation of heavy metals in ambient air was also conducted in Washington 

DC, USA (Melaku et al., 2008). Ambient air samples were isolated by drawing air through a 

quartz fibre filter which was placed in a home-built cyclone impactor. The samples were 

dissolved in acid before analysis with a Perkin-Elmer Model 800 Atomic Absorption 

Spectrometer (AAS) with an inverse longitudinal Zeeman-effect background correction system 

for the quantification of heavy metals. The results indicated that the heavy metal concentrations 

in ambient air followed the trend Cr~Pb > Cd > As. The peak values in the concentrations of 

the heavy metals were typically observed during the summer months, except for cadmium and 

chromium (in ambient air), regardless of the sample type. When the heavy metals data were 

compared to the meteorological variables temperature and precipitation, the results indicated a 

strong dependence on mean temperature and amount of precipitation. The spread in the heavy 

metal concentration over the observation period suggested a high seasonal variability for heavy 

metal content in ambient air. 

 

Herrera et al. (2009) did a study in San Jose, Costa Rica, on composition of trace metals in PM 

in an effort to better the understanding of the origin of these trace metals. Samples were 
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collected with a Thermo Andersen high volume PM10 sampler on glass fibre and quartz filters 

and were analysed using an AAS with a graphite furnace attachment. It was found that Pb, V 

and Cu received a large contribution from the combustion of fossil fuels and metalworking 

industries located in the city of San Jose. Pb, Cr, Fe and Al concentrations were increased by 

the predominant winds that transport industrial and domestic emissions which pass through the 

city where the sampling stations were located. 

 

Kothai et al. (2009) did a study on the characterization of atmospheric PM using the PIXE 

technique in the area of Vashi, Navi Mumbai, India. They found that high levels of zinc and 

sulphur were present in both particulate fractions. However, there was an enrichment of Cu, Cr 

and Mn in the fine fraction, suggesting their origin from anthropogenic sources. The analysis 

also identified other sources such as industrial, combustion and sea salt as contributing to 

elements’ concentrations in the area.  

 

In 2010, Razos and Christides published a study to determine the fine and coarse PM 

concentrations of heavy metals in the industrial area of Elefsis, Greece. The samples were 

collected using a stacked filter unit sampler and analysed by Anodic Stripping Voltammetry 

(ASV) and Inductively Coupled Plasma Atomic Emission Spectrometry (ICP-AES). The study 

found that although the levels of PM10 particulates were two times that of PM2.5 particulates, 

the annual concentrations of elements (which are regulated by the European Union) namely 

lead (Pb), cadmium (Cd) and Nickel (Ni) were lower than the prospective assessment threshold. 

Furthermore, the Pb/Cd average ratio in coarse and fine airborne particulates suggested that Pb 

was mainly emitted by industrial sources as opposed to motor vehicles. 

 

A study of the seasonal variation of metal composition of PM particles conducted in Warszawa, 

Poland (Majewski et al., 2011) collected and analysed sampled using AAS. The study found 

that although there were occasional occurrences of exceedances of PM10 levels in the area, the 

composition of PM10 particles confirmed that the target values of As, Cd and Ni were not 

exceeded as determined by the Poland Directive 2004/107/WE. However, analysis of data 

spanning five years in the area of Warszawa indicated that there was a risk of exceeding the 

limits set by the European Union. 
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Seasonal variation and sources of heavy metals and composition of particulates was assessed 

in Ulsan, Korea (Lee and Hieu, 2011). Samples were collected simultaneously using a high 

volume PM10 sampler (Model 6070, Tisch Environmental, Inc., USA) and a PQ 200 PM2.5 

sampler. The high-volume sampler (1.13 m3/min) for PM10 measurements and PQ 200 (16.7 

L/min) for PM2.5 measurements were loaded with Whatman quartz fibre filters at a size of 203 

× 254 mm and a diameter of 47 mm, respectively. The samples were then extracted by 

dissolving them with a mixture solution of 1.03 M HNO3 and 2.03 M HCl (1:1) using an 

ultrasonic water bath at 90°C for two hours. Samples were kept in a refrigerator at 4°C until 

analysed. Extracted solutions were analysed by (ICP-AES). All of the metals in PM2.5 and PM10 

were found to have higher concentrations in spring than in summer, except Cr in PM10 which 

showed similar concentrations between spring and summer. Seasonal differences in the metal 

concentrations may have been attributed to differences in wind directions with some winds 

passing through industry or traffic areas. Principal component analysis for the heavy metals in 

PM2.5 and PM10 identified industrial emissions and road dust (soil and traffic) as major sources 

at the sampling site.  

 

Dubey et al. (2012) did a trace metal analysis of PM10 particulate in the mining and non-mining 

areas of Dhanbad region, Jharkhand, India. The samples were collected using the EPM 2000 

filter papers and acid digested before analysis by AAS. The concentrations of trace metals were 

found in the order of Fe>Cu>Zn>Mn>Cd>Pb>Ni. The study found that the major sources of 

airborne trace metals identified were from mining and associated activities, Earth crust, 

biomass burning, oil combustion, and fugitive emissions. Similarly, Ogugbuaja and Barsisa 

(2001) did a study to determine the metal composition of suspended PM in Yola and Maiduguri 

areas in Nigeria. High levels of metal concentrations were observed in both areas with 

concentrations of Cd and Pb reaching a maximum of 83.1 ppb and 95 ppb, respectively. A 

number of industries were identified as the source of metals in this area in addition to dust from 

the desert during Harmattan season. The high values in Yola were also attributed to lack of air 

dispersion due to the area being situated in a valley.  

 

Pumure et al. (2003) studied characterization of PM emissions from the Zimbabwe Mining and 

Smelting Company (ZIMASCO) in Kwekwe, Zimbabwe. The samples were collected and 

analysed using AAS. The study found that the highest concentrations of Cr and Fe occurred in 

the fine particulates of sizes less than 59 μm whilst that of Cu and Zn occurred in the coarse 
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particulates of size range 70-100 μm. Chromium and Iron where found to be metals in the 

largest amounts than any other metals.  

 

Kgabi (2012) studied the composition of inhalable atmospheric particulates in Rustenburg, 

South Africa. In this study, inhalable PM was sampled using the TEOM series 1400a, the 

samples were then analysed using Scanning Electron Microscopy coupled with Energy 

Dispersive Spectrometer (SEM-EDS) to determine their elemental composition. 

Concentrations of nitrates and sulphates were determined using Ion Chromatography (IC). 

Analysis by SEM-EDS showed the presence of atmospheric particles of complex composition 

including S, Si, Al, Mg, Ca, Pb, Fe, Cr, Ni, V, and Pb. The sources which were identified as 

the possible contributors to elemental composition in the area were soil dust, industry, biomass 

burning and traffic. 

 

In a study on characterization of PM10 samples in Vanderbijlpark, South Africa (Moja and 

Mnisi, 2013) samples were collected using a dual E-Sampler which combines the light scatter 

and the gravimetric filter methods. SEM-EDS and ICP 6000 were then used for elemental and 

physical characterization of the samples. The results concluded that the concentrations of 

evaluated heavy metals decreased in the following order: iron (Fe) > manganese (Mn) > zinc 

(Zn) > copper (Cu) > vanadium (V) > titanium (Ti) > nickel (Ni) > lead (Pb). It was also found 

that there was a positive correlation between Zn and Pb (r = 0.916); Zn and Mn (r =0.883); Zn 

and V (0.984); Zn and Ni (r = 0.877); Zn and Fe (r = 0.914), which suggests common 

anthropogenic sources such as the steel and metallurgical alloy-making processes, road 

transport, industrial chemical reactions, coal and oil burning activities and windblown dust. 

 

Having considered the literature and techniques used, in this study the UNC passive samplers 

were used to collect PM samples and the chemical composition of particulate matter was 

determined using CCSEM. This introduced a new method (in South Africa and likely the whole 

of Africa) of identifying both natural and anthropogenic sources of PM with particle rich 

elements. Future studies using UNC passive samplers might consider using other spectroscopic 

techniques such as Ion Chromatography (IO), Inductively Coupled Plasma (ICP), and AAS for 

elemental analysis of PM samples. This will assist in determining individual elements rather 

than particle rich elements. This is to ensure that we build a database of PM chemical elements. 
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2.11.2 International and local source apportionment studies 

 

Source apportionment of PM using receptor modelling has been studied across the globe by 

many researchers. Several international studies on source apportionment are mentioned in the 

introduction section of Manuscript 2. There is scarcity of articles on source apportionment in 

South Africa and the African continent as a whole where few studies have been undertaken, 

namely in South Africa (Engelbrecht et al., 2001; Kgabi, 2010), Ghana and Gambia (Zhou et 

al., 2013, Zhou et al., 2014), Nigeria (Oluyemi and Asubiojo, 2001), Tanzania (Bennet et al., 

2005; Mkoma et al., 2010), Ethiopia (Etyemezian et al., 2005) and Benin (Fourn and Fayomi, 

2006). 

 

In this study, source apportionment was undertaken to determine the source profiles, apportion 

the sources and determine their contribution to the total PM in the GTM to add to the 

knowledge base within South Africa. To the best of the author’s knowledge, there has never 

been a study in South Africa and Africa as a whole to determine source profiles and apportion 

the sources using a combination of UNC passive samplers (to collect the samples), CCSEM 

(for chemical composition), and PMF model.  

 

2.12 Air quality legislation 

 

Air quality management in South Africa began in 1965 through the promulgation of the 

Atmospheric Pollution Prevention Act (Act No 45 of 1965) (APPA). However, the APPA 

proved to be relatively ineffective in reducing pollution from the sources as intended. This 

resulted in emergence of pollution “hot-spots” across the country. Enshrined in the South 

African Constitution (Act No. 108 of 1996) is the right for everyone to live in an environment 

that is not harmful to their health or wellbeing (National Framework for Air Quality 

Management, 2012). Air quality monitoring and data analysis provides the scientific basis for 

the management of air quality through policy and legislation development. There are several 

legislations in place in South Africa to manage the environment. The National Environmental 

Management Act (Act No 107 of 1998) states that pollution and degradation of the environment 

must be avoided and if not they must be minimised or remedied.  
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The National Environmental Management Act: Air Quality Act (Act No.39) was established 

in 2004 to integrate the management of the environment from both the sources and the ambient 

environment. This was intended to monitor the impacts on the receiving environment by setting 

standards for pollutant levels in ambient air (for compliance monitoring) and setting emission 

standards to minimise the amount of pollution that enters the atmosphere. National Ambient 

Air Quality Standards were promulgated on the 24th of December 2009 and updated on the 29th 

of June 2012 for PM2.5 (Table 2.5). These standards were developed using guidelines from the 

WHO and are based on evidence of the impacts of air pollution on health outcomes.  

 

Table 2.5: South African Ambient Air Quality Standards (DEA, 2012). 

Pollutant Averaging period Concentration Frequency 

of 

Exceedance 

Compliance Date 

 

 

SO2 

10 minutes 500µg/m3 526 Immediate 

1 hour 350µg/m3 88 Immediate 

24 hours 125µg/m3 4 Immediate 

1 year 50µg/m3 0 Immediate 

 

CO 

1 hour 30µg/m3 88 Immediate 

8 hour (calculated 

on 1 hourly 

averages) 

 

10µg/m3 

 

11 

 

Immediate 

 

NO2 

1 hour 200µg/m3 88 Immediate 

1 year 40µg/m3 0 Immediate 

 

 

PM10 

24 hours 120µg/m3 4 Immediate – 31 

December 2014 

24 hours 75µg/m3 4 1 January 2015 

1 year 50µg/m3 0 Immediate – 31 

December 2014 

1 year 40µg/m3 0 1 January 2015 

O3 8 hours (running) 120µg/m3 11 Immediate 

PM2.5 24 hours 40 µg/m3 4 1 January 2016 – 

31 December 2029 
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 24 hours 25 µg/m3 4 1 January 2030 

 1 year 20 µg/m3 0 1 January 2016 – 

31 December 2029 

 1 year 15 µg/m3 0 1 January 2030 

 

 

2.13 Geographic Information Systems and Modelling Applications 

 

Geospatial analysis and modelling applications play a very important role in formulating air 

pollution control and management strategies by providing information about better and more 

efficient air quality planning. This section outlines the role of Geographic Information System 

(GIS) in air quality management through its ability to analyse the spatial distribution of PM 

and PM chemical components as outlined in manuscript 1.  This statistical software is also used 

in manuscript 3 to display the spatial distribution of PM10 from industrial point sources. A 

detailed description of the HYSPLIT model is given below. This model is used in manuscript 

2 to qualitatively identify the dominant transport pathways to receptor sites in the study area. 

Based on the chemical information from CCSEM, the PMF model (which is described in detail 

in section 2.13.3) was used to determine source profiles and identify PM10 sources in the GTM.  
 

2.13.1 GIS 

 

A GIS is designed to capture, store, manipulate, analyse, manage, and present all types of 

geographical data.  This means that some portion of the data is spatial and referenced to 

locations on the Earth. Spatial interpolation refers to the estimation of values at un-sampled 

points based on known values of surrounding points in space (Waters, 1988). Spatial 

interpolation is mainly used in GIS to generate a continuous layer of data from a set of point 

data taken at sample locations. There are several spatial interpolations, for instance, extensions, 

such as inverse distance weighting (IDW) (Shepard, 1968) and Kriging (Krige, 1951). Tobler 

(1970) stated that the spatial interpolation methods assume a stronger correlation among points 

that are closer, with the correlation weakening as points move further apart. The major 

challenge in GIS is the required computational space for treating a large amount of data points 

for spatial interpolation. The spatiotemporal analysis in GIS integrate space and time 

simultaneously (Li, 2008).  
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Several studies have examined the performance of IDW and Kriging, and the findings of these 

studies had mixed results. Kravchenko and Bullock (1999) found that the performance of IDW 

was not as good as that of Kriging. However, Weber and Englund (1992) found that IDW 

outperformed Kriging. To predict a value for any unmeasured location, IDW uses the measured 

values surrounding the prediction location. The measured values closest to the prediction 

location have more influence on the predicted value than those farther away. IDW assumes that 

each measured point has a local influence that diminishes with distance. It gives greater weights 

to points closest to the prediction location, and the weights diminish as a function of distance 

(Li et al, 2014). However, in Kriging, the weights are based not only on the distance between 

the measured points and the prediction location, but also on the overall spatial arrangement 

among the measured points (Childs, 2004). According to Childs (2004) the Kriging method 

depends on a fitted model to the measured points, whereas IDW is a deterministic interpolator 

that depends solely on the distance to the prediction location to interpolate the unmeasured 

location. IDW is a more efficient tool to use when there are limited data points for spatial 

interpolation. Hoek et al. (2008) used IDW interpolation techniques to investigate the 

relationship between traffic-related air pollution and mortality. In this study, IDW was used to 

interpolate the spatial variability of PM10, PM2.5 and PM chemical components and the Kriging 

method was used for the simulation of PM10 emissions from point source emitters. 

 

2.13.2 HYSPLIT model description 

 

Trajectory models are widely used tools in studying source receptor relations (Collett and 

Dyuyemi, 1997; Zannetti and Puckett, 2004). Among them, the Hybrid Single-Particle 

Lagrangian Integrated Trajectory (HYSPLIT) model by Draxler and Hess (1998) is a 

commonly used air modelling programme that can calculate the air mass paths from one region 

to another and thus demonstrate whether the vector for air pollutant transport is indeed present.  

 

The HYSPLIT model is a complete system that is designed to support a wide range of 

simulations related to the regional or long-range transport, dispersion, and deposition of air 

pollutants (Prapat and Nguyen, 2007). The output of the HYSPLIT model can vary from simple 

air parcel trajectories to complex dispersion and deposition simulations (NOAA, 1999). The 

trajectory calculation (which forms part of this study) is achieved by time integration of the 
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position of an air parcel as it is transported by the 3-D winds (Draxler and Hess, 1997). By 

moving backwards in time, the resulting back trajectory indicates air mass arriving at a receptor 

location at a time, and thus identifies the source region (Angelos et al., 2004).  

 

Like most air transport models, the use of HYPSLIT can be a time-intensive and resource-

intensive operation because air transport modelling remains a combination of human operator 

effort (e.g., manual model setup and input) and computer processing effort. In particular, the 

analysis of graphical trajectory plots generated by HYSPLIT’s trajectory module is typically a 

manual operation. It is therefore of interest to investigate the modelling resolution (i.e., number 

of modelling runs) that is required to achieve satisfactory and statistically significant results; 

since a lower modelling resolution (i.e., fewer runs) translates directly into potential time and 

money savings.  

 

An air mass trajectory can be thought of as a line that traces the path over time. On a map, this 

path can be represented as a series of points drawn either backwards or forwards in time, whose 

X and Y coordinates are longitude and latitude. HYSPLIT trajectory generation works by using 

a formula that calculates position based on wind velocity vectors and time. The meteorological 

data are interpolated from the meteorological grid to the internal HYSPLIT model grid using 

linear interpolation of the horizontal wind velocity components, the vertical wind velocity 

component, and time. The advection, or movement of the particle is calculated from the average 

of the three-dimensional velocity vectors for an initial position P(t) and the first-guess position 

P’(t+∆t) (Draxler and Hess, 1997; Draxler and Hess, 1998). The differential trajectory equation 

is: 

 

𝑑𝑃/𝑑𝑡 = 𝑉[𝑃(𝑡)].                   2.28, 

 

where V is the velocity vector and P(t) is the initial position. A common solution to this 

equation is to expand P(t) in a Taylor series about t = t0 evaluated at t1 = t0 + ∆t; and about t = 

t1 evaluated at t = t0. The resulting first-guess position is: 

 

𝑃’(𝑡 + ∆𝑡)  =  𝑃(𝑡)  +  𝑉(𝑃, 𝑡) ∆𝑡                 2.29, 
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where Δt is the integration time step and P is the pressure at initial time t. And the final position 

is given by: 

 

𝑃(𝑡 + ∆𝑡)   =  𝑃(𝑡)  + 0.5[𝑉(𝑃, 𝑡)  +  𝑉(𝑃’, 𝑡 + ∆𝑡)] ∆𝑡              2.30, 

 

where P′ is the surface pressure. Equation (30) is accurate to the second order, and higher order 

methods do not yield greater precision (Draxler and Hess, 1997; Draxler and Hess, 1998).  

 

The HYSPLIT model uses Ward’s method initially described by Romesburg (1984), Moody 

and Galloway (1988) and Stunder (1996) to cluster trajectories. Wang et al. (2006) expanded 

Ward's clustering to a three-dimensional trajectory position, while Sodemann (2000) 

normalized the three-dimensional trajectory position prior to clustering, and Eneroth et al. 

(2003) used the spherical distance between trajectory points. The end point trajectory data sets 

are used as input to Ward’s clustering technique in HYSPLIT. In the application of cluster 

analysis, it is necessary to decide how many clusters are needed to adequately describe the data. 

The criteria for this decision depend on the analysis goal. When constructing long-range 

transport climatology, as in the present study, cluster analysis may be used as an exploratory 

analysis tool to provide a descriptive summary of a trajectory data set (Harris and Kahl, 1990). 

With this goal, a robust method for determining the optimal number of clusters is unnecessary. 

Therefore, the model run provides several clusters and the clusters that reveal meaningful 

structure (coherent patterns) in the data are then chosen. 

 

Meteorological data used to force HYSPLIT is available at relatively coarse temporal 

resolution (of 1-6 hours) which can result in errors in rapidly changing conditions. The 

advantage of the HYSPLIT model is its ability to cluster several trajectories to provide 

meaningful transport pathways (Draxler and Hess, 1998).The main limitation of the HYSPLIT 

model is that the terrain is smoothed and inhibits the influence of terrain on wind flow 

modification. The other limitation is that the meteorological data available to run the model are 

at relatively coarse horizontal resolution which can result in errors in rapidly changing 

conditions such as mountain-valley circulations. Hence, the model should be run at high 

altitude. 

 

2.13.3 PMF model description 
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Multivariate statistical techniques are important tools used extensively in environmental 

research to provide meaningful analysis on volumes of data sets (Kaplunovsky, 2005; Viana et 

al., 2008; Mostert et al., 2010). Gordon (1988) attributed the importance of multivariate 

statistical tools to their ability to reduce the dimensionality of examined data sets and their 

ability to point out any trend and/or correlation among variables. These techniques are also 

useful in profiling and identification of natural / anthropogenic sources impacting on the 

environment (Watson et al., 2008).  

 

There are two types of source apportionment models (source-oriented models and receptor 

models (such as the PMF model used in this study)) used to identify sources of pollution in the 

environment (Schauer et al., 1996). Source-oriented (dispersion) models require knowledge of 

all emissions from the contributing sources (Pant and Harrison, 2012). Receptor models infer 

contributions from different source types using multivariate measurements taken at one or more 

receptor locations. These models use ambient data and the chemical components in source 

emissions to quantify contributions, unlike the source models that use emissions and 

meteorological parameters to estimate concentrations at the receiving environment (Watson, 

2002).  

 

PMF has been used widely in source apportionment of ambient PM because of its ability to 

account for uncertainty variables that are often associated with sample measurements, and 

ensures that the source profiles and mass concentrations are non-negative (Paatero and Tapper, 

1993, 1994; Paatero, 1997; Reff et al., 2007). The key output of PMF is the percentage 

contributions of different sources of pollutant concentration (Pant and Harrison, 2012). USEPA 

(2014) defined the main objective of PMF as the identification of several factors – p, the species 

profile of each source – f, and the amount of mass contributed by each factor to each individual 

sample – g. These objectives are achieved by minimizing the weighted objective function (Q), 

based upon the data uncertainties (U) given by: 

 

Q = ∑ ∑ [
𝐶𝑖𝑗−∑ 𝐺𝑖𝑗𝐹𝑖𝑗

𝑝
𝑘=1

𝑈𝑖𝑗
]𝑚

𝑖=1
𝑛
𝑖=1

2                                       2.31,
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where Cij is the measured concentration values (in µg.m-3) at the receptor locations, Uij is the 

estimated uncertainty value (in µg.m-3), Gik is the factor score (source contribution) value, Fkj 

is the factor loading (source profile) value, n is the number of samples, m is the number of 

species and p is the number of sources included in the analysis (USEPA, 2014). 

 

The factor loading value in the wind sector profile of the sources was used to estimate the 

average mass contribution of the sources using equation 2.32; 

 

𝐶𝑘𝑙 = 𝐹𝑘 𝑥 𝐹𝑘𝑙/ ∑ 𝐹𝑘𝑙
𝑛
𝑙=1                   2.32, 

 

where n is the number of wind sectors, Ckl is the average contribution of source k in wind 

sector l (in µg.m-3), Fk is the factor loading of source k in aerosol mass (in mg m_3), and Fkl is 

the factor loading of source k in sector l (in µg.m-3). The total contribution of all the identified 

sources due to wind in sector l can also be estimated by summing the contribution of all the 

source factors from sector l together (Chan et al., 2011). 

 

The PMF model strengths and limitations have been considered (Watson et al., 2008). The 

strength of the TAPM model arises from its ability to calculate the uncertainty in the data, and 

the model can identify the source categories and their contribution without source chemistry 

and location. Coupled with back trajectory data (as in this study) the origin of sources can be 

traced to regional and trans-boundary sources. The limitations include the use of chemical 

speciation data from pollution measurements (which requires further analysis of 

measurements), the model cannot be used for reactive species (with short lifespan) and requires 

atmospheric experience and knowledge of the study area to verify the source profiles. 

 

2.13.4 TAPM model description  

 

TAPM is a three-dimensional, prognostic meteorological and air pollution model (Hurley, 

2002). It uses predicted meteorology and turbulence from the meteorological component and 

consists of four modules. The Eulerian Grid Module (EGM) solves prognostic equations for 

the mean and variance of concentrations. The Lagrangian Particle Module (LPM) can be used 

to represent near-source dispersion more accurately. Wet and dry deposition effects are also 

included (Hurley et al., 2003). 
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Technical details of the model equations, parameterizations, and numerical methods are 

described by Hurley et al. (2005) as follows: 

 

𝑑𝑢

𝑑𝑡
=  

𝑑𝑢

𝑑𝑡
+ (𝑢 + 𝑣) . ∇ =  

𝜕

𝜕𝑥
[KH

𝜕𝑢

𝜕𝑥
] + 

𝜕

𝜕𝑦
[𝐾𝐻

𝜕𝑢

𝑑𝑦
] −  

𝜕ώύ̅̅ ̅̅ ̅̅

𝜕𝜎

𝜕𝜎

𝜕𝑧
− 𝜃𝑣[

𝜕𝑃

𝜕𝑦
+  

𝜕𝑃

𝜕𝜎

𝜕𝜎

𝜕𝑦
]  

– fu –Ns(v-vs)                    2.33, 

 

𝜕𝜎̇

𝜕𝜎
= − [

𝜕𝑢

𝜕𝑥
+  

𝜕𝑣

𝜕𝑦
] + 𝑢

𝜕

𝜕𝜎
[

𝜕𝜎

𝜕𝑥
] + 𝑣

𝜕

𝜕𝜎
[

𝜕𝜎

𝜕𝑦
]                2.34, 

 

𝜎 = 𝑍𝑇[
𝑍−𝑍𝑆

𝑍𝑇−𝑍𝑆
]                   2.35, 

 

Where t is the time, (u, v) are horizontal winds, us and vs are large-scale synoptic winds, σ is 

sigma-pressure, 𝜎̇ is vertical wind, ZT is the height of the top of the model; ZS is terrain height; 

KH is the horizontal diffusion coefficient; 𝑤′𝜑′ is the eddy term; f is the Coriolis parameter; 𝜃𝑣 

is the potential virtual temperature. The turbulence terms in Eqs. (2.34), and (2.35) are derived 

by solving equations for the turbulent kinetic energy and the eddy dissipation rate. The 

governing equation for species concentration, χ, such as PM10 is given by: 

 

𝑑χ

𝑑𝑡
=

 
𝜕

𝜕𝑥 [𝐾χ
𝜕χ

𝜕𝑥
] +  

𝜕

𝜕𝑦
[𝐾χ

𝜕χ

𝜕𝑦
] χ − [

𝜕𝜎

𝜕𝑧
]

𝜕

𝜕𝜎
[ώχ́̅̅ ̅̅ ] + 𝑅χ + S                                    2.37, 

 

where Kχ is the diffusion coefficient, ώχ́̅̅ ̅̅  is the eddy term; Rχ is the chemical reaction term; Sχ 

is the pollutant emission term. The diffusion coefficient used for pollutant concentration is Kχ 

= 2.5 K, where K is the diffusion coefficient for the turbulent kinetic energy (Hurley et al., 

2005). 

 

Hurley (2002) described TAPM as a model consisting of coupled prognostic meteorological 

data and air pollution concentration components, eliminating the need to have site-specific 

meteorological observations. Instead, the model predicts the flows important to local-scale air 

pollution, such as sea breezes and terrain-induced flows, against a background of larger-scale 

meteorology provided by synoptic analyses. The model solves the momentum equations for 

horizontal wind components, the incompressible continuity equation for the vertical velocity 
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in a terrain following coordinate system, and scalar equations for potential virtual temperature, 

specific humidity of water vapours and cloud-rainwater. Pressure is determined from the sum 

of hydrostatic and optional non-hydrostatic components, and a Poisson equation is solved for 

the non-hydrostatic component.  

 

Explicit cloud micro-physical processes are included. Wind observations can optionally be 

assimilated into the momentum equations as nudging terms. The turbulence closure terms in 

these mean equations use a gradient diffusion approach, including a counter-gradient term for 

the heat flux, with eddy diffusivity determined using prognostic equations for turbulence 

kinetic energy and eddy dissipation rate. A weighted vegetation canopy, soil and urban land-

use scheme is used at the surface, while radiative fluxes, both at the surface and at upper levels, 

are also included. 

 

Boundary conditions for the turbulent fluxes are determined by Monin-Obukhov surface-layer 

scaling variables and parameterizations for stomatal resistance. Luhar and Hurley (2003) 

indicated that the air pollution component of TAPM uses the predicted meteorology and 

turbulence from the meteorological component and consists of a Eulerian grid-based set of 

prognostic equations for pollutant concentration and an optional Lagrangian particle mode. 

This information is then used on the inner-most nest for pollution for selected point sources to 

allow a more detailed account of near-source effects, including gradual plume rise (Grigoras et 

al., 2012). 

 

As with most models, limitations in TAPM predictions arise from several reasons: 

approximations to the underlying physics; uncertainties in the input data; and problems of 

matching of the scale of the model to the observations. The main advantage of the TAPM 

model is that it eliminates the need to have site-specific meteorological observations to drive a 

pollution model but can assimilate observations if they are available (Hurley et al., 2005). 

 

The following Chapter presents the Overview and then manuscript 1 which describes the work 

carried out to meet the requirements of research objectives 1, 2, 3 and 4 for this study. 
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CHAPTER 3 

 

Results: Spatial variability of PM10, PM2.5 and PM 

chemical components in an industrialized rural area 

within a mountainous terrain  

 

3.1 Paper overview 

 

There has been growing interest in the exposure and health implications of PM. Many studies 

have focused on the acute respiratory effects (WMO, 2013) and more recently, studies have 

examined the long-term and chronic effects of air pollution on the cardiovascular and 

respiratory systems (Thurston, 2017). An increasing body of evidence suggests that PM also 

has an adverse effect on pregnancy outcomes (Woodruff et al., 2009). Therefore, it is important 

to know whether some locations have higher PM concentrations than others. Characterisation 

of the spatial variation of PM and PM components is crucial to enable a thorough understanding 

of the formation, transport and accumulation of PM in the atmosphere; such knowledge will 

aid in air quality monitoring and management (Zheng et al., 2013).  

 

3.1.1 Layout of the study area 

 

The GTM is mainly rural but there has been an increase in the number of urban areas such as 

Steelpoort and Burgersfort. The municipality encompasses several potential pollution sources 

such as mines, crusher plants, agricultural farms, brick manufacturing, and smelters. Figure 

3.1a shows the location of the GTM in South Africa and Figure 3.1b show residential areas 

(names in black) and potential pollution sources in the study area located in the GTM. Site 1 is 

located on an agricultural farm about 2.5 km west south-west of X-Strata smelter, and 1.4 km 

east of a residential area. Site 2 is in a residential are about 7.9 km north north-east of X-Strata 

smelter and 4 km west south-west of Samancor smelter. Site 3 is in a residential area (closer to 
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the main road) about 2 km north north-east of Samancor smelter and north of Silicone mine. 

Site 4 is in a residential area (closer to the main road) about 7 km south-east of ASA smelter 

and 4 km north-east of platinum mine. Site 5 is in a residential area about 1.3 km north north-

east of ASA smelter and 3.5 km north north-east of a chrome mine. Site 6 is in a residential 

area about 10 km north-west of ASA smelter and 1.4 km west north-west of a platinum mine. 

 

 

Figure 3.1. Location of the Greater Tubatse Municipality in Limpopo, South Africa. 
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Figure 3.2. Air pollution sources in the Greater Tubatse Municipality. Smelters (green), mines 

(blue), road network (green lines), crusher plants (black cross), and sampling sites (red flags). 

Residential settlement names are given in black. 

3.1.2 Wind profile of the stud area 

Wind is an atmospheric factor that affects air pollution. Windy conditions disperse atmospheric 

pollutants and dilute them with distance. Strong winds may cause pollution problems farthest 
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downwind from the pollution source (Rohli and Vega, 2015). Figure 3.2 shows the horizontal 

annual wind profile for the GTM study area. The white arrows (direction from which the wind 

is blowing) indicate that strong winds (long tail from the arrow) are easterly to north-easterly 

with moderate winds coming from the north. Therefore, easterly and north-easterly winds will 

be effective in distributing pollutants to the west and south-west of the study area.  

 

 

Figure 3.3. Horizontal annual wind pattern of the study area with high wind speed indicated by 

green colour and low wind speed indicated by blue colour. 

 

3.1.3 Methodology used in the research article 

This research article considers the use of passive sampling as a method of collecting PM data 

in remote rural areas without adequate electricity supply. It further uses Computer Controlled 

Electron Microscopy with energy-dispersive X-ray spectroscopy (CCSEM-EDS) to analyse the 

chemical composition of the collected PM samples. The spatial variation of PM2.5, PM10 and 
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PM chemical components was determined using the Inverse Distance Weighing (IDW) tool in 

Geographic Information System (GIS) and the coefficient of divergence statistical tools. The 

relationship between PM10 and meteorological parameters was tested using monthly averaged 

data. 

 

Although several studies have been done locally on the spatial variation of PM10 and PM2.5, 

there has never been (to the best of the author’s knowledge) a study on the spatial variability 

of PM chemical components. Therefore, this study sheds light on how PM toxicity varies 

spatially and assists in understanding possible PM health effects.  The study also introduces 

UNC passive samplers as an alternative to collecting PM data for assessing pollution levels in 

areas without active monitoring equipment.  

 

3.1.4 Suggested improvements to the research article 

Several improvements could be made to this work. For example, by using the hourly data in 

determining the relationship between PM10 and meteorological parameters. Secondly, by 

including the annual wind profiles of the area to help in the discussion on PM10 distribution, 

and also to mention that the UNC passive samplers collect total suspended particles from which 

the concentrations PM10, PM2.5 and PM chemical components were determined using CCSEM. 

Other improvements include the use of more recent data on the climate of the GTM that could 

be obtained from Mpandeli et al. (2015) and also to states the accuracy of UNC passive 

samplers on PM measurements was discussed in other studies such as Shirdel et al. (2018).  

 

3.2 Contribution to the thesis 

 

This manuscript contributes to the thesis by pursuing four objectives: objective 1 ‘To collect 

particulate matter samples using UNC gravimetric passive samplers’ that seeks to find a simple 

and  cost-effective way of monitoring air pollution particularly in remote areas with lack of 

electricity supply in South Africa. The passive samplers proved to be useful tools to monitor 

PM in particular PM with aerodynamic diameter > 2.5 µg.cm-3. The UNC passive samplers 

show limitations in providing reliable PM2.5 concentration measurements when samplers are 

deployed for a longer period due to evaporation of species such as nitrates and sulphates.  
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Therefore, this finding provides a platform to increase the network of PM monitoring 

(especially ≥ PM2.5) for assessment purposes in addition to compliance monitoring using 

continuous monitors. 

 

The second objective 2 ‘to characterize the chemical composition of PM using Computer 

Controlled Scanning Electron Microscopy (CCSEM)’ was pursued. The results show that PM 

in the GTM is dominated by Carbon-rich (C-rich), Cr-rich, Iron-rich (Fe), FeCr-rich, Silicon 

(Si-rich), Calcium-rich (Ca-rich), Silicon/Aluminium/Iron-rich (SiAlFe-rich), 

Silicon/Magnesium-rich (SiMg-rich) and Silicon/Aluminium-rich (SiAl-rich). Monitoring of 

the individual species which make up PM is still an emerging field in South Africa and needs 

to be intensified to develop the best speciation network.  This will assist in classification of 

airsheds into groups with similar PM composition and concentration and will also be useful for 

source apportionment studies.  

 

The third objective 3 ‘to characterize the spatial distribution of PM2.5, PM10, and PM chemical 

components’ was undertaken to determine the extent to which these particles vary spatially 

within the GTM airshed. The results showed that the concentrations of PM2.5, PM10 and PM 

chemical components were spatially heterogeneous with high heterogeneity observed near the 

industrial sources for Iron/Chromium-rich (FeCr-rich) and Chromium-rich (Cr-rich) particles 

and Si containing particles. The statistical coefficient of divergence values also showed that 

the highest heterogeneity was near the industrial sources. The study showed a need to monitor 

PM at sites located near big traffic congestion, residential areas, and near industrial facilities 

(i.e. mines, smelters and crusher plants). These findings also show an important need to gain 

an understanding of characterisation of the aerosols spatially. This will ensure that limited 

resources are adequately used in monitoring and managing environmental sensitive areas.  

 

The fourth objective 4 ‘to determine the relationship between calculated mixing height, Monin-

Obukhov length, ventilation coefficient and air pollution potential and the PM10 distribution’ 

was pursued to determine whether the average monthly data will be useful in evaluating the 

effect of meteorological parameters on the distribution of PM10 in a complex terrain. The 

evidence from the study indicated that there was little or no correlation between PM10 and 

meteorological parameters such as the mixing height, Monin-Obukhov length, air pollution 

potential, and coefficient of divergence. However, the ventilation coefficient (VC) was able to 
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predict the areas for high PM10 concentrations at the valley openings where the VC is possibly 

influenced by the impact of pressure gradient on the wind strength. Lack of hourly PM10 data 

and the use of synoptic data from model data (without hourly ground level data) could be the 

reason for the observed relations. Therefore, for future research studies on the behaviour of 

pollutants in a complex terrain, the emission source strength and hourly data from a network 

of meteorological surface stations and balloon soundings within the valley floor and adjacent 

slopes must be used in the analysis. The findings suggest that investment in ground 

meteorological and air pollution monitoring equipment in areas with complex terrain is of high 

importance. 

 

In conclusion, findings of the spatial variation of PM may assist in identifying optimal locations 

for monitoring PM pollution for future impact assessment studies. These findings provide 

scientific input for government policies directed to reduce or eliminate the particulate matter 

pollution. An important policy implication of this study is to extend a network of passive 

samplers to determine the level of pollution in areas with no continuous monitoring to assist in 

environmental planning and health impact assessment. 

 

3.3 Role of the candidate 

 

Cheledi E. Tshehla performed all the sampling and shipping of the samples to RJ Lee 

laboratories. The laboratory analysis of PM chemical components was performed by RJ Lee 

group. Cheledi E. Tshehla also processed all data sets, performed the GIS and statistical 

analysis of all the data and wrote the first draft of the manuscript. The evaluation and 

interpretation of the results were performed in close cooperation with the Dr C.Y. Wright (co-

author). 

 

3.4 Publication status 

 

Tshehla C. E, and Wright C.Y. 2019. Spatial variability of PM10, PM2.5 and PM chemical 

components in an industrialized rural area within a mountainous terrain. S. Afr. J Sci. 

115(9/10): 1-10. DOI: https://doi.org/10.17159/sajs.2019/6174 
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mine. SiAl-rich particles were highest at sites close to busy roads, while SiAlFe-rich particles were less 
spatially distributed. The low spatial variability of SiAlFe-rich particles indicates that these elements are 
mainly found in crustal material. Using the synoptic meteorological parameters of The Air Pollution Model, we 
were unable to effectively determine correlations between PM10 and mixing height, Monin–Obukhov length, 
air pollution potential, or coefficient of divergence.

Significance: 
•	 We have shown that the use of University of North Carolina passive samplers coupled with computer-

controlled scanning electron microscopy is effective in determining the chemical composition of PM.

•	 The use of passive samplers is a cheap and effective method to collect data in remote areas of 
South Africa which have limited or no electricity supply.

•	 Assessment of the spatial distribution of PM and PM chemical components can assist in the development 
of effective air quality management strategies.

Introduction
Airborne particulate matter (PM) is a term used to describe solid particles or a mixture of solid and liquid droplets 
suspended in the air.1 The particle mixture may vary in size distribution, composition and morphology and may be in 
the form of sulfates, nitrates, ammonium and hydrogen ions, trace elements (including toxic and transition metals), 
organic material, elemental carbon (or soot) and crustal components.2,3 PM may originate from either primary or 
secondary sources. Primary particles are those directly emitted into the atmosphere from sources such as road 
vehicles, coal burning, industry, windblown soil, dust and sea spray. Secondary particles are particles formed 
within the atmosphere by chemical reactions or condensation of gases. The major contributors of secondary 
particles are sulfate and nitrate salts formed from the oxidation of sulfur dioxide and nitrogen oxides, respectively.4 
Ambient PM has long been associated with adverse effects on respiratory, cardiovascular and cardiopulmonary 
health.5-7 The severity of such health effects depends largely on the size, concentration and composition of inhaled 
particles.8 PM pollution emanating from industrialisation has serious environmental impacts mainly because of the 
release of toxic substances and trace metals into the atmosphere.9

Industrialisation and urbanisation of rural areas can lead to the emission of large amounts of PM and chemical 
elements into the atmosphere. These emissions result in widespread air pollution problems10, and these problems 
have proved to be more regional and complex with time11. The Greater Tubatse Municipality (GTM) in South Africa 
is home to a large number of people and a variety of anthropogenic pollution sources such as chrome smelters, 
mines (for chrome, silicon and platinum), agricultural operations, biomass combustion, brick manufacturing, 
vehicles and unpaved roads, which can contribute to PM emissions. Differences in the composition of particles 
emitted by these sources may lead to spatial heterogeneity in the composition of the atmospheric aerosols. Hence, 
understanding the spatial variability of PM is of great importance for environmental planning and management 
purposes by both the industries and governing authorities. Therefore, this study will lay a foundation for developing 
effective intervention strategies to reduce PM emissions in the GTM. In South Africa, PM is only regulated in two 
size fractions (PM10 and PM2.5). However, to date, there are no ambient air quality standards for elemental particles. 
The list of metals regulated under the National Environmental Management: Act No. 39 of 2004 should be expanded 
to include metals such as chromium, iron, arsenic, copper, cobalt, manganese and other metals that have been 
identified12 to have the potential to cause environmental health threats.

Apart from air pollution challenges due to anthropogenic activities, South Africa has a varying topography ranging from 
flat to complex terrain that can have differing effects on the dispersion of air pollutants. The shape of the landscape 
plays an important role in trapping or dispersing pollutants. Air pollution in mountain valleys tends to be higher in colder 
months than in warmer months.13 The distribution of pollutants depends largely on the meteorology and the landscape 
of the area. Surface heterogeneity plays a major role in the interaction between the atmosphere and the underlying 
surface, and it affects moist convection, and systematically produces responses in both local circulation and regional 
climate.14-18 Complex terrain such as that of the GTM is characterised by high mountains and steep inclinations. In this 
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type of terrain, the wind flow is very hard to predict. However, the steep 
slopes give rise to thermally induced circulations like mountain valley 
breezes which strongly modify the characteristics of synoptic flow.19-22 
The ability of the atmosphere to disperse pollutants depends on the local 
circulations, mixing height, stability of the atmosphere and wind strength. 
However, the complex nature of the terrain in the GTM and the lack of 
electricity supply in some areas of the municipality, makes it impossible 
to rely only on a network of continuous ambient air pollution monitoring.

A number of methods have been developed over the years to collect 
and analyse air pollutant samples, using both active and passive 
techniques. The passive sampling techniques involve non-active means 
such as gravitational settling to collect air samples onto the substrate. 
This  method of sampling is cheaper than active sampling and allows 
for the deployment of more samplers to evaluate air pollution spatially.23 
The GTM has only one air quality monitoring station that is not sufficiently 
well maintained to produce good quality data. As a result, a network of 
passive samplers was used to determine the spatial variation of PM2.5 and 
PM10, which in future can be used as a baseline for the deployment of 
active samplers in the area.

Mountain winds
Wind circulations in the free atmosphere above the mountains and valleys 
are governed by pressure gradients between large circulation systems.24 
The lower troposphere interacts with mountains, valleys and vegetation 
that in turn alter the circulation patterns. Mountainous terrain has a 
high degree of topographical variation and land-cover heterogeneity.25 
This variation in topography influences the atmosphere in two ways.26 
The first is in the form of momentum exchange between the atmosphere 
and the surface that occurs as a result of flow modification by mountains 
in the form of mountain lee waves, flow channelling and flow blocking.27 
The second effect involves energy exchange between the terrain and the 
atmosphere. The thermally induced winds depend on the temperature 
differences along the mountain plains systems and the strength of the 
synoptic systems and the cloud cover, with weak synoptic systems and 
cloud-free atmosphere producing more pronounced winds.20,28 Mountain 
winds blow parallel to the longitudinal axis of the valley, directed up-
valley during daytime and down-valley during night time. The circulation 
is closed above the mountain ridges by a return current flowing in the 
reverse direction. The actual development of thermally driven winds is 
often complicated by the presence of other wind systems developed 
on different scales.22,28 Anabatic flows are more temporally limited 
during wintertime than summertime due to the shorter exposure period 
to sunlight.29

Mixing height
Mixing height (MH) is the height to which relatively vigorous mixing occurs 
in the lower troposphere. Temperature inversions are most common in 
mountainous terrain where cool mountain air sweeps down into the valley 
at night, below the warm, polluted air. This inversion keeps the emitted 
pollutants close to the ground instead of allowing them to disperse into 
the atmosphere. A flow of thermal or synoptic origin channelled inside a 
mountain valley can transport plumes along the valley floor, thus limiting 
crosswind dispersion. Pollution stagnation in the bottom of the valleys 
can be favoured by the temperature inversion that develops inside the 
valley during the night and is destroyed by the growing convective 
boundary layer in the morning.30 The thermally induced MH influences 
the concentration and transport of pollutants31, and is used in air quality 
models to determine atmospheric pollutant dispersion32-34. However, in 
mountainous terrain, processes such as MH and mountain slope winds 
are coupled together35 to transport air pollutants across mesoscales 
to synoptic scales36. Research by De Wekker and Kossmann27 has 
illustrated that the dispersion of pollutants in mountainous terrain does 
not depend on the boundary layer but rather on the thermally induced 
mountain slope winds. 

Monin–Obukhov length
The Monin–Obukhov (MO) similarity theory has been applied in air pollution 
modelling for determining the dispersion of air pollutants. The MO measures 
the stability of the atmosphere, with stable atmospheric conditions 

favouring higher pollutant concentrations and unstable conditions allowing 
the dispersion of pollutants and hence lowering pollutant concentrations.37 
However, the MO is restricted to horizontal homogeneous terrains where 
there are no sudden roughness changes (such as in forested area, hilly or 
mountainous terrain) to modify the velocity profile and turbulent transport 
of heat and momentum.38 Figueroa-Esspinoza and Salles38 and Grisogono 
et al.39 reported that MO theory is unable to account for the transport of 
pollutants in mountain valleys because the flow dynamics of the valleys 
are governed by anabatic and katabatic flows. These flows are generated 
by the mountain slopes and are normally decoupled from the synoptic 
flows above.

Ventilation coefficient
Gross40 defined the ventilation coefficient (VC) as the product of the MH 
and the average wind speed, which can also be defined as a measure 
of the volume rate of horizontal transport of air within the MH per unit 
distance normal to the wind. Iyer and Raj41 describe the VC as a measure 
of the atmospheric condition that gives an indication of the air quality and 
air pollution potential. When the coefficient is higher, it is an indication 
that the atmosphere is able to disperse air pollutants effectively, resulting 
in a better state of air quality, whereas low ventilation indicates poor 
pollutant dispersion resulting in high pollution levels. The VC varies 
diurnally during summer and winter with high coefficients observed in the 
late afternoon and low values in the early mornings. Winter coefficients 
are also lower than those in summer due to low MH and reduced wind 
speeds in winter,42,43 and the influence of the dominant anti-cyclones that 
are experienced over southern Africa during the winter months.

Air pollution potential
Gross40 and Nath and Patil44 describe air pollution potential (APP) as 
the measure of the inability of the atmosphere to adequately dilute and 
disperse pollutants emitted into it. The APP depends on meteorological 
conditions such as the MH, wind speed, atmospheric stability and solar 
radiation.45 Once the pollutants are emitted into the atmosphere, their 
transportation is dependent on the mean wind speed which carries the 
pollutants away from the source to their sinks, and their convective 
mixing is dependent on the vertical temperature gradient.44 The higher 
values of APP indicate that the atmosphere is unfavourable for the 
dilution and dispersion of pollutants46 and indicate high concentrations of 
observed pollutants at the receiving environment. The low values of APP 
indicate that the atmosphere is conducive for the dispersion of pollutants 
which will result in low concentrations on the receiving environment.44 
The APP can be used as a management tool for siting of ambient air 
quality monitoring stations and for land-use planning in the development 
of new residential areas and zoning of new industrial sites.

The aim of this work was to determine the spatial variability of PM10, PM2.5 
and PM chemical composition. Further analysis of the MO theory, MH, 
VC and the atmospheric pollution potential was performed to determine 
whether these factors have any influence on the PM10 concentrations in 
the study area.

Methods
Study area
Sampling of PM was undertaken in a rural area of the GTM in Limpopo 
Province, South Africa (Figure 1). The main towns in the area are 
Steelpoort and Burgersfort which are sustained through economic 
activities such as mining and smelting of chromium ores. Furthermore, 
there are agricultural and forestry activities and transportation that also 
add to the economic activities in the area. Most of the households 
in the area are dependent on wood burning for space heating and 
cooking. The GTM has a complex terrain with high mountains and steep 
inclinations. The elevation of the surface area is approximately 740 m 
above sea level with the surrounding mountains extending to a height 
of approximately 1200–1900 m above sea level. The area is located in 
the subtropical climate zone where the maximum and minimum average 
temperatures are 35 °C and 18 °C, respectively in summer, and 22 °C 
and 4 °C, respectively in winter.46 The annual rainfall for the area ranges 
between 500 mm and 600 mm.47
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Site selection
The locations of the monitoring sites were selected to optimise spatial 
sampling for exposure assessment. A sequential sampling technique48,49 
was used to design an optimal sampling network of six sites in the 
GTM. This technique is based on extended knowledge of the area to 
be sampled and factors controlling the distribution of pollutants. These 
factors could be the terrain and various phenomena like meteorological 
conditions and the chemistry of pollutants.50 The number of sites selected 
was influenced by budgetary constraints due to costs associated 
with laboratory analysis of samples. The sites were located at private 
residences, a church, a hospital and a school, to ensure a secure area 
with easy access for site visits.

Sampling and sample analysis
The University of North Carolina passive samplers designed by Wagner 
and Leith23 and housed in a protective shelter designed by Ott et al.51 were 
deployed at six sites for PM sampling. Ott et al.51 designed the shelter to 
shield the passive sampler from precipitation and to minimise the influence 
of wind speed on particle deposition.52 The samplers consist of a scanning 
electron microscopy stub, a collection substrate and a protective mesh 
cap.53 The samplers were deployed for a period of ±30 days from July 
2015 to June 2016, except for the months of August–September and 
September–November for which they were deployed for a period of 
>35 days. The longer sampling periods were selected to ensure that there 
was sufficient particle loading on the samplers.52 

The PM2.5 and PM10 concentrations and the elemental composition of 
individual particles deposited on the passive sampler were determined 
by computer-controlled scanning electron microscopy with energy-
dispersive X-ray spectroscopy (CCSEM-EDS). Before sample analysis by 
photoemission electron microscopy (according to the method of Hopke 
and Casuccio54), the samples were coated with a thin layer of graphitic 
carbon under vacuum to bleed off the charges induced by the electron 
beam in the SEM. The photoemission electron microscopy was operated 
at 20 kV.52 We used the method of Lagudu et al.53 to determine the chemical 
composition of PM using CCSEM analysis. Briefly, CCSEM scans the 
collection substrate of the SEM stub for individual particles and provides 
fluoresced X-ray spectra and an image of each particle. The method 
involves rastering the electron beam over the sample while monitoring 
the resultant backscattered signal. At each point, the image intensity is 
compared to a pre-set threshold level. Once a coordinate is reached at 
which the signal is above the threshold level, the electron beam is driven 
across the particle in a pre-set pattern to determine the size of the particle. 
Upon measurement of the particle size, the elemental composition of the 

particle is then determined by collection of characteristic X-rays using EDS 
techniques. Individual particles characterised during CCSEM analysis are 
then grouped into particle classes based on their elemental composition. 
The individual particle masses are finally calculated by multiplying the 
assigned density of the particle by its volume. Each particle is assigned 
a density based on common oxide in proportion to the elements present 
as determined by the EDS analyses.53 The particle classes obtained 
from the analysis include carbon-rich (C-rich), chromium-rich (Cr-rich), 
iron-rich (Fe-rich), iron/chromium-rich (FeCr-rich), silicon-rich (Si-rich), 
calcium-rich (Ca-rich), silicon/aluminium/iron-rich (SiAlFe-rich), silicon/
magnesium-rich (SiMg-rich) and silicon/aluminium-rich (SiAl-rich). 

Data analysis
The coefficient of divergence (COD) was used to characterise the spatial 
variation of PM10, PM2.5 and PM chemical components. The COD is 
defined as:

	 Equation 1

where xij and xik are the concentration for sampling interval i at sites j and k, 
respectively, and p is the number of sampling intervals. In terms of spatial 
distribution, a COD of 0 means that there are no differences between the 
observed concentrations at the two sites, while a value approaching 1 
indicates that the two sampling sites are different.53,55 Graphical analysis was 
also used in determining spatial variation. The inverse distance weighted 
(IDW) interpolation within the mapping software (ArcMap version 10.0) 
was applied to the annual and monthly concentrations of PM10, PM2.5 and 
the PM chemical components given that the number of sites was restricted 
by the cost. When data are sparse, the underlying assumptions about the 
variation among samples may differ and the use of a spatial interpolation 
method and parameters may become critical.56,57 The performance of the 
spatial interpolation method is better when the sample density is higher.58-60 
However, the accuracy of regression modelling is not really dependent on 
the sampling density, but rather on how well the data are sampled and how 
significant the correlation is between the primary variable and secondary 
variable(s).61 To predict a value for any unmeasured location, IDW uses the 
measured values surrounding the prediction location. The  measured values 
closest to the prediction location have a greater influence on the predicted 
value than those farther away. IDW assumes that each measured point has 
a local influence that diminishes with distance. It gives greater weight to 
points closest to the prediction location, and the weight diminishes as a 
function of distance.62 
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Figure 1: 	 Google Earth map of the study area showing passive sampler locations (indicated by red pins) and smelters (indicated by green pins).
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APP calculation
The Air Pollution Model (TAPM) was used in the calculation of parameters 
needed to determine the APP. The dynamic parameters that were 
calculated included the MO length, wind velocity, planetary boundary 
layer height and turbulence parameters. The APP was determined 
according to the method of Swart63 using Equation 2:

P(APP)= P(|V ⃑ |)P(H)P(L)	 Equation 2

where P(APP) is the air pollution potential index, P(|V ⃑ |) is the wind 
speed, P(H) is the planetary boundary layer and P(L) is the atmospheric 
stability. The APP index for a specific area can be classified as being 
favourable, moderate or unfavourable depending on the conditions 
set out for the parameters that are the driving force behind the APP 
calculation, as shown in Table 1.

Table 1: 	 Parameters and limits for air pollution potential (APP) 
calculation

Parameter Unfavourable Moderate Favourable

Wind speed 0–2 m/s 2–5 m/s >5 m/s

Mixing height 0–400 m 400–1000 m >1000 m

Monin–Obukhov length 0 to 200 m >1000 m 0 to -200 m

In this study, APP, MO, MH and VC values were calculated and correlated 
with the PM measurement values collected during the sampling campaign. 

Results and discussion
Figure 2 shows the annual concentrations of PM10, PM2.5 and PM 
chemical components. The annual concentrations of PM10 were 
38.11 µg/cm3 at Site 3, 31.28 µg/cm3 at Site 2, 31.02 µg/cm3 at Site 
1, 24.65 µg/cm3 at Site 5, 24.10 µg/cm3 at Site 4, and 20.98 µg/cm3 at 
Site 6. Annual PM10 concentrations were below the South African National 
Ambient Air Quality Standard of 40 µg/cm3. The PM2.5 concentrations 
are on average lower than the concentrations of SiAl-rich and SiAlFe-
rich particles. This  finding can be attributed to the fact that some PM2.5 
particles may have evaporated during the 3–5 week period during which 
the samplers were deployed in the field. The Fe-rich particles were the 
least abundant, with an annual average below 1 µg/cm3 across all sites. 
The C-rich particles had the same signature as PM2.5, with the lowest 
concentration being around Site 6. The highest concentrations for Ca-
rich particles were observed around sampling Site 6 which is located 
about 1.6 km west-northwest of Marula Platinum Mine, with the lowest 
concentrations around Site 4 and Site 5. The highest Si-rich, SiMg-rich, 

SiAl-rich and SiAlFe-rich particle concentrations were observed around 
sampling Site 3 which is about 1.7 km from the Samancor chrome 
smelter and 1.9 km from the silicone mine, with the lowest concentrations 
being observed at Site 6. The highest observed concentrations for FeCr-
rich particles were at sampling Sites 3 and 5, and Site 5 is about 2 km 
from the ASA chrome smelter. The Cr-rich particles were highest at Site 
1 and Site 3; Site 1 is about 2.5 km from the Glencore chrome smelter. 
The annual concentrations of Cr-rich particles across all the sites were 
above the 0.11 µg/m3 annual limit set by the New Zealand Ministry of 
Environment.64 The highest PM10 concentrations were measured during 
the winter months (May–July) except at Site 6 (Mashegoane) where the 
highest concentrations were observed during the month of November 
when there was soil tillage in preparation for crop sowing just before the 
rainy season. SiAl-rich and SiAlFe-rich particles were the most abundant 
particles with Fe-rich particles being less abundant. Si-rich, Cr-rich and 
CrFe-rich particles were more abundant closer to their sources.

Spatial variation
The annual spatial concentration map was generated using geographic 
information system software (Figure 3). The number of sampling sites 
was limited due to budgetary constraints, so IDW was used because it 
does not require a threshold for number of points. The choice of the IDW 
statistical method proved to be useful as it was able to predict the spatial 
variation of PM10, PM2.5 and PM chemical components in the study area. 
This output is very important for cash-strapped local authorities that are 
tasked with the responsibility of managing air quality in their jurisdiction 
because they can perform this analysis with limited resources. The maps 
in Figure 3 indicate that there is a distinct spatial heterogeneity in the 
study area with variability in both low and elevated concentrations being 
observed at different sites for PM10, PM2.5 and PM chemical components. 
This difference can be attributed to the vast distribution of sources in the 
area. The highest concentrations for annual PM10, Cr-rich, Fe-rich, Si-rich, 
SiAl-rich, SiAlFe-rich and SiMg-rich particles were observed around Site 
3, which is about 1.7 km from the Samancor chrome smelter and 1.9 
km from the Silicone mine, which are located south-southeasterly of the 
sampling site. The highest Fe-rich, Si-rich and SiMg-rich concentrations 
were sparsely distributed. Lowest concentrations for the same particles 
were observed around Site 6. The highest concentrations for PM2.5 and 
C-rich particles were observed around Site 1, and they have similar 
distribution patterns. The  lowest concentrations of PM10, PM2.5 and PM 
chemical components were observed around Site 6, extending to Site 
5 and Site 4. The only exception was SiAlFe-rich particles for which 
the lowest concentrations were observed to the northeast (Site 6) and 
southeast (Site 1) of the study area. FeCr-rich particles showed highest 
concentrations closer to the smelters around Site 3 and Site 5. 

	 Spatial variability of particulate matter
	 Page 4 of 10

Figure 2: 	 Annual concentrations (µg/cm3) of PM10, PM2.5 and PM chemical components (site number in parentheses).
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Figure 3: 	 Maps of annual spatial variation for PM10, PM2.5, and C-rich, Ca-rich, Cr-rich, Fe-rich, FeCr-rich, Si-rich, SiAl-rich, SiAlFe-rich and SiMg-rich 
particles. High concentrations are shown in dark red and low concentrations are depicted in blue.

The highest Ca-rich concentrations were observed around Site 6, which 
is located in an area with black cotton soil. However, because the sites 
were not equally spaced in the study area, other methods such as the 
COD and r were used to confirm and validate the results of the spatial 
analysis determined using the geographic information system.

The COD values were calculated (Table 2) to characterise the spatial 
heterogeneity of PM10, PM2.5 and PM chemical components. 

Table 2: 	 Results of coefficient of divergence (COD) analysis for Greater 
Tubatse Municipality

Species COD

PM10 0.24

PM2.5 0.29

C 0.25

Ca 0.38

Cr 0.6

Fe 0.41

FeCr 0.59

Si 0.35

SiAl 0.3

SiAlFe 0.28

SiMg 0.42

COD values higher than 0.2 indicate spatial heterogeneity, while 
COD values less than 0.1 indicate homogeneity of concentrations. 
All components in the study area had COD values greater than 0.2, which 
is an indication that there was a heterogeneous relation observed between 
the sites in the study area, and is in agreement with the observations in 
Figure 3. The lowest heterogeneity values for COD ranged from 0.24 
to 0.4 and were observed for PM10 (0.24), C-rich (0.25), SiAlFe-rich 
(0.28), PM2.5 (0.29), SiAl-rich (0.3), Si-rich (0.35) and Ca-rich (0.38) 
particles. The moderate to highest COD values were observed for Fe-rich 
(0.41), SiMg-rich (0.42), FeCr-rich (0.59) and Cr-rich (0.6) particles. 
The highest COD values were observed for sites located in the vicinity of 
point source emitters, which indicates that the communities residing in 
the vicinity of these point sources are more vulnerable to the exposure of 
these particles than those living further downwind.

Influence of APP, MO, MH and VC on the distribution 
of PM10

The annual influence of APP, MH, MO and VC on the distribution of 
PM10 concentrations is shown in Figure 4a–d. The highest annual PM10 
concentrations are centred on Site 3 and distributed more to the east of 
the sampling site. The highest values for APP (Figure 4a) are centred to 
the south of the study area around Site 1, which is in contrast to the high 
APP values which are an indication of low dilution and poor dispersion 
of concentrations. The distribution of high concentrations to the east 
of Site 3 suggests that these concentrations move over the mountain 
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Figure 4: 	 Spatial distribution of PM10 and (a) air pollution potential, (b) mixing height, (c) Monin–Obukhov length and (d) ventilation coefficient.

slope to the east of Site 3, which is an indication that mountain winds 
may be responsible for this flow pattern. The lowest concentrations 
are centred on Site 6 and extend to Site 5 and Site 4. The lowest APP 
values are also encountered in the same area as that of the low PM10 
concentrations which is in contrast to the APP definition. Site 1 and Site 
2 have moderate PM10 concentrations, which could be attributed to the 
fact that the area from Site 4 to Site 6 is within a broader mountain valley 
floor base, compared to the area from Site 1 to Site 3 which has a narrow 
mountain valley floor base.

Figure 4b shows the comparison between PM10 and MH. There is no 
correlation between PM10 and MH. The highest MH was observed to 
the northeast of Site 3 which is supposed to be an area of low PM10 
concentrations; however, high PM10 concentrations were observed in 
this region of high MH. The lowest PM10 concentrations were observed 
where there was generally low MH, which is in contrast to the notion that 
low MH values are associated with poor dilution and dispersion resulting 
in accumulation of pollutants. 

The relationship between PM10 and MO is shown in Figure 4c. The area 
indicated by light green is an area with MO values below 0 and indicates 
favourable conditions for pollution dispersion. However, the lowest PM10 
concentrations were observed in an area with moderate stability values, 
with high PM10 concentrations observed in an area of moderate MO. 
Therefore, MO was unable to correctly indicate the locations of high and 
low PM10 concentrations. This anomaly between PM10 concentrations 
and MO in a complex terrain is because MO is dependent on horizontal 
wind flows and local equilibrium.39,65 However, these conditions do 
not hold in a complex terrain.39 The MO was derived from synoptic 
circulations and showed stable conditions in areas where high and low 
PM10 concentrations were observed. The model’s inability to account 
for discontinuities in steep terrain suggests that the PM10 concentrations 
within the valley floor were influenced by the thermal circulations within 
the valley, with upslope winds due to thermal heating favouring low PM10 
concentrations and downwind flows due to thermal cooling leading to 
stagnation and a possible increase in PM10 concentrations. However, this 
hypothesis needs to be further tested in future studies with continuous 
ambient monitoring in the GTM.

Figure 4d shows the relationship between PM10 and the VC. The VC shows 
moderate to high values to the west of the study area with moderate to 
low values spreading to the east of the study area. The highest VC values 
are observed around Site 6 with moderate values across all sites and low 
values observed to the northeast of Site 6. The observations show that 

there is a slight correlation between low PM10 concentrations and high 
VC values, and poor correlation between high PM10 concentrations and 
VC values. 

The seasonal influence of APP, MH, MO and VC on the distribution of 
PM10 concentrations is shown in Figure 5 and Figure 6, for winter and 
summer, respectively. The highest PM10 concentrations during the winter 
month of July were observed around sampling Site 5 which is located to 
the northeast of ASA chrome smelter. The lowest PM10 concentrations 
were observed around Site 1 and Site 6, with moderate concentrations 
distributed across Site 2, Site 3 and Site 4. The highest APP values 
were concentrated around Site 1. Moderate APP values were observed 
to the northeast of Site 5 which is where high PM10 concentrations 
were observed, and to the east of the study area. Low APP values 
were observed in areas with moderate PM10 concentrations. The 
winter APP was unable to clearly identify areas with high and low PM10 
concentrations. The highest winter MH was observed to the southeast 
of the study area with moderate values spreading from southwest 
to northeast of Site 5. All  other sites are located in regions with low 
MH, which is in contrast to the expected relation between MH and the 
expected dispersion ability of the atmosphere. The most favourable 
areas (MO≤0) for the dispersion of pollutants are indicated in Figures 5 
and 6 by light green around Site 1 and Site 2. These areas are where the 
lowest PM10 concentrations were observed. The most stable MO values 
were spatially distributed across Site 2, Site 3 and Site 4, which are 
areas where the highest pollution was expected. However, the highest 
concentrations were observed in an area of moderate MO values. This 
finding is an indication that the MO cannot clearly identify areas of high 
PM10 concentrations in winter. Strong ventilation (VC) was observed to 
the west of the mountain valley and weak ventilation to the east of the 
mountain valley with moderate VC observed within the valley floor. This 
indicates that the winds within the valley were decoupled from winds 
outside the valley, and as a result, the VC cannot adequately predict the 
dispersion of pollutants in the study area.

During the summer month of December (Figure 6), the highest PM10 
concentrations were distributed around Site 1 and lowest concentrations 
observed around Site 4, Site 5 and Site 6, with moderate concentrations 
observed around Site 2 and Site 3. The high APP was distributed around 
Site 1 with moderate values distributed across Site 2, Site 3 and Site 4, 
and lower values around Site 5 and Site 6. The PM10 concentrations are 
in agreement with the observed APP for all sites except Site 4 which 
is supposed to lie within a similar APP to that of Site 5 and Site  6. 
High MH values were observed to the southeast of the study area with 
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Figure 5: 	 Influence of air pollution potential (APP), mixing height (MH), Monin–Obukhov length (MO) and ventilation coefficient on PM10 concentrations in winter.

a

d e
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Figure 6: 	 Influence of air pollution potential (APP), mixing height (MH), Monin–Obukhov length (MO) and ventilation coefficient on PM10 concentrations 
in summer.
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moderate values distributed across Site 2, Site 3, Site 5 and Site 6. 
The  lowest MH values were observed across Site 1 and Site 4. The 
PM10 concentration was therefore expected to be highest around Site 1 
and Site 4 in accordance with the definition of MH, with moderate PM10 
expected across all other sites. However, only results from Site 1 were in 
agreement with the observed MH. The most favourable conditions (with 
respect to MO) for the dispersal of pollutants were observed around Site 
1, with unfavourable conditions observed around Site 2 and Site 4, and 
moderate conditions around Site 3, Site 5 and Site 6. The lowest VC 
values were observed around Site 1 and the highest VC values were 
observed around Site 6, with moderate values distributed across the 
remaining sites. Therefore, the VC was able to predict the areas for 
high PM10 concentrations (Site 1) and low PM10 concentrations (Site 6). 
Site 1 and Site 6 are located in the valley openings with Site 1 being 
in an area with a narrow valley opening and Site 2 being in an area 
with a wide valley opening. The strength of the valley flows depends 
on the valley volume. Wind speeds are often larger near the valley head 
where valley volume is small and the pressure gradient is high relative to 
distance from ridge top to ridge top. Wind speed weakens near the valley 
opening where the valley volume is larger and the pressure gradient is 
low relative to the distance between ridge tops.66 Therefore, wind erosion 
may have played a major role in the observed high PM10 concentrations 
at Site 1 and, similarly, calm conditions may have been responsible for 
the observed low PM10 concentrations at Site 6. However, the VC did 
not have the same influence on the other sites which are situated in 
the middle of the valley floor. The reason could be that the TAPM model 
inputs terrain following coordinate systems and was unable to account 
for discontinuities in the steep terrain of the study area. 

Conclusion
The University of North Carolina passive samplers coupled with 
CCSEM_EDS were used to determine spatial heterogeneity of PM chemical 
components. The concentrations of PM2.5, PM10 and PM chemical 
components were spatially heterogeneous with high heterogeneity 
observed near the industrial sources for FeCr-rich and Cr-rich particles 
and Si-containing particles. The COD values also showed that the highest 
heterogeneity was observed near the industrial sources. Findings showed 
little or no correlation between PM10 and the meteorological parameters 
MH, MO length, APP and COD. 

The findings highlight a very important point: passive samplers can 
be used (particularly in developing world contexts) as a substitute to 
more expensive continuous samplers to determine the spatial variation 
of PMs and their chemical components for effective environmental 
planning. The  IDW interpolation within the mapping software (ArcMap 
version 10.0) was able to predict the spatial variation of PM10, PM2.5 
and PM chemical components that indicated the existence of different 
conditions within the air shed, and therefore this variation may require 
different control strategies to mitigate the impacts of pollution within the 
air shed. The second finding was that synoptic winds used by the TAMP 
model were unsuccessful in determining the influence of APP, MO, MH 
and VC on the distribution of PM10 concentrations in a complex terrain. 
This finding clearly indicates that these parameters are dependent largely 
on winds generated by temperature changes and mountain slopes in 
mountainous terrain. However, the VC was able to predict the areas 
for high PM10 concentrations at the valley openings where the VC is 
influenced by the impact of pressure gradient on the wind strength. 
Therefore, for future analysis of the behaviour of pollutants in a complex 
terrain, a network of meteorological station balloon soundings within the 
valley floor and adjacent slopes needs to be set up in order to capture 
the actual meteorological parameters that influence the behaviour of air 
pollution. The ambient air quality should be monitored continuously to 
verify the findings of this study. 
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CHAPTER 4 

 

Results: Source profiling, source apportionment and 

cluster transport analysis to identify the sources of 

PM and the origin of air masses to an industrialised 

rural area in Limpopo 

 

4.1 Paper overview 

 

Source apportionment of PM is important to identify the sources responsible for ambient 

concentrations observed in a particular area. In the field of atmospheric sciences, source 

apportionment models aim to re-construct the impacts of emissions from different sources of 

atmospheric pollutants (Viana et al., 2008). 

 

A few studies have been done on source apportionment locally and in Africa. However, none 

of these studies have applied the top-down method for source apportionment using PMF model 

and PM chemical composition data derived from UNC passive samplers and the CCSEM 

analytical tool. Therefore, this work is unique in that it introduces a cost-effective method for 

source apportionment as an alternative to the bottom-up method (dispersion modelling) that 

requires emissions data, which are normally not readily available in South Africa, particularly 

point source data which industries are normally not willing to share with researchers.  

 

This manuscript covers the source profiling and source apportionment based on the statistical 

evaluation of PM chemical data acquired at receptor sites. The paper assesses the contributions 

from various sources based on the observations at the sampling sites. The underlying principle 

of receptor modelling is that mass and species conservation can be assumed, and a mass balance 

analysis can be used to identify and apportion sources of airborne PM in the atmosphere 

(Hopke, 2016). The first section of the manuscript looks at mining as an economic activity that 

sustains the economy of the GTM. This activity, however, has led to the increase in the number 



96 

 

of households, vehicles, and domestic waste production in the GTM. The increase of these 

activities is likely to have resulted in environmental pollution due to heavy metals emissions. 

Heavy metals have been associated with adverse health (Zayed and Terry 2003; Ravindra et 

al., 2004). The manuscript also considers the role of the three spheres of government in 

implementing the National Environmental Management: Air Quality Act, 2004 (Act No. 39 of 

2004) and the inability of the Act to cater for ambient elemental standards with the exception 

of lead. The third part of the manuscript defines source apportionment and gives a full 

description of the two source apportionment models, i.e. source-oriented models and receptor 

models. The two models used in the study namely Positive Matrix Factorization (PMF) and 

Hybrid Single Particle Lagrangian Integrated Trajectory (HYSPLIT) are described in detail, 

and the results from these two models are discussed thoroughly. The layout of the study area, 

the site selection and the sampling and sample analysis methodology are described in detail.  

 

The Candidate acknowledges that though an effort was made in the manuscript to explain how 

the source profiles were determined, a full description of the steps undertaken to select the 

profiles generated from the model run should have been included in the discussion of the 

results. In summary, for each model run the PMF model lists a number of possible source 

fingerprints (F-matrix). Statistical tools within the model were used to determine how well the 

model fitted each species, and evaluated if a species should be accepted, down-weighted or 

excluded from the model. The user then interpreted the profiles using atmospheric science 

experience coupled with knowledge of sources in the study area. This information was then 

supported by literature for measured PM source profiles with characteristics similar to the 

factor profiles in the F-matrix. 

 

4.2 Contribution to the thesis 

 

This manuscript contributes to the thesis by pursuing two research objectives. The first 

objective 5 ‘to determine source profiles of PM, the number of sources, and the contribution of 

each source using Positive Matrix Factorization (PMF) model’ was achieved. The results from 

PMF analysis identified a mixture of tracer elements as markers for source identification. 

However, differentiating these markers for different sources in the area proved to be difficult 

because some of the chemical components that are solely industrial can find their way into 

other source categories such soil and road dust through deposition, and wood and agricultural 
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plantation through absorption from the soil. This difficulty was overcome by knowledge of the 

geographical layout of the study area. The major source contributions in the area were 

identified as crustal/road dust > agricultural/wood burning > ferrochrome smelters > industrial 

coal burning > vehicle emissions. The contribution of these sources varied across the study 

area with chromium pollution being concentrated closer to the sources. These results showed 

that the composition and levels of PM in the GTM varied significantly among the six study 

sites. Therefore, systematic sampling and characterization of PM is needed to increase the 

sampling numbers and improve PMF results. 

 

The impacts of regional and trans-boundary air transport to the GTM were investigated by 

pursuing objective 6. The HYSPLIT model was used to track the air masses and analyse the 

dominant transport pathways, while a k-means clustering algorithm within the model was 

applied to group various air mass trajectories into different transport pathways. Five air 

pollutant transport pathways were identified and were represented by five air mass trajectory 

clusters. The cluster transport pathways indicated both regional and trans-boundary transport 

of air masses from the North-West, Province in South Africa, Zimbabwe (passing over 

Limpopo Province), Mozambique and the Indian Ocean (passing over Northern KwaZulu-

Natal Province and Swaziland). The proposed modelling approach in this study has the 

potential to be applied to other regional air pollutant emission investigations and policy 

development studies. 

 

This study will add value for future assessment of the impact of sources on ambient air quality 

under different management / interventions / control options and inform a roadmap of short-

term and long-term measures as considered appropriate and cost-effective to ensure compliance 

with ambient air quality standards. 

 

4.3 Role of the candidate 

 

Cheledi E. Tshehla set up and performed the PMF analysis and the HYSPLIT model trajectory 

analysis and wrote the paper. The evaluation and interpretation of the results were performed 

in close cooperation with the Prof. G. Djolov (co-author). 
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Research article 
Source profiling, source apportionment and cluster 
transport analysis to identify the sources of PM and 
the origin of air masses to an industrialised rural 
area in Limpopo

Introduction 
South Africa is one of the developing countries in the world, 
and as such the country has considered economic growth, 
social and educational development and industrialization as 
key development priorities. In the Greater-Tubatse Municipality 
(GTM) in Limpopo Province, South Africa, mining is viewed 
as one of the important economic activities which has the 
potential of contributing to the development of the area’s 
economy (Community Empowerment Impact Assessment 
Report, 2007). Though the contribution of mining activities to 
economic development of GTM is well acknowledged, this might 
be achieved at a significant environmental, health and social 
costs to the region due to urbanization, high traffic volumes and 
higher industrial and domestic waste production. 

† Deceased on 7 November 2017

Environmental pollution due to heavy metals from mining 
activities, vehicular emissions, agricultural and biomass 
burning are a major concern in many parts of the world (UNEP, 
2006). Extensive mining of chromite, platinum and silica in the 
GTM mining belt may pose a serious threat to the environment. 
Mining of these ores may release toxic metals such as 
hexavalent chromium and platinum group metals which are 
carcinogenic and mutagenic to human health (Zayed and Terry, 
2003; Ravindra et al., 2001). Studies worldwide have found that 
ambient levels of PM10 are associated with adverse health effects 
including increase in premature deaths, hospital admissions 
and emergency attendances for respiratory and cardiovascular 
disease and exacerbation of asthma (Pope III, 2000; Dockery, 
2001). PM2.5 which is smaller in aerodynamic diameter than PM10, 
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Abstract
The Greater Tubatse Municipality in Limpopo is home to three ferrochrome smelters and over fifteen operational mines which are 
mining chromium, platinum or silica. Source apportionment in this study was performed by combining air mass back trajectories 
and receptor modelling. The particulate matter (PM) samples at six sites were collected using the University of North Carolina Passive 
Samplers. The monthly samples were collected for a period of 4-5 weeks, except for August-September and September-October 
2015 where the samples were collected for up to 6 weeks. The sampling was carried out from July 2015 to June 2016. PM chemical 
analysis was performed using Computer Controlled Scanning Electron Microscopy coupled with Energy-Dispersive X-ray Spectroscopy 
(CCSEM-EDS). The PM chemical analysis indicated the presence of elements such as carbon (C), calcium (Ca), chromium (Cr), iron (Fe), 
aluminium (Al), silicon (Si), magnesium (Mg) and lead (Pb). All the six sites except site 1 exceeded the WHO annual guidelines for PM10 

concentration of 20 µg/m3. The annual chromium concentrations exceeded the New Zealand limits of 0.0001 µg/m3 and 0.11µg/m3 
Cr (VI) and Cr (III), respectively. The back trajectory clusters computed by the HYSPLIT model identified 5 transport clusters for each 
site. The main transport patterns were northerly to north-easterly, easterly to south-easterly, and south-westerly to north-westerly. 
The US EPA PMF model version 5.0 used in source profiling and source apportionment identified agriculture/wood combustion, coal 
combustion, crustal/road dust, ferrochrome smelters, and vehicle emissions as the main sources in the area. The source contributions 
varied across all sites indicating the existence of different microenvironments within the airshed and that the pollution can originate 
from either local or regional sources as indicated by back trajectory clusters. 

Keywords 
source apportionment, back trajectories, particulate matter, chemical characterization            
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can penetrate deeper into the lungs and reach the blood system 
and it can also impact on visibility and climate change (Chen et 
al., 2014) The potential of adverse health effects of particulate 
pollution has triggered extensive research on PM chemical 
composition and source apportionment in many countries over 
the past decade (Liu et al., 2018). Understanding the chemical 
components of PM is crucial to adequately assess the impacts 
of these chemicals on the receiving environment. A number of 
ferrochrome smelters are found in the GTM. Ferrochrome is a 
major chromium source used as raw material for the production 
of stainless steel and ferro-metal alloys. The morphology of the 
chromite spinel ore can be described stoichiometrically as (Fe, 
Mg)(Cr, Al, Fe)2O4 and they often contain gangue compounds of 
SiO2 and MgO. Submerged-arc furnaces are commonly used to 
smelt chromite ores by using carbonaceous reductants such as 
coke, bituminous coal and char. The ferrochrome slag created 
during the smelting process mainly consists of SiO2, Al2O3 and 
MgO in different proportions but also smaller amounts of CaO, 
chromium and iron oxides (Nkohla, 2006; Hockaday and Bisaka, 
2010). These elements may find their way into the atmosphere 
during the smelting operations and they can cause serious harm 
to human health. 

In South Africa, the National Environmental Management: Air 
Quality Act (AQA, Act No. 39 of 2004) was promulgated in 2005 
as an approach to manage air quality in the country. The Act 
requires national, provincial and local authorities to identify 
substances or mixtures of substances in ambient air which 
may reasonably be anticipated to endanger public health, 
and to establish air quality standards to limit emission of such 
substances. However, to date no ambient metal standards (with 
the exception of Pb) have been promulgated to define the level 
of air quality that is necessary to protect the public welfare 
from known or anticipated adverse effects of these pollutants 
on the receiving environment in South Africa. There is also little 
information on PM source apportionment studies to assist in 
developing effective policies to mitigate the impacts of PM in 
South Africa. 

Numerous methods have been developed over the years to 
collect and analyze air pollutant samples, using both active and 
passive techniques. Easy to use passive samplers are available in 
the market and are less expensive than conventional samplers. 
Therefore, a large number of passive samplers can be deployed 
at a given time to capture representative spatial measurements 
in an airshed (Lagudu et al., 2011). 

There are two types of models (source-oriented models 
and receptor models) used to identify sources of pollution 
in the environment (Schauer et al., 1996). Source-oriented 
(dispersion) models require knowledge of all emissions from the 
contributing sources (Pant and Harrison, 2012). Receptor modes 
are statistical analysis tools used to identify contributions 
from different sources using multivariate measurements from 
different receptor locations. These models use ambient data 
and the chemical components in source emissions to quantify 
contributions, unlike the source models that use emissions 
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and meteorological parameters to estimate concentrations 
at the receiving environment (Watson, 2002). Positive Matrix 
Factorization (PMF) is one of the recent models developed by 
the United State (U.S) Environmental Protection Agency (EPA). 
PMF has been used widely in source apportionment of ambient 
PM because of its ability to account for the uncertainty variables 
that are often associated with sample measurements and also 
the output values in the solution profiles and contributions are 
nonnegative (Reff and Eberly, 2007). The key output of PMF is 
the percentage contributions of different sources to ambient 
pollutant concentration at specific receptors (Pant and Harrison, 
2012). The PMF model has been used by many researchers 
across the world for source identification and profiling. A study 
by Harris and Davidson (2005) characterized Ca, Al, Mg, Si, K, Fe, 
Mn and Zn as elements emitted from metal smelters. Soil was 
found to contain elements such as Fe, Al, K, Ca, Ti in a study by 
Watson and Chow (2001a; 2001b), while road dust contributed 
to Fe, Al, K, Ca, Si, Mg, P, S, Na and BC (Bhave et al., 2001; Ho et 
al., 2003). However, these profiles can vary from one area to the 
other due to varying soil types. A source profiling study by Kim 
et al., (2003b) and Begum et al., (2004) identified motor vehicle 
emissions as the source of Mg, Al, Fe, Si, S and BC (black carbon). 
Biomass burning emissions are a mixture of both organic carbon 
and elemental carbon and their ratio depends on the type of 
fuel used (Karanasiou et al., 2015).

The quantitative assessment of sources contributing to the 
ambient PM on the receiving environment is required to develop 
sound and effective control strategies to address the scourge of 
PM pollution in South Africa. However, the bottom-up approach 
based on emission inventories is hindered by poor availability of 
the emissions data particularly from industries. The objective of 
this study is to identify sources of PM in a mountainous terrain 
in Limpopo, South Africa and estimate their contributions 
through receptor modeling (PMF) application. The sampling 
data obtained during the sampling campaign from July 2015 to 
June 2016 will be used.

Methods
Study area
Ambient PM sampling was undertaken in a rural area of the 
Greater Tubatse Municipality (GTM) in Limpopo Province, South 
Africa (Fig. A1). The main towns in the area are Steelpoort and 
Burgersfort which are sustained through economic activities 
such as mining and smelting of chromium ores. Furthermore 
there are agricultural and forestry activities and transportation 
that also add to the economic activities in the area. Most of 
the households in the area are dependent on wood burning 
for space heating and cooking (Community Empowerment 
Impact Assessment Report, 2007). The GTM has a complex 
terrain with high mountains and steep inclinations. The 
elevation of the surface area is approximately 740 m above sea 
level with the surrounding mountains extending to a height of 
approximately 1200-1900 m above sea level. The area is located 
in the subtropical climate zone where the maximum average 



CLEAN AIR JOURNAL Volume 28, No 2, 201856

temperature reaches 35 °C with minimum average temperature 
of 18 °C in summer. In winter the maximum average temperature 
reaches 22 °C with average minimum of 4 °C (Schulze, 1986). The 
annual rainfall for the area ranges between 500 and 600mm 
(DWAF, 2005). Figure A1 in appendix should the map of the study 
area showing passive sampler locations (red place-marks) with 
smelter locations shown as green place-marks.

Site selection
The location of the monitoring sites was selected to optimize 
spatial sampling for exposure assessment. A sequential 
sampling technique (Goovaerts, 1997; Van Groenigen et al., 
1997) was used to design an optimal sampling network of 6 sites 
in the GTM. This technique is based on extended knowledge of 
the area to be sampled and factors controlling the distribution 
of pollutants. These factors amongst others were terrain and 
various phenomena like meteorological conditions and the 
chemistry of pollutants (Frączek et al, 2009). The sites were 
located at private residences, a church, a hospital and a school 
for security reasons and easy access during site visits.

Sampling and sample analysis
The University of North Carolina (UNC) passive samplers 
designed by Wagner and Leith (2001) and housed in a protective 
shelter designed by Ott and Peters (2008) were deployed at 
six sites for PM sampling. Ott and Peters (2008) designed the 
shelter to shield the passive sampler from precipitation and to 
minimize the influence of wind speed on particle deposition 
(Sawvel, 2015). The samplers consist of a scanning electron 
microscopy (SEM) stub, a collection substrate, and a protective 
mesh cap (Lagudu et al., 2011). The samplers were deployed for 
sequential periods of approximately 30 days from July 2015 to 
June 2016, except for the month of August and September when 
they were deployed for a period of approximately 40 days. The 
longer sampling periods of 3-4 weeks were selected to ensure 
that there was sufficient particle loading on the samplers as 
suggested by Sawvel (2015).

The PM2.5, PM10 concentrations and the elemental composition 
of individual particles deposited on the passive sampler were 
determined by CCSEM-EDS (Tescan Vega 3 model). Before 
sample analysis with Personal Scanning Electron Microscopy 
(PSEM) (method by Hopke and Casuccio, 1991), the samples 
were coated with a thin layer of graphitic carbon under 
vacuum to bleed off the charges induced by the electron 
beam in the SEM. The PSEM was operated with a 20-kV beam 
(Sawvel 2015). Lagudu et al., (2011) gave a brief description of 
the CCSEM analysis. The elements obtained from the analysis 
were Carbon (C), Chromium (Cr), Calcium (Ca), Iron (Fe), Silicon 
(Si), Aluminium (Al), Magnesium (Mg), Lead (Pb), and other 
miscellaneous elements.  Pb and miscellaneous elements 
were not included in further analysis due to their insignificant 
weight. The concentrations of PM2.5, PM10 and each particle was 
determined using the method outlined in Ott and Peters (2008). 
Data obtained from CCSEM is semi-quantitative, and therefore, 
in order to use the data in PMF for source contributions the 
particles needs to be classified into homogenous groups by 

applying cluster analysis (Song and Hopke, 1996b; Kim and 
Hopke, 2008; Lagudu et al., 2011).

Cluster analysis
Buhot et al., (1999) described cluster analysis in detail. In this 
study, hierarchical cluster analysis was performed on single 
particle data from CCSEM using the open source clustering 
software (Cluster 3) developed by the Institute of Medical 
Science (IDS) at the University of Tokyo. Once the analyses were 
completed, all the cluster groups with less than 4 (excluding 
Pb and miscellaneous elements)   particles were chosen as 
potential homogenous classes. This is because as the number 
of classes created for each source sample increases, the 
number of particles assigned to each class decreases (Kim 
and Hopke, 1988). The particle classes obtained from cluster 
analysis include Carbon-rich (C-rich), Chromium-rich (Cr-rich), 
Iron-rich (Fe-rich), Iron/Chromium-rich (FeCr-rich), Silicon 
(Si-rich), Silicon/Aluminium/Iron-rich (SiAlFe-rich), Calcium-
rich (Ca-rich), Silicon/Magnesium-rich (SiMg-rich) and Silicon/
Aluminium-rich (SiAl-rich).

Positive matrix factorization
PMF 5.0 (USEPA, 2014) was used to apportion the contribution 
from emission sources (Lee et al., 1999; Reff et al., 2007). The 
guidelines specified in the user manual were closely followed 
in this study. Two input files are required by the model: the 
sample species concentration values and the sample species 
uncertainty values or parameters for calculating uncertainty. 
In this study, the sample species uncertainties were obtained 
during CCSEM analysis of samples. 

The receptor modelling in principle relies on the observed 
concentrations of chemical species in the atmosphere and these 
species must be conserved during transport between the source 
and the receptor. The conserved mass is then used during the 
analysis in the identification and apportionment of these 
species (Pant and Harrison, 2012). The PMF model identifies the 
sources by applying the following mass balance equation:

Where xij is the concentration of the jth species in the ith 
sample, gik the contribution of kth source to the ith sample, fkj 
the concentration of the jth species in the kth source, and eij is 
the difference between the measured and fitted value. If the 
number and sources in the area being modelled are known, (fkj), 
then the mass contribution of each source to each sample, gik, in 
equation (1) is known (European Commission, 2014). However, 
the objective is to calculate values of gik, fkj, and p that can 
reproduce xij. An adjustment is then made to gik and fkj until the 
minimum value of Q for a given p is found. Q is defined as:
Where σij is the uncertainty of the jth species concentration 
in sample I, n is the number of samples, and m is the number 

of species (Reff et al., 2007). In most cases, a given chemical 

(1)

(2)
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constituent will have multiple sources and the program 
performs correlation analysis to generate chemical profiles of 
‘factors’ characteristic of the sources. Past knowledge of source 
chemical profiles is then used to assign factors to sources (Pant 
and Harrison, 2012). However, in South Africa there are few 
source chemical profiles available. Therefore, the international 
source chemical profiles (Central Pollution Control Board 
Parivesh Bhawan, East Arjun Nagar Delhi; Pant and Harrison, 
2012; Barrera et al., 2012) were used as a guide.

HYSPLIT model
Backward air trajectories arriving at the six sampling sites were 
calculated using the Windows PC version of the Hybrid Single 
Particle Integrated Trajectory (HYSPLIT-4) model. This model 
is a system for computing air mass trajectories and complex 
dispersion and deposition simulations (Draxler and Hess, 1997; 
1998). Meteorological data fields to run the model are available 
from routine archives. In this study, 24-hour back trajectories 
were calculated at a height 500 meters above ground level 
using reanalysis data from National Centre for Environmental 
Prediction (NCEP) and National Centre for Atmospheric 
Research (NCAR) available from the National Oceanic and 
Atmospheric Administration’s (NOAA) Air Resources Laboratory 
(ARL) archives. The reanalysis data covers the globe from 1948 
to the present with a horizontal resolution of about 2.5 x 2.5 
degrees latitude-longitude and with an output every 6- hours. 

The isosigma vertical motion method was selected for 
computing trajectories. This method follows the internal terrain 
following coordinates systems. A review on computation and 
applications of trajectories was provided by Stohl (1998). The 
length of the back trajectories is restricted in many ways by the 
distances between source regions and the destination zone. 
The choice of 24-hour back trajectory duration is a compromise 
between the objective to identify local and distant sources and 
sink regions and to limit the uncertainties in the trajectories. 
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Stohl (1998) affirmed that errors of 20% of the distance travelled 
seem to be typical for trajectories computed from analysed 
wind fields.

Trajectory  cluster analysis 
In this study trajectory cluster analysis was performed using the 
HYSPLIT_4 model. The model uses Ward’s method described 
by Romesburg (1984), Moody and Galloway (1988) and Stunder 
(1996). The HYSPLIT clustering method is described in detail by 
Draxler et al., (2018). Five clusters were chosen for each set of 
trajectory end point files because this number was sufficient to 
identify all major flow patterns, as well as several less common 
but nonetheless important patterns. Once the number of clusters 
has been decided, ‘Special Runs’ was chosen as the technique 
to produce standard clusters for all trajectory end points for 
the period starting from July 2015 to June 2016. A practical 
advantage of ‘Special Runs’ it’s its ability to accommodate large 
volumes of data. The variables clustered were the latitude and 
longitude of trajectory segment endpoints at 1-hour intervals 
along each 24-hour back trajectory. Individual trajectories 
were further averaged to produce “cluster-mean” trajectories. 
Thus, our large data base (annual trajectories) was reduced 
to a number of cluster-mean plots that can be interpreted in 
terms of known mesoscale and synoptic features. For each 
cluster, ensemble plots of all individual trajectories belonging 
to that cluster were produced. These ensembles or “cluster 
membership” plots were used to validate the mean and to 
assess the variability within the cluster (HYSPLIT4, 2018).

Results and discussion
The mean annual concentrations and the range between 
minimum and maximum concentrations for PM2.5, PM10, and 
particle classes obtained through cluster analysis are shown in 
Table 2. The PM2.5 and PM10 annual mean concentrations were 
below the South Africa National Ambient Air Quality Standard 
(NAAQS) of 20 µg/m3 and 40 µg/m3, respectively. However, all the 
sites exceeded the WHO annual guideline of 20 µg/m3 for PM10 
and only site 1 exceeded the WHO annual guideline of 10 µg/m3 
for PM2.5 (WHO, 2017). All the sites with the exception of site 4 
and 6 recorded highest maximum PM10 concentration above 50 
µg/m3 with the minimum concentration of 10.3 µg/m3 recorded 
at site 5. For chromium, all sites exceeded the New Zealand 
annual chromium limits (Ministry for the Environment, 2009) of 
0.0011 µg/m3 and 0.11 µg/m3 for Cr (VI) and Cr (III), respectively. 
This is an indication that the area may experience negative 
impact on human health, and because the pollutants’ toxicity 
differs so should be the environmental regulation strategies to 
mitigate their impacts. The existence of SiAl-rich particles with 
concentrations ranging between 3.3 µg/m3 and 42.9 µg/m3 in 
the study area may result in cardio metabolic effects on animals 
and humans (Sun et al., 2012) because they contribute 15%-
55% of the total PM in the study area.  

Table 1: Model parameters used for all runs.

Model parameter Setting

Meteorological 
dataset

NCEP/NCAR Reanalysis, 2.5 degree  
latitude-longitude

Trajectory direction Backward

Trajectory duration 24hr

Site 1 (-24.825222, 30.093418)

Site 2 (-24.753453, 30.153452)

Site 3 (-24.726582, 30.205004)

Site 4 (-24.614130, 30.172281)

Site 5 (-24.541220, 30.149056)

Site 6 (-24.497841, 30.064537)

Start time 00:00 UTC

Start height1 500m AGL
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HYSPLIT transport clusters
Figure 1 shows five clusters per receptor site. Clusters for site 1 
to site 4 have similar pattern with varying trajectory percentage. 
For site 1, cluster 1 with 36% of trajectories originates from 
Mozambique and arrives at the receptor site by passing through 
mining areas and a smelter northeast of the sampling site. 
Cluster 2 with 12% of the trajectories originates from Zimbabwe 
and arrives at the receptor site from the northwest and away 

from the mines and smelters in the area. Cluster 3 with 20% 
of trajectories originates from the west while clusters 4 and 5 
originate from the Indian Ocean. Only cluster 1, 4 and 5 pass 
through areas with mines and smelters within the study area. 
This makes them potential transporters of heavy metals to the 
receptor site. For site 2, all clusters with the exception of cluster 
4 passes over the mines and smelters and as such have the 
potential of carrying elemental particles to the site. For site 3, all 
the clusters pass over the mining areas and only cluster 3 and 5 
passes over the smelters. Hence all these clusters can transport 
elemental particles to the receptor. For site 4, all the clusters 
pass over mining areas and only cluster 2 and 3 pass over the 
smelters before arriving at the receptor site. For site 5, only 
cluster 1 is not passing over any industrial facility in the area. 
For site 6, only cluster 2, 3 and 5 pass over industrial facilities. 
Cluster 2 with 30% of trajectories is recirculating within the 
vicinity of the receptor site and this makes it the most likely 
contributor of local pollutants. However, it should be noted 
that even though some trajectories are not passing through 
the industrial facilities, they can also transport pollutants from 
a variety of sources such as transport, agriculture, domestic, 
crustal and oceans, and that these pollutants also contribute to 
the observed concentrations as shown in Table 2.
	
Source profiling by PMF
The most important step in PMF is to determine the number 
of factors which correspond to potential particle sources. After 
applying bootstrap and displacement tests on the data sets, 
three to five factors were deemed to be appropriate for a five 
source solution. The profile graph (Fig. A2.1-A2.6) displays 
the mass of each species apportioned to the factor (blue bar) 
and the percentage of each species apportioned to the factor 
(red bar). The factors were identified according to the type of 
elements dominating in percentage in that factor. Agricultural/
wood combustion was associated with the dominance of C as 

Mean Range

Species Site1 Site2 Site3 Site4 Site5 Site6 Site1 Site2 Site3 Site4 Site5 Site6

PM10 32.02 31.28 38.11 24.10 24.65 20.98 14.9-71.2 16.3-56.6 18.2-53.9 12.2-44.7 10.3-64.9 12.5-33.5

PM2.5 11.8 4.7 4.8 3.0 3.2 2.5 2.3-65.6 2.1-8.3 2.4-9.4 1.8-3.8 1.2-7.5 1.4-3.2

Ca-Rich 1.9 3.1 2.7 1.7 1.8 3.4 0.4-3.5 0.9-6.3 0.8-4.4 0.7-5.6 0.3-9.9 0.9-6.3

C-Rich 5.4 3.2 2.6 2.5 2.1 1.9 2-16.1 2-4.6 1.6-4.8 1.6-4.5 1.3-2.9 0.9-6.3

Cr-Rich 1.3 1.0 1.4 0.2 1.3 0.2 0.8-1.9 0.3-2.5 0.4-3.4 0-0.7 0-6.9 0-1.2

Fe-Rich 0.8 0.4 0.6 0.3 0.2 0.5 0.1-1.1 0.2-1.1 0.4-1.2 0.1-1.4 0.1-0.5 0.1-0.6

FeCr-Rich 1.7 1.5 2.8 0.5 2.8 0.4 0-3.4 0.7-2.8 0.7-6.7 0.1-1 0.2-16.7 0-1.9

Si-Rich 1.5 1.8 2.6 1.3 1.0 0.9 0.8-2.5 1-3.1 1.1-4.1 0.5-3 0.4-2.6 0.2-1.5

SiAl-Rich 11.6 11.4 11.8 7.8 7.3 8.2 3.3-42.9 5-23 4.9-16.9 3.3-17.1 2.3-17.9 4-16.2

SiAlFe-Rich 3.8 5.1 7.0 6.7 4.6 3.2 1.3-7.8 2.7-10.2 3-12.6 3.1-13.8 2.4-7.5 1.2-5.4

SiMg-Rich 1.0 1.3 3.9 1.0 1.7 0.8 0.4-2.1 0.5-2.7 0.6-8.8 0.4-1.7 0.5-6.8 0.4-1.8

Table 2: Species mean concentrations and range.

Figure 1: Five transport pathways (clusters) arriving at the six sampling 
sites.
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Vehicular emissions Ferrochrome  
smeltering

Coal combustion Agricultural/Wood 
combustion

Crustal/Road dust

Site 1

C-rich 35% 63% 2%
Ca-rich  25% 44% 30%
SiAl-rich 43% 21% 36%  
Si-rich 21% 19% 26% 35%
SiAlFe-rich 49% 32%  19%
SiMg-rich 10% 61% 26% 3%
Cr-rich 28% 13% 26% 33%
Fe-rich 7% 40% 35% 19%
CrFe-rich 2% 28% 36% 34%

Site 2

C-rich 45% 0% 18% 6% 31%
Ca-rich 4% 3% 35% 50% 9%
SiAl-rich 13% 10% 29% 33% 15%
Si-rich 0% 28% 7% 15% 51%
SiAlFe-rich 19% 25% 13% 23% 22%
SiMg-rich  17% 11% 50% 22%
Cr-rich 19% 55% 26%   
Fe-rich  7% 38% 23% 32%
CrFe-rich 34% 26% 30% 8% 2%

Site 3

C-rich 52%  45% 3%  
Ca-rich 6% 21% 60%  14%
SiAl-rich 18% 14% 26% 7% 36%
Si-rich 13% 10% 20% 15% 42%
SiAlFe-rich 36%  2%  62%
SiMg-rich  1% 44% 41% 14%
Cr-rich 1% 52% 31% 7% 9%
Fe-rich 15% 6% 39% 6% 34%
CrFe-rich 12% 40% 36% 12% 0%

Site 4

C-rich 55% 10% 6% 23% 7%
Ca-rich 5% 7% 9% 45% 34%
SiAl-rich  10% 28% 42% 21%
Si-rich  6% 15% 23% 55%
SiAlFe-rich 17% 3% 24% 16% 41%
SiMg-rich 19% 28% 12% 38% 3%
Cr-rich 7% 62%   31%
Fe-rich 21% 27% 1% 24% 28%
CrFe-rich 12% 35% 5% 13% 35%

Site 5

C-rich 17% 4% 13% 66%  
Ca-rich 14% 10% 76%   
SiAl-rich 15% 22% 30% 15% 19%
Si-rich 23% 1% 14% 2% 61%
SiAlFe-rich 19% 5% 15% 21% 41%
SiMg-rich 3% 44% 13% 10% 30%
Cr-rich 20% 65% 2% 6% 7%
Fe-rich 12% 8% 23% 2% 55%
CrFe-rich 2% 75% 4% 7% 13%

Site 6

C-rich 21%  4% 62% 13%
Ca-rich 12%  8% 23% 57%
SiAl-rich 16% 9% 8% 23% 44%
Si-rich 25% 22% 23% 8% 22%
SiAlFe-rich 9% 23% 22% 10% 37%
SiMg-rich 32% 22% 5% 39% 3%
Cr-rich  64%  36%  
Fe-rich 45% 30% 3% 23%  
CrFe-rich 20% 55% 11%  15%

Average contributions 18.61% 23.52% 22.00% 24.72% 26.33%

Table 3: Source contributions to the PM particles.
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a primary species and Fe elements. Ferrochrome smelter was 
identified by the domination of Cr and Fe elements. Crustal/
road dust factor was associated with Si, Al, Ca and Mg as the 
primary elemental species.  Industrial coal combustion factor 
was identified by Ca, C, Al and Si as the dominating elements. 
Vehicular emission factor was associated with Fe as the primary 
species, C, Al, Si, and Ca. The most interesting outcome is that 
Cr was also associated with crustal/road dust and agricultural/
wood burning which is an indication that once this element 
is emitted from the source it is then deposited on to the soil 
and water bodies before it is absorbed by plant material and 
released into the atmosphere during burning. Figures A2.1-2.6 
in the appendix show the factors fingerprints for the species.

Source contributions to PM
PMF analysis determines the number of factors which correspond 
to potential particle sources. Source categories that potentially 
have contributed to ambient PM in the GTM rural area were 
identified as crustal/road dust, coal combustion fly ash, vehicle 
exhaust dust, agricultural/wood burning and industrial sources 
(Table 3). The average PM source contributions across all sites 
indicate that geological material (crustal/road dust) accounts for 
26.33%. The crustal material could be mainly from resuspended 
dust from mine tailing in the area or transported from regional 
sources as indicated by the HYSPLIT transport pathways. 
Vehicular emissions are associated with tail pipe, emissions, tire 
and brake wear, road surface abrasion, wear and tear of other 
vehicle components such as the clutch, and resuspension of 
road surface dusts and accounted to 18.69% of the PM sources. 
Fly ash from industrial coal combustion contributed 22% to the 
PM in the study area. Most coal ash contain aluminium oxide 
(Al2O3), calcium oxide (CaO) and silicon dioxide (SiO2) (Coal 
Ash, 2016). And regardless of the by-product produced, there 
are many toxic substances that are present in coal ash (such as 
arsenic, chromium, lead, mercury and uranium) that can cause 
major health problems in humans (Lockwood and Evans, 2016). 

Agricultural and wood (cooking and space heating) burning 
accounts to 24.7% of the total PM emissions. The three 
ferrochrome smelters contributed 23.52% of the total PM in the 
airshed. The distribution of Cr elements across all source types 
indicate that ferrochrome smelters have a on the ambient air 
and have the potential to pollute the water bodies, which can 
impact on the human health since some of the communities in 
the area depend on water from the river streams for cooking and 
bathing.

Both PMF results and HYSPLIT clusters can be combined to make 
informed decisions on the sources and origin of PM sources. 
Crustal/road and soil dust can be transported by trajectories 
from both local and regional anthropogenic sources as shown 
in Fig. 1. However, it should be noted with caution that the 
trajectories are not accurately terrain following. Therefore, high-
ending trajectories were chosen to represent more accurate 
boundary layer flow above the local terrain.

Emission reduction strategies 
Source apportionment results can be useful for the review 
or development and implementation of strategies to reduce 
the impacts of pollution due to industrialization. Some of the 
immediate interventions to be considered in GTM are;

•	 Address fugitive emissions from industrial activities.
•	 Review of the separation process of silica and chrome from 

milling process.
•	 Review of the handling and transportation of milled chrome 

by road (as some of this material is spilled on the road).
•	 Effective enforcement of the Air Quality Act by authorities.
•	 Reduction of fugitive emissions from smelters during 

material handling.
•	 Electrification of households to reduce wood burning.
•	 Reduction of dust from mine tailings and haul roads. 
•	 Re-look at the transportation of ground milled chromium 

to address the current scourge of spillages on the roads. 
•	 Initiate waste collection from rural households to prevent 

waste burning.

These interventions can also be copied to other areas in South 
Africa.

Conclusion
The study investigated a selection of the chemical components 
of PM collected over a period of a year in the Greater Tubatse 
Municipality in Limpopo province of South Africa. The chemical 
components were used in PMF analysis for source profiling 
and source identification. HYSPLIT model was used in the 
identification of possible pollution source locations using 
backward clusters. The combination of the two models assisted 
in concluding that the sources can be either of local or regional 
origin.

These results show that the composition and levels of PM in GTM 
varied significantly among the six sites, however, systematic 
sampling and characterization of PM is needed in order to 
increase the sampling numbers and improve PMF results. 

The PMF analysis identified a mixture of tracer elements as 
markers for source identification. However, differentiating these 
markers for different sources in the area has proved to be very 
difficult. This is because some of the chemical components 
that are solely industrial can find their way into other source 
categories such soil and road dust through deposition, and 
wood and agricultural plantation through absorption from 
the soil. The average source contributions were dominated 
by crustal/road dust, industrial activities such as ferrochrome 
smelters, and wood burning for space heating, with industrial 
coal burning, agricultural activities and vehicle emissions being 
other sources identified in the area. The contribution of this 
sources varied across the study area with chromium pollution 
being concentrated closer to the sources.  These results show 
that the composition and levels of PM in GTM varied significantly 
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among the six sites indicating the existence of varying 
microenvironments within the airshed, however, systematic 
sampling and characterization of PM is needed in order to 
increase the sampling numbers and improve PMF results. 

This study can serve as a base for siting of AQ monitoring stations 
to ensure harmonized AQ assessments throughout the GTM. 
It can also be used as a guiding document for strengthening 
intervention strategies in the industrialized areas across South 
Africa. 
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Figure A1: Map of the study area showing passive sampler locations (red place-marks on Google map), with smelters shown as green place-marks.
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Figure A2.1: Factor fingerprints for species at site 1.

Figure A2.2: Factor fingerprints for species at site 2.
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Figure A2.3: Factor fingerprints for species at site 3.

Figure A2.4: Factor fingerprints for species at site 4.
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Figure A2.5: Factor fingerprints for species at site 5.

Figure A2.6: Factor fingerprints for species at site 6.
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CHAPTER 5 

 

Results: Spatial and Temporal Variation of PM10 

from Industrial Point Sources in a Rural Area in 

Limpopo, South Africa 

 

5.1 Paper overview 

 

This manuscript describes the influence of meteorology on the spatio-temporal variation of PM 

from industrial point sources and identifies the possible areas in which to locate future ambient 

monitoring stations. The terrain of the GTM and the number of point sources in the area are 

discussed. The population statistics of the GTM are given from Statistics South Africa and the 

dispersion modelling processes are discussed using The Air Pollution Model (TAPM). The 

annual and seasonal variations of PM10 are evaluated, and the day-time and night-time PM10 

distribution patterns are discussed to evaluate how they may impact on the environment and 

possibly on human health. The relation between PM10 distribution and meteorological 

parameters such as temperature, relative humidity, mixing height and solar radiation, are also 

discussed.  

 

The relationship between PM10 and temperature depicts a bell-shape with high PM10 

concentration occurring in the mid temperatures and low concentrations occurring during 

minimum and high temperatures. The relationship between PM10 and mixing height is 

influenced by solar radiation. This happens when less solar radiation heats the Earth’s surface 

in autumn and winter (which causes shallow mixing height) and more radiating heating heats 

the surface during spring and summer (which result in elevated mixing height) due to longer 

day hours. 

 

The GTM is home to several sources that were identified by Tshehla and Djolov (2018). Figure 

3.1a (see Chapter 3, page 87) identifies the location of the GTM in South Africa and Figure 

3.1b shows the location of the sources and monitoring sites in the GTM. These sources are the 
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result of industrialization in this rural local municipality. The gas emissions from ferro-alloy 

smelting furnaces contain large size particles of dirt, dust and incomplete combustion of coal 

and coke in addition to fine particles. The gas may contain harmful sulphurous products, toxic 

metal oxide vapours, carbon monoxide and other organic gases. Techniques have been 

developed for ferroalloy emission control, but the costs are high (Holappa, 2010). Therefore, 

to reduce pollution from ferrochrome processed in the GTM will require stringent measures 

such as production of ferro-alloy in closed furnaces to allow re-use of carbon monoxide in 

electricity co-generation, reduction of fugitive dust from material handling, continuous 

monitoring of emissions from the stacks, metal recovery from the slag dumps, and recycling 

of furnace off-gas dust to the furnace. 

 

Wind was also considered. The seasonal winds in Figure 5.1 (overleaf) did not provide a clear 

picture of the wind patterns. There was a mix of strong and light winds in all seasons. The 

distribution of pollution in all seasons could be attributed to both the winds and the orientation 

of the valleys.  

 

Dispersion modelling uses mathematical formulations to quantify the atmospheric processes 

that disperse a pollutant emitted by a source (Grigoras et al., 2010). Based on emissions and 

meteorological inputs, dispersion models can be used to predict concentrations at selected 

downwind receptor locations. Such models are widely used in the management of the impact 

of pollutant emissions on environment (Zannetti, 1990). There has been extensive modelling 

exercises that were undertaken in South Africa to assess and estimate the impacts of proposed 

or existing regulated industries. However, the requirement for impact assessment studies for a 

new activity (plant) or altering the existing emission license does not requires modelling the 

cumulative impact of all the point sources in the area. This may render measures already put in 

place to reduce pollution ineffective. Therefore, this study sought to show how cumulative 

impacts of point sources can lead to high pollution levels within an airshed and also helps in 

identifying optimal locations for monitoring the impacts of point sources.  
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Figure 5.1. Horizontal seasonal wind patterns ((a) summer, (b) autumn, (c) winter, (d) spring) 

in the study area. 

 

Several shortcomings of the publication were identified post-publication. While mention is 

made in the manuscript to indicate that the area has been increasingly urbanized, this 

information was not supported with a reference in the manuscript. However, it is mentioned in 

the GTM’s 2016/2017 – 2020/2021 final integrated Development Plan (GTM, 2016). Although 

an effort was made to discuss the pollution distribution in terms of wind patterns, the seasonal 

variation in terms of source strengths was not considered in the study, and this was considered 

a shortcoming in the model set up by the Candidate. The inclusion of the seasonal source 

strength could have made the discussion more robust.   

 

a 

d c 

b 
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5.2 Contribution to the thesis 

 

Industrial sources were identified in the previous paper as one of the major sources of PM. This 

paper addressed objective 7 ‘to determine the distribution of PM10 from industrial point sources 

and evaluate their possible impacts on human health using modelled hourly data from the 

TAPM model and GIS software’. The annual PM10 concentrations indicated that the highest 

concentrations (27.3 µg.cm-3) were distributed to the southwest of Smelter 2 and northwest of 

Smelter 1. Though this value was below the South African annual PM10 National Ambient Air 

Quality Standard (NAAQS) of 40 µg.cm-3 (see Table 2.5), it was above the WHO annual 

guideline of 20 µg.cm-3. Tshehla and Djolov (2018) indicated that industrial point sources 

contribute 23.52% of the total pollution in the GTM. Therefore, the annual value of 27.3 µg.cm-

3 from industrial point sources may pose a serious environmental threat and cause health 

problems in the area.  

 

The results also showed that there were distinct seasonal and day and night variations in the 

wind patterns in the area which distributes PM10 concentrations to the north-westerly, westerly 

and south-westerly of the airshed. Figure 4a shows higher night-time concentrations ranging 

from 14 – 16.5 µg.cm-3 and covering a number of residential areas (indicated by green dots), 

while Figure 5b shows high day-time concentrations ranging from 11.1 – 15.9 µg.cm-3 which 

covers a small area. During the night, the atmosphere is stable and vertical motion in the 

atmosphere is suppressed. Air pollution is distributed through a shallow layer causing high 

concentration over a larger area due to stagnation. Dispersion of pollution occurs more easily 

when the atmosphere is unstable during the day which leads to high concentrations near the 

sources. Therefore, a large number of settlements will be impacted by high concentrations at 

night compared to day-time. The settlements identified as the possible impact hot-spots from 

industrial pollution will require continuous ambient monitoring to assess future health impacts 

from industrial pollution. 

 

5.3 Role of the candidate 

 

Cheledi E. Tshehla set up and performed TAPM analysis and the GIS spatial interpolation of 

the TAPM output and wrote the first draft of the manuscript. The evaluation and interpretation 

of the results were performed in close cooperation with the Dr C.Y. Wright (co-author). 
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5.4 Publication status 

 

Tshehla C.E., and Wright C.Y. 2019. Spatial and temporal variation of PM10 from industrial 

point sources in a rural area in Limpopo, South Africa. Int. J. Environ. Res. Public Health 16: 
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Abstract: Air pollution from industrial point sources accounts for a large proportion of air pollution
issues affecting many communities around the world. However, emissions from these sources
are technically controllable by putting in place abatement technologies with feasible and stringent
regulatory conditions in the operation licenses. Pollution from other sources such as soil erosion,
forest fires, road dust, and biomass burning, are subject to several unpredictable natural or economic
factors. In this study, findings from dispersion modelling and spatial analysis of pollution were
presented to evaluate the potential impacts of PM10 concentrations from point sources in the Greater
Tubatse Municipality of Limpopo, South Africa. The Air Pollution Model (TAPM) was used to model
nested horizontal grids down to 10 km for meteorology and 4 km resolution for air pollution was
used for simulation of PM10. An analysis of annual and seasonal variations of PM10 concentrations
from point sources was undertaken to demonstrate their impact on the environment and the
surrounding communities based on 2016 emissions data. A simple Kriging method was used to
generate interpolation surfaces for PM10 concentrations from industrial sources with the purpose of
identifying their areas of impact. The results suggest that valley wind channeling is responsible for
the distribution of pollutants in a complex terrain. The results revealed that PM10 concentrations
were higher closer to the sources during the day and distributed over a wide area during the night.

Keywords: air pollution; point sources; population distribution; particulate matter; TAPM

1. Introduction

Particulate matter (PM) is a complex mixture of solid particles and liquid droplets suspended
in the air that vary in size, composition and concentration. PM with aerodynamic diameter of less
than 10 µm (PM10) can stay in the air for minutes to hours and can travel for up to 50 km, while PM2.5

(fine) particles are lighter and can stay in the air for days or weeks and travel longer distances than
coarser PM10 particles [1]. PM exposure has been a growing public concern and it is associated with
severe health impacts [2]. Studies worldwide have linked exposure to PM air pollution with a range
of cardiovascular, respiratory diseases, stroke, chronic obstructive pulmonary disease, childhood
pneumonia, asthma and diabetes [3–9]. It should be noted, however, that the evidence for the hazardous
nature of combustion-related PM (from both mobile and stationary sources) is more consistent than
that for PM from other sources [10]. Ref. [11] estimated that approximately 3% of cardiopulmonary
and 5% of lung cancer deaths are attributable to PM exposure globally.

The Greater Tubatse Municipality (GTM) in Limpopo, South Africa, is home to three ferrochrome
smelters. The main pollutants emitted from the smelters in the GTM, PM10 and PM10 chemical
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components are discussed in [12]. The area has a complex terrain (Figure 1) with terrain height ranging
from 850 m to 1850 m above sea level. Mountainous terrain has a high degree of topographical variation
and land cover heterogeneity [13].
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The GTM has an area of approximately 4550 km2 in size and a population size of 335,676 [14].
(Table 1) which comprises 115,809 children (0–14) and 17,119 elderlies (65+). These age groups are
classified as being prone to the health impacts of PM pollution [15]. The GTM is largely rural with the
majority of people being low-income earners and relying on river streams for water and vegetables
from informal farming.

Table 1. Population statistics by age from the 2011 census for the GTM (statistics South Africa).

Age Group Population N (%)

0–14 115,809 (34.5%)
15–64 202,748 (60%)
65+ 17,119 (5.5%)

Total 335,676 (100%)

Due to intensive industrialization, the area has seen an increase in traffic activities and possibly
in waste disposal due to urbanization of this rural area. Due to a lack of ambient air quality data and
ground-level meteorological monitoring data in the area, it is vital to investigate how pollution from
the industrial point sources impact on the environment. PM is mainly emitted into the atmosphere
by anthropogenic sources such as industries, vehicles, combustion sources, road dust and open
burnings, and natural sources such as wildfires due to lightning strikes and wind-blown dust from
open un-vegetated surfaces.

The emissions alone cannot determine the type and intensity of air pollution of any area.
Meteorology and the climate, as well as the topography of the site, all have a major influence on
the dispersion and transformation of pollutants [16]. The concentration of pollutants in the lower
layers of the atmosphere depends on the atmospheric pressure, the wind and the temperature [17].
The dispersion of pollutants increases with the wind speed and turbulence, and its direction orients
the plumes emitted from the stacks. The vertical temperature gradient helps the ascending movement
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of air pollutants. However, in cases of temperature inversion, pollutants are blocked in the low layers
of the atmosphere, which creates episodes of pollution [18].

The topography variation such as the one found in the GTM influences the atmosphere in two
ways [19]. The first is in the form of momentum exchange between the atmosphere and the surface that
occurs because of flow modification by mountains in the form of mountain lee waves, flow channeling
and flow blocking [20]. The second effect involves energy exchange between the terrain and the
atmosphere. The thermally induced winds depend on the temperature differences along the mountain
plain systems and the strength of the synoptic systems and the cloud cover, with weak synoptic
systems and cloud-free atmospheres producing more pronounced winds [21,22]. Mountain winds
blow parallel to the longitudinal axis of the valley and are directed up-valley during daytime and
down-valley during night-time. The circulation is closed above the mountain ridges by a return current
flowing in the reverse direction. The development of thermally driven winds is often complicated
by the presence of other wind systems developed on different scales [22,23]. The anabatic flows are
limited in time during wintertime as compared to during the summer due to the shorter exposure
period to sunlight [24].

Dispersion modelling is a mathematical tool that includes simplified algorithms used to quantify
the atmospheric processes that disperse pollutants emitted by a source. Dispersion models can be
used to predict concentrations at selected downwind receptor locations depending on the emissions,
topographical and meteorological inputs. These models can be used in the development of strategies
for the management of pollution impacts on the environment and the assessment of air quality [25].
To effectively manage the PM pollution from industrial sources and to mitigate the impact of this
pollutant on human health, it is important to provide information on the spatio-temporal pattern of
PM emissions. However, emissions data is not readily available in South Africa.

Ref. [12] identified ferrochrome smelters as one the major contributors of PM10 (contributing 23.52%
of the total PM10 in the GTM). Therefore, an air quality assessment in a highly industrialized rural area
of Limpopo, South Africa was performed by means of The Air Pollution Model (TAPM) as a predictive
(meteorological) modelling tool. The model output was imported into Geographic Information System
to spatially display the seasonal and annual impact of PM concentrations from ferrochrome smelters
in the region. The meteorological parameters such as wind, humidity, radiation, mixing height and
temperature, were examined to evaluate potential influences on the PM10 concentrations.

2. Materials and Methods

2.1. Data

The annual PM10 emissions data (Table 2) for 2016 were provided by the Department of
Environmental Affairs’ National Emissions Inventory System (DEA, NAEIS). The annual data
in kilograms per annum (kg/yr) were converted to grams per second for input into the TAPM model.

Table 2. 2016 industrial emissions in the GTM.

Source
PM10

Emissions
(kg/yr)

Stack
Height

(m)

Stack
Diameter

(m)

Exit
Velocity

(m/s)

Exit
Temperature

(◦C)

Gas
Flow Rate

Operating
Hours

Smelter 3
(Stack 1) 1598 56.5 0.78 21.55 75 6.24 8760

Smelter 3
(Stack 2) 365 64.45 0.78 21.55 75 3.48 8760

Smelter 3
(Stack 3) 10,231. 64.45 0.78 21.55 75 3.96 8760

Smelter 2
(Stack 1) 11,416 32.0 1.6 24.13 137 5.2 8760
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Table 2. Cont.

Source
PM10

Emissions
(kg/yr)

Stack
Height

(m)

Stack
Diameter

(m)

Exit
Velocity

(m/s)

Exit
Temperature

(◦C)

Gas
Flow Rate

Operating
Hours

Smelter 2
(Stack 2) 2611 30.0 1.2 25.93 118 2.9 8760

Smelter 2
(Stack 3) 7308 30.0 1.7 25.18 110 3.3 8760

Smelter 1
(Stack 1) 13,699 50.3 1 24.13 160 5.72 8760

Smelter 1
(Stack 2) 3133 61.5 0.8 32.96 66 3.19 8760

Smelter 1
(Stack 3) 8769 60.6 1 30.59 50 3.63 8760

The population distribution (Table 1) for the GTM was obtained from the Statistics South Africa
website [14].

2.2. Model Configuration

TAPM (version 4) was run for the period of July 2015 to June 2016. Four grids with nested domains
of 25× 25 horizontal grid points at 30 km (Figure 2a), 20 km (Figure 2b), 10 km (Figure 2c) spacing for the
meteorology and 4 km (smaller grid in white) for pollution simulation were used. A total of 49 discrete
receptor points were used for calculating pollution concentration fields. The model uses a default
database of soil properties, topography, and deep soil parameters were used. The global terrain height
data on a longitude/latitude grid at 30-second grid spacing (approximately 1 km) based on public
domain data used in the model is available from the US Geological Survey, Earth Resources Observation
Systems (EROS) Data Center Distributed Active Archive Center (EDC DAAC). The database for global
soil texture types on a longitude/latitude grid at 2-degree grid spacing (approximately 4 km) was
obtained from the Food and Agriculture Organization of the United Nation website. The global deep
soil parameters data on a longitude/latitude grid at 30-second grid spacing (approximately 1 km) is
available from the US Geological Survey, Earth Resources Observation Systems (EROS) Data Center
Distributed Active Archive Center (EDC DAAC).
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TAPM has several characteristics: it is three-dimensional, prognostic, Eulerian, incompressible,
and non-hydrostatic. It is a primitive equation model in terrain-following coordinates for simulating
atmospheric motion and pollutant transport using nested grids [26]. The model comes with databases
containing terrain height data, type of soil and vegetation, sea surface temperature and synoptic scale
meteorology supplied by the model developer CSIRO Atmospheric Research Australia. Global terrain
and land use datasets have a spatial resolution of 1 km. Sea surface temperature data used are monthly
averages and have a spatial resolution of 100 km. Meteorological datasets contain six-hourly synoptic
scale analyses on a longitude/latitude grid at 0.75- or 1.0-degree grid spacing (approximately 75 km or
100 km). TAPM then ‘zooms-in’ from the 100 km data to model local scales at a finer resolution using
a one-way nested approach to improve the efficiency and resolution, predicting local-scale meteorology
(typically down to a resolution of 1 km) [27].

TAPM uses the predicted meteorology and turbulence from the meteorological component and
consists of four modules. The Eulerian Grid Module (EGM) solves prognostic equations for the mean
and variance of concentration. The Lagrangian Particle Module (LPM) can be used to represent
near-source dispersion more accurately. Wet and dry deposition effects are also included [27]. In this
study the LPM was used for dispersion modelling in the GTM. The model was run in observation
mode without data assimilation due to non-availability of meteorological data in the area to assimilate
PM exposure.

3. Results and Discussion

The simple Kriging method was used to plot the spatial variation of PM10 concentrations from the
industrial point sources. The method assumes that the mean and variance remain constant and are
known in all locations [28]. The meteorological data predicted by the model were extracted at the grid
points nearest to the centre of the study area. The annual wind rose (generated by OpenAir statistical
software [29]) and spatial variation of PM10 concentrations at receptor points were plotted in Figure 3.
The annual wind rose shown in Figure 3b indicates that the dominant wind direction is south-westerly,
north-easterly and westerly with wind speed reaching 5.7–8.8 m.s−1.
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The annual PM10 spatial analysis (Figure 3a) indicates that the highest PM10 concentration
(27.3 µg.m−3) was between Smelter 1 and Smelter 2, spreading to the west of Smelter 1 and south-west
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of Smelter 2. The highest annual concentration was lower than the 40 µg.m−3 of the South African
PM10 National Ambient Air Quality Standards (NAAQS), however, it was higher than the WHO
annual mean guideline of 20 µg.m−3. Even though the industrial point sources constitute less than
a quarter of the total sources in the GTM, they may pose a danger to human health based on the
WHO ambient air quality guidelines. The residential areas (indicated in Figure 1b) show areas that are
potentially most vulnerable to the impacts of these pollutants from the smelters, given their proximity
to the industrial facilities. Prevailing wind speed and direction (Figure 3b) play an important role
in determining which areas may be affected by PM10 pollution from the point sources, with higher
wind speeds dispersing pollutants furthest away from the source and low wind speeds depositing
pollutants closest to the sources. The west south-westerly winds are responsible for transporting
pollutants to the east north-easterly direction between Smelter 1 and Smelter 2, while the north-easterly
and easterly winds are responsible for dispersing pollutants from Smelter 3 to the south-westerly and
westerly direction.

Figures 4a and 5a indicate a variation in ambient concentrations during the night-time and
day-time, respectively, which is caused by varying meteorological conditions during day time and
night time, with night time conditions favouring recirculation of air due to the nocturnal inversion
layer, plume impingement on high terrain and persistent wind channeling inside valleys, and the
daytime conditions occur mainly when there is vertical mixing when the surface inversion breaks
and the winds travel up the slopes and the valley disperse pollutants as a function of time and
space, with concentration being higher closer to the sources and lower further away from the sources.
The evidence of this is the nonexistence of dark red colours to indicate high concentrations on Figure 4a.
However, there is wide spread of higher concentrations during the night that covers large residential
areas as compared to high concentration of PM10 during the day that are localized closer to the sources.
This is a clear indication that there is less mixing during the night compared to the day-time. Therefore,
pollution episodes often occur more during the night than during the day. This makes communities
more vulnerable to pollution at night than during the day, except those communities residing near
the industries. Figure 4a shows re-circulation of PM10 during the night, which is distributed west of
Smelter 1, north-west of Smelter 2 and west of Smelter 3. The wind profile (Figures 4b and 5b) shows
that the easterly winds are the most effective winds that could potentially disperse pollutants to the
west of Smelter 1 and Smelter 2.
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Figures 6–9 show the seasonal distribution of PM10 concentrations and wind profiles. The wind
profiles show that the dominant wind is west to south-westerly during autumn (Figure 6a,b).
These winds are responsible for the distribution of pollutants in a north-easterly direction in the south
of the study area. The winds are then channeled in a north-westerly direction toward the north of the
study area by following the valley axis. The winter season (Figure 7a,b) is dominated by south-westerly
winds. However, the easterly and south-easterly winds are the ones dispersing pollutants to the
west and southwest of the facilities. During spring (Figure 8a,b) and summer (Figure 9a,b), the north
north-easterly to easterly winds are the dominant winds responsible for the dispersion of pollutants to
the west and south-west of the facilities in the area. The south-westerly and north-easterly flows are
parallel to the valley axis, particularly near Smelter 1 and Smelter 2. There is little or no wind coming
from the southerly sector during all seasons. This could be due to the orientation of the valley axis
in a south-westerly and north-easterly direction in the south of the study area and the north-west and
south-east in the north of the study area. The lack of winds from the south limits the transport of
pollution to the north of the facilities in the area. The seasonal patterns on the PM10 concentration
distributions show that the north-easterly to easterly winds are responsible for dispersing pollutants to
the west and south-west. The seasonal distribution also shows that the highest PM10 concentrations
varies from 15.2 µg.m−3 to 27.3 µg.m−3 in the GTM, which constitutes 23.52% of the total PM10 sources.
These areas likely experience high PM10 concentration from industrial point sources and should be
considered for passive ambient air quality measurements. This will assist in determining whether
there should be further investment in continuous monitoring in these areas.
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The relation between PM10, temperature, relative humidity, solar radiation and mixing height
were tested using the Openair statistical software in R (Environmental Research Group, King’s College
London, Wareloo, England, United Kingdom) [29]. Figure 10 shows the seasonal relationship between
PM10 and temperature. The autumn, winter and spring PM10 and temperature graphs show a D-shape
plot with highest temperatures occurring during the day and the lowest concentration occurring in the
morning and late afternoon. The winter temperatures reached a minimum of just above 5 ◦C with
a maximum of around 28 ◦C. The autumn and spring seasons had similar lowest temperature of around
8 ◦C, however, the spring maximum temperatures were higher than those in autumn. The D-shaped
plot indicates that during these seasons, the temperature correlates with PM10 concentrations in the
GMT. During the summer months, there was a negative correlation between temperature and PM10

concentration; the highest PM10 concentrations occurred in the morning with minimum concentrations
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occurring in the evening. These graphs also show that there was a decrease in concentrations when
the surface inversion—which normally breaks up early during summer and later during the other
seasons—broke. Hence, we see that the PM10 concentrations started to decrease at almost the same
temperature of about 20 ◦C in all seasons. The minimum temperatures for summer were around 15 ◦C,
with maximum temperatures reaching up to 36 ◦C.
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spring and summer.

The relation between PM10 and relative humidity (Figure 11) indicates that the PM10 concentrations
increased with increasing humidity, particularly during autumn and summer. During winter and
spring, there were high PM10 concentrations observed when humidity was low, though this was not as
prevalent compared to when humidity was high, as was the case in other seasons. Therefore, humidity
conditions positively affected the PM10 concentration, whereby moisture particles adhered to PM10,
accumulating atmospheric PM10 concentration.
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Figure 12 shows that high PM10 concentrations were observed when the mixing height was
shallow and decreased with an increasing mixing height. A similar trend was observed for PM10 and
radiation. This is an indication that the mixing height was dependent on solar radiation. The PM10
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vertical distribution (Figure 13) was higher in spring and summer and lowest during autumn and
winter. This was due to the reduction in the solar radiation that heats the earth’s surface in autumn
and winter and more radiating heating reaching the surface during spring and summer due to
longer day hours. There is also vertical mixing during spring/summer seasons due to atmospheric
instability, while during autumn/winter seasons, there are dominant high-pressure systems prevailing
in the southern hemisphere that suppress the mixing height and lead to high concentrations at the
surface. The surface inversion during autumn/winter is lower compared to the surface inversion
in spring/summer seasons due to higher minimum temperatures in spring/summer compared to
autumn/winter minimum temperatures Figure 13 also shows that the maximum PM10 concentrations
were observed to a depth of up to 500 m above ground level, which is the indication of the boundary
layer height in the study area, which therefore implies that the industrial stacks in the area should be
raised to a height higher than their current height of less than 100 m to prevent build-up of pollution
at the surface. The surface meteorological parameters were not considered in this study due to
the non-availability of ground–based monitoring stations. It should be noted that the steep slopes
found in the study area can give rise to thermally induced circulations, like mountain–valley breezes,
that strongly modify the characteristics of synoptic flow [21,23,30,31].
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PM Seasonl Varaiation

The average PM10 concentrations for the different seasons showed maximum values of 15.2 µg.m−3

(autumn), 27.3 µg.m−3 (winter), 24 µg.m−3 (spring), and 25.3 µg.m−3 (summer). These results suggest
that the potential health risks associated with PM10 is low in autumn and high in winter. Although
there are no standards for seasonal concentrations, the winter, spring and summer concentrations
are high enough to warrant consideration of possible health effects in the GTM, given that these
concentrations are from sources that constitute less than a quarter of the total sources in the area.

4. Conclusions

PM is a widespread air pollutant that lingers in the atmosphere depending on their size fraction.
Pollutants emitted from point sources can be deposited closer to or at a further distance from the
sources depending on the wind strength, the atmospheric stability and particle size. This study shows
that meteorology played a major role in the distribution of PM10 in the study area. The orientation
of the valley axis also had an influence on the distribution of pollutants by channelling the wind
within the valley axis. The results of the PM10 distribution indicate that the concentrations were
higher closer to the sources and lower further away from the sources during the day, while higher
concentrations were distributed over a wide area during the night. These findings also show that
during the day, the communities most likely to be impacted by pollution from the industrial point
sources in the study area were those residing closer to the industrial facilities and during the night,
the recirculation of pollution will likely impact a number of villages further away from the industries.
Depending on the chemical composition, the PM10 emitted from the ferrochrome smelters could also
carry heavy metals that could potentially impact human health, either directly through inhalation or
indirectly through ingestion from water and food harvested from farms in the area depending on the
extent of concentrations, given the fact that the simulated annual concentration of 27.3 µg.m−3 only
constituted 23.52% of the total sources in the area, and was higher than the WHO annual guidelines
of 20 µg.m−3 [10], though it is lower than the South African annual PM10 NAAQS of 40 µg.m−3.
This finding suggests that South Africa should revise the PM10 standards (and implement measures to
comply with the set limits) to be comparable to the WHO guidelines in order to provide adequate
protection of human health and well-being. Approximately 40% of the population of the GTM falls
within the category of vulnerable individuals that are more likely to be impacted by exposure to PM10

concentration from the point sources because PM10 is a consistent pollutant [10]. It is therefore possible
for regulating authorities to put in place stringent measures to reduce pollution from point sources
(which are easily regulated compared to other sources of PM pollution). The monitoring of PM10

and PM2.5 needs to be improved in GTM and South Africa as a whole to assess population exposure
and to assist authorities in establishing plans for improving air quality. The results of this study and
a study by [12] have been shared with the Limpopo Provincial authorities and the Sekhukhune district
municipality authorities. As a result, we have seen both authorities commissioning the ambient air
quality monitoring stations in the area. There is also a recommendation to establish an environmental
forum that will involve all stakeholders in the area to better manage air pollution sources.

The study used the TAPM model to identify the areas that are most likely to be impacted by
emissions from point sources in a complex terrain. Therefore, future studies should consider using
meteorological models to simulate wind profiles in a complex terrain and compare the output with the
analysis of ground measured meteorological parameters to verify the model simulations. This will help
in analyse the statistically relevant dispersion conditions and search for critical situations with regards
to the type of model to be used and the pollutant sources concerned. It would therefore be proper for
South African regulations regarding dispersion modelling to be amended to include a requirement to
perform wind field modelling using mass consistent models in complex terrain prior to performing
a dispersion modelling, and to recommend the use of non-hydrostatic models (such as TAPM) on
complex terrain.
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Recommendations

TAPM should be considered as a regulating dispersion modelling tool in South Africa because it
is now included in the EPA’s list of recommended air dispersion models. There is a need for the DEA
to partner with the South African Weather Service to identify areas where there is a need to monitor
surface meteorology, particularly in complex terrain. This data will be useful as input when modelling
a pollution in complex terrain. Furthermore, both wet and dry deposition of PM10 using the TAPM
model need to be undertaken to check what the model predicts and compare with the measurements
from the new commissioned ambient air quality monitoring stations. Future modelling studies in the
area should also involve emissions data from sources identified by [12] which are omitted in this study
due to non-availability of emissions data in the area.
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CHAPTER 6 

 

Results: 15 years after the National Environmental 

Management Air Quality Act: Is legislation failing to 

reduce air pollution in South Africa? 

 

6.1 Commentary overview 

 

The commentary suggests evidence that that the National Environmental Management Act: Air 

Quality Act, Act No. 39 of 2004 has the goal to reduce air pollution to acceptable levels, 

however, the implementation mechanisms and processes are unable to achieve the objectives 

of the Act. South Africa’s National Department of Environmental Affairs (DEA) is mandated 

to develop, review and revise systems and procedures for attaining compliance with Air Quality 

Standards in South Africa. The provincial departments must monitor ambient air quality in 

their provinces as well as the performance of municipalities in implementing the Air Quality 

Act. Local authorities are required, in terms of the Air Quality Act (Section 8(a)) to monitor 

ambient air quality and emissions from point, non-point and mobile sources. Section 36 (1) 

charges the metropolitan and district municipalities with the responsibility of being the 

licensing authority. If these authorities are unable to perform this function, the provincial organ 

of state must be delegated to perform this function I terms of section 238 of the South African 

Constitution. Therefore, authorities must ensure that emissions reports from licensed emitters 

are scrutinised to ensure that they comply with the conditions of their licenses. The municipal 

by-laws should also be structured in such a way that they address emissions from small 

industries that are not regulated by atmospheric emission licences. 

 

This commentary highlights the steps that have been undertaken to implement the Air Quality 

Act and identifies the bottlenecks that are impeding successful implementation. It also points 

to the need for scientific research to support the development of effective air quality 

management systems. 
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6.2 Contribution to the thesis 

 

This commentary contributes to the thesis by identifying gaps and challenges in the 

implementation of Air Quality Act in South Africa. The findings of the six study objectives 

were used to inform recommendations for closing the identified gaps in the current 

implementation of the Air Quality Act. Institutional collaborations were recommended for 

effective implementation of the Act to reduce the levels of air pollution in the country. 

 

6.4 Role of the candidate 

 

Cheledi E. Tshehla performed the analysis of the requirements outlined in the Air Quality Act 

for implementation by all stakeholders to manage air pollution levels and wrote the first draft 

of the commentary. A review of the commentary was done in cooperation with Dr C. Y. Wright 

(co-author). 

 

6.5 Publication status 

 

Tshehla C. E. and Wright C.Y. 2019. 15 Years after the National Environmental Management 

Air Quality Act: Is legislation failing to reduce air pollution in South Africa. S Afr J Sci 

115(9/10): 1-4. DOI: https://doi.org/10.17159/sajs.2019/6100 
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Air pollution is characterised by the presence of chemicals or compounds in the air which are usually not 
present or are present at levels higher than those considered to be safe for human health.1 Air pollution is the 
main cause of environmental effects such as acid rain (formed primarily by nitrogen oxides and sulfur oxides in 
the atmosphere) which can acidify soil and water bodies leading to a threat on food security; and ground-level 
ozone which is responsible for destruction of agricultural crops and commercial forests.2 Air pollution can cause 
detrimental changes to the quality of life. According to the World Health Organization, air pollution is one of the 
greatest environmental threats to human health that can lead to increased mortality and morbidity. Pollutants mostly 
associated with health effects are particulate matter, ozone, sulfur dioxide and nitrogen dioxide.3

Efforts have been made locally through the transition in legislation from the Atmospheric Pollution Prevention Act 
(APPA) Number 45 of 1965 (focused on air pollution emitters) to the National Environmental Management Air 
Quality Act (NEMAQA) No. 39 of 2004 to not only reduce emissions of air pollutants but also to monitor effects of 
air pollution on the environment. National Ambient Air Quality Standards for pollutants such as particulate matter 
(PM10), lead (Pb), sulfur dioxide (SO2), nitrogen dioxide (NO2), carbon monoxide (CO), ozone (O3), and benzene 
(C6H6) were gazetted in 20094, with PM2.5 gazetted in June 20125. However, the problems associated with air 
pollution are far from being solved, particularly with the observed levels of particulate matter and ozone in areas 
declared as hotspots (Priority Areas) in South Africa. The main sources of particulate matter in these areas have 
been identified as industry, mining, motor vehicles, and biomass and domestic burning.6-8 Ground-level ozone is 
formed as a result of photochemical reactions in the atmosphere in the presence of sunlight.9 The current approach 
to implementation of air quality legislation to reduce air pollution may be inadequate considering evidence of 
negative impacts and risks.10,11 

Effective management of air quality in South Africa will require sound policy implementation, air quality monitoring 
and the enforcement of legislation and standards. Cooperation between government departments, economic 
sectors, research institutions and the public is of great importance in the battle against air pollution. The political 
buy-in of all spheres of government (municipal, provincial and national) is needed to ensure that environmental 
issues are at the top of the agenda in every sitting of the legislator to ensure that environmental programmes are 
allocated enough attention and appropriate resources. A published study has shown that a direct positive effect 
of democratic institutions on environment quality is higher in developed countries than in developing countries.12

The aim of this Commentary is threefold: (1) to provide an overview of the current NEMAQA legislative instruments 
for air pollution prevention; (2) to consider the current state of NEMAQA implementation approaches; and (3) to reflect 
on future approaches for effective implementation of NEMAQA and ultimate reduction of air pollution in South Africa. 

Air pollution and its management
Air pollutants are solid particles, gases and liquid droplets in the air that can adversely affect ecosystems and human 
health.13 Major ambient air pollutants include toxic metals, volatile organic compounds, PM10, PM2.5, NOx, SO2, O3 and 
CO3. Air pollutants are classified according to the source of emission into two main groups: primary and secondary 
pollutants. Primary air pollutants are emitted directly into the air from sources. They can have effects both directly and 
as precursors of secondary air pollutants (such as O3, NO3

-, SO4
2-, H2SO4) which are formed by chemical reactions 

in the atmosphere.14 Air pollutants can be emitted by natural sources such as wildfires, volcanic activities and crustal 
materials as well as anthropogenic activities such as power plants, smelters, mines, vehicles and domestic wood and 
coal burning.15, The distribution of these pollutants is dependent on meteorological conditions.16 

NEMAQA specifies that to reduce and manage air quality there needs to be:

•	 decentralisation of air quality management among all spheres of government;

•	 identification and quantification of all sources;

•	 compliance monitoring and enforcement;

•	 setting of ambient and emissions standards;

•	 development of Air Quality Management Plans (AQMPs) by all spheres of government and emissions 
reductions and management plans by all source emitters;

•	 access to information and public consultation; and

•	 norms and standards for air quality monitoring and management.

South Africa’s national Department of Environmental Affairs (DEA) is mandated to develop, review and revise systems 
and procedures for attaining compliance with Air Quality Standards in South Africa. The provincial DEAs must monitor 
ambient air quality in their provinces as well as the performance of municipalities in implementing the Air Quality 
Act. Local authorities are required, in terms of the Air Quality Act (Section 8(a)), to monitor ambient air quality and 
emissions from point, non-point and mobile sources. Therefore, authorities must study emissions reports from 
licensed emitters to ensure that they comply with the conditions of their licences. The municipal by-laws should 
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also be structured in such a way that they address emissions from small 
industries that are not regulated by atmospheric emission licences. 

Consideration of progress to date
The evidence collected during the development of the Mpumalanga 
Provincial AQMP suggests that decentralisation of air quality management 
in South Africa is not effectively managed, with most local authorities 
not performing this function due to several constraints (Supplementary 
tables 1–4). The Municipal Systems Act No. 32 of 2000 requires local 
authorities to include their AQMPs in their Integrated Development Plans 
for resource allocation. However, only a few district municipalities have 
AQMPs in place, as shown in Figure 1. All provinces have developed their 
AQMPs with the exception of KwaZulu-Natal and Mpumalanga which 
are still under development (Figure 2). For the three areas that have 
been declared Priority Areas (that is, areas where the ambient air quality 
standards are being, or may be, exceeded, or any other situation which 
is causing, or may cause, a significant negative impact on air quality in 
the area) in terms of Section 18(1) of the Air Quality Act, processes are 
underway to implement the Priority Area AQMPs. Given that the status quo 
has not changed, there could be underlying problems in the implementation 
of the AQMPs.

Source: South African Air Quality Information System22

Figure 1: 	 Current development status of district municipality Air Quality 
Management Development Plans in South Africa. 

Source: South African Air Quality Information System22

Figure 2: 	 Current development status of provincial Air Quality Management 
Development Plans in South Africa.

In terms of identification and quantification of sources of air pollutants, no 
formal study has been undertaken solely by any of the three spheres of 
government to identify and apportion sources of air pollutants. In 2016, a 
source apportionment study was commissioned by the DEA for the Vaal 
Triangle Airshed Priority Area (VTAPA).17 This study was commissioned 
after the 2013 mid-term AQMP review revealed that there was no 
improvement in air quality in the VTAPA.18 Given the unchanging status 
quo on air pollution levels in the Priority Areas, the source apportionment 
studies are necessary for effective implementation of abatement strategies. 
Air pollution has no boundaries; therefore, air pollution from the Priority 
Areas could also be transported to other regions in the country. As such, a 

directive should also have been issued to all provincial DEAs to commission 
source apportionment studies in their respective provinces for effective air 
quality management. 

The establishment of the Environmental Management Inspectorate 
to monitor and enforce compliance with the National Environmental 
Management Act was to ensure that all those undertaking activities that 
may lead to detrimental effects on the environment are held accountable. 
However, the regulatory authorities either are not scrutinising the 
compliance reports from industries to look at the root-cause analyses, 
not following up on non-compliance or not doing trends analyses of the 
reports to check consistency. In a number of DEA Implementation Task 
Team meetings, industries have mentioned that they submit reports to 
regulatory authorities but their reports are not attended to nor do they 
receive feedback from authorities. The response from authorities was 
that there are not enough personnel to study the reports. This situation 
presents a potential loophole that industries may have identified within 
the regulatory framework and, as such, provides an opportunity for non-
compliance with the minimum emissions standards by industries.

According to the South African Government website, there are 
278 municipalities in South Africa.19 Supplementary table 5 shows 
the 121 government-managed ambient air quality monitoring stations 
that have been reporting to the South African Air Quality Information 
System (SAAQIS) since 2009 when the system was launched. If all the 
municipalities were implementing Section 8(b) of the Air Quality Act, there 
would be 278 ambient air monitoring stations reporting to SAAQIS (i.e. one 
station per municipality) to ensure widespread spatial coverage necessary 
for effective compliance monitoring. The DEA and South African Weather 
Service have embarked on a project to revamp SAAQIS through the 
development and implementation of SAAQIS phase III. This improvement 
has led to live reporting of air quality monitoring stations. The DEA is in 
the process of reviving stranded municipal air quality monitoring stations 
to increase the number of stations reporting to SAAQIS. Privately owned 
stations are also targeted to report live on the SAAQIS system. New 
features on SAAQIS phase III include a mobile app to view live ambient 
data and the air quality index, and the ability to download data on the 
public page.

National norms and standards are required to ensure that there is 
standardised ambient air quality monitoring and management in the 
country. But to date, there is no document that outlines the national norms 
and standards for air quality management in South Africa that can be used 
as a directive to all regulating authorities and the source emitters. With 
a total of 164 monitoring stations reporting to SAAQIS, only a few are 
considered to have credible data that can be used for scientific research 
to inform policy development. As shown in Supplementary tables 2–4, 
the reason for non-credible data can be attributed to lack of funding and 
skilled personnel to perform air quality related functions. This situation is 
a matter of concern given the non-compliance with the National Ambient 
Air Quality Standards shown in Supplementary tables 6–8.

There has not been a cost–benefit analysis undertaken by the government 
since the promulgation of the Air Quality Act in 2004 to determine the 
impact of air pollution on the economy of South Africa. Some industries 
in South Africa have been applying for the postponement of minimum 
emissions standards for several years. Furthermore, there has not been 
projected cost–benefit analyses on how much will be saved by the 
country if air pollution was reduced to acceptable limits by complying 
with the minimum emissions standards and ambient air quality standards. 
Eskom undertook a cost–benefit analysis20 of the offset (defined as an 
intervention to counterbalance an adverse environmental impact) project 
in the Highveld Priority Area. However, the focus of this analysis was 
on reducing pollution from households and compliance with the 2020 
NEMAQA minimum emission standards was not considered. A report21 
by the Centre for Environmental Rights and groundWork indicates that the 
initiatives undertaken by Eskom to reduce household emissions from coal 
burning in Zamokuhle Township through air quality offset interventions did 
not bear positive results because of the high cost of electricity. The high 
cost of liquid petroleum gas in South Africa is also a negative factor in the 
proposed Eskom retrofit project and will lead to communities reverting to 
coal use for space heating and cooking.
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In terms of mining, the Department of Mineral Resources is responsible 
for issuing Atmospheric Emission Licences and granting environmental 
authorisations. Environmental authorisations are a key tool in effective 
environmental management, including the management of air quality. 
However, the Department of Mineral Resources officials are not designated 
as Air Quality Officers and as such air quality related matters may not be 
fully explored during the authorisation process. This arrangement makes 
the management of mining-related air pollution very difficult in South Africa.

There is a gap between science and policy
Supplementary tables 6–8 show the 2018 National Ambient Air Quality 
Standards exceedance tables for the areas which have been declared 
pollution hotspots in South Africa: VTAPA declared in 2006, Highveld 
Priority Area declared in 2007 and Waterberg/Bojanala Priority Area 
declared in 2012. The VTAPA AQMP identified the main sources of air 
pollution in the area as biomass burning, domestic fuel burning, mining 
operations, petrochemical sector, power generation, transportation, 
waste burning, iron and steel and ferroalloy industries, and smaller 
industries. The Highveld and Waterberg/Bojanala Priority Area AQMPs 
identified the major sources of air pollution as residential fuel burning, 
coal mining, power generation, transport, biomass burning and burning 
coal mines and smouldering coal dumps, landfills, incinerators, waste 
treatment works, tyre burning, agricultural dust, and biogenic sources.7,8 
The variation in source categories in Priority Areas clearly shows 
that these sources will be complex to manage and will require multi-
stakeholder partnership in implementation of abatement strategies. It is 
evident from the exceedance data that there is a problem with particulate 
matter and ozone in all the areas. However, there have not been any 
studies commissioned by the DEA to comprehensively identify sources 
of particulate matter and ozone (except in the VTAPA) and there are 
no known memoranda of understanding between DEA and research 
institutions to develop and fund programmes aimed at tackling this 
research gap.

The Air Quality Act requires new Atmospheric Emission Licence applicants 
to undertake an atmospheric emissions modelling study. Many air quality 
dispersion models rely on surface meteorological parameters to model 
air pollution dispersion, particularly in complex terrain. Section 4.2.1 of 
the draft regulations regarding Air Dispersion Modelling (Notice 1035 
of 2012) in the Air Quality Act requires site-specific meteorological 
data for modelling purposes in complex terrain. However, there has 
not been any collaboration between the DEA and the South African 
Weather Service to ensure that there is a sufficient number of surface 
meteorological monitoring stations in remote areas with complex terrain. 
One such place is the Greater Tubatse Municipality which has several 
industrial facilities and a complex terrain but no meteorological stations. 
(A Research Article in this issue reports on air pollution in the Greater 
Tubatse Municipality). Institutional collaborations between government 
entities and research institutions may narrow the gap between science 
and strategic policy development and implementation for successful 
management of air quality. Air pollution reduction could be achieved 
by strengthening collaboration between government departments such 
as DEA and Department of Mineral Resources for better management 
of pollution from the mining sector; and allocating funding for 
environmental issues at all spheres of government to be centralised at 
DEA for better management of air quality. It could also entail developing 
a cost–benefit study for the implementation of the Air Quality Act; and 
making source apportionment a pre-requisite for the development of air 
quality management plans by authorities and for all industry applications 
for postponement of complying with the minimum emission standards 
by April 2020, and for atmospheric emission licence application for new 
facilities. The source apportionment and source quantification results 
will ensure that the contribution of major sources, as well as the impact 
that results from granting postponements and/or new licences, will be 
known. Establishing expert panels to identify research programmes 
aimed at addressing air pollution problems would also be beneficial, as 
it would ensure that resources are channelled to research studies that 
are relevant to air quality improvement. Lastly, air pollution programmes 

should be introduced from the foundation phase of basic education to 
build a nation that is conscious of and educated about air quality issues.

Conclusions
The Air Quality Act was passed in South Africa over 15 years ago, but 
it is evident that several of its strategic objectives have yet to be met. 
Even though emissions reduction is implemented by some industries, 
and there also are efforts by local authorities to develop and implement 
by-laws to reduce household emissions, the introduction of new small 
industries, and the failure to effectively reduce pollution from domestic 
burning, waste burning, biomass burning, vehicle emissions and mining 
activities within the air pollution hotspots makes it impossible to achieve 
the desired air pollution reduction. Particulate matter and ozone are two 
pollutants for which there is non-compliance with the National Ambient 
Air Quality Standards. Therefore a comprehensive study to look at the 
major precursors of ozone is necessary to develop abatement strategies 
for ozone. There is a need to relook at the drivers and factors influencing 
policy implementation such as political buy-in (by educating politicians 
on air quality matters) particularly in local authorities and reprioritisation 
of societal needs, especially with respect to housing and economic 
development in relation to protection of the environment and human health. 
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Table 1: Mpumalanga Department of Agriculture, Rural Development, Land and Environmental Affairs 2018 status quo 

Mpumalanga Department: Agriculture, Rural Development, Land and Environmental Affairs 

Requirement Status Comment 

Appointment of Air Quality Officer (AQO) Yes One provincial AQO 

Air Quality Management Plan (AQMP) Planned Currently underway 

Capacity 

Human Resources Yes Environmental Department 

Equipment No  

Skills No  

Atmospheric Emissions Licence (AEL) capacity  Yes Issue AELs 

Cooperative governance Yes Involve other departments when conducting air quality functions 

Ambient Air Quality Monitoring Yes Five stations within Mpumalanga Department managed by SAWS 
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Table 2: Gert Sibande District Municipality and local municipalities’ 2018 status quo 

Gert Sibande District Municipality 

Requirement Status Comment 

Appointment of Air Quality Officer (AQO) 
Yes 

An AQO has been designated and the department has 
adequate capacity to perform the function 

Air Quality Management Plan (AQMP) Yes AQMP draft in place  

Capacity  

Yes Yes 
One AQO designated, one Enforcement Officer, 2 
Compliance Officers and four AQOs 

Yes Yes Able to perform with resources they have 

Yes Yes Staff have appropriate qualifications in air quality 

Atmospheric Emissions Licence (AEL) capacity  Yes All AELs are issued by the district for all local municipalities 

Cooperative governance 
Yes 

Involvement of political officials, Councillors, Portfolio 
Committee, Mayoral Committee 

AQM factored into IDP Yes Yes, R800 000 

Ambient Air Quality Monitoring Yes Ermelo Station 

 

Chief Albert Luthuli Local Municipality 

Requirement Status Comment 

Appointment of Air Quality Officer (AQO) No No staff 

Air Quality Management Plan (AQMP) No No plans in place 

   

Capacity  

Human Resources No 

District function Equipment No 

Skills No 

Atmospheric Emissions Licence (AEL) capacity No This function is undertaken by the district 

Cooperative governance Yes Meeting held with different stakeholders in air quality 

AQM factored into IDP No Proposed to the local municipality 

Ambient Air Quality Monitoring No No plans to have a station 

 

Dipaleseng Local Municipality 

Requirement Status Comment 

Appointment of Air Quality Officer (AQO) No No staff 

Air Quality Management Plan (AQMP) No No plans in place 

Capacity  

Human Resources No 

District function Equipment No 

Skills No 

Atmospheric Emissions Licence (AEL) capacity  Yes This function is undertaken by the district 

Cooperative governance Yes Meeting held with different stakeholders in air quality 

AQM factored into IDP Planned Proposed to the local municipality 

Ambient Air Quality Monitoring Yes Privately owned station 
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Dr Pixley ka Isaka Seme Local Municipality 

Requirement Status Comment 

Appointment of Air Quality Officer (AQO) No No staff 

Air Quality Management Plan (AQMP) No No plans in place 

Capacity 

Human Resources No 

District function Equipment No 

Skills No 

Atmospheric Emissions Licence (AEL) capacity  No This function is undertaken by the district 

Cooperative governance Yes Meeting held with different stakeholders in air quality 

AQM factored into IDP No Only priority services 

Ambient Air Quality Monitoring No No plans to have a station 

 

Govan Mbeki Local Municipality 

Requirement Status Comment 

Appointment of Air Quality Officer (AQO) No No staff 

Air Quality Management Plan (AQMP) No No plans in place 

Capacity 

Human Resources No 

District function Equipment No 

Skills No 

Atmospheric Emissions Licence (AEL) capacity  No District function 

Cooperative governance Yes Meeting held with different stakeholders in air quality 

AQM factored into IDP No  

Ambient Air Quality Monitoring Yes Two ambient stations 

 

Lekwa Local Municipality 

Requirement Status Comment 

Appointment of Air Quality Officer (AQO) No There is no designated AQO for the function of air quality 

Air Quality Management Plan (AQMP) No No plan in place 

Capacity 

Human Resources No This will be addressed once there is a budget for AQMP 

Equipment No This will be addressed once there is a budget for AQMP 

Skills No This will be addressed once there is a budget for AQMP 

Atmospheric Emissions Licence (AEL) capacity  Yes Function of the district 

Cooperative governance No Meeting held with different stakeholders in air quality 

AQM factored into IDP No  

Ambient Air Quality Monitoring Yes One station 
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Mkhondo Local Municipality 

Requirement Status Comment 

Appointment of Air Quality Officer (AQO) No The is no designated AQO for the function of air quality 

Air Quality Management Plan (AQMP) Yes In the developmental stage 

Capacity 

Human Resources Yes  

Equipment Yes  

Skills Yes  

Atmospheric Emissions Licence (AEL) capacity  No Function of the district 

Cooperative governance Yes  

AQM factored into IDP No  

Ambient Air Quality Monitoring No No monitoring station 

   

Msukaligwa Local Municipality 

Requirement Status Comment 

Appointment of Air Quality Officer (AQO) No  

Air Quality Management Plan (AQMP) No  

 

Human Resources No  

Equipment No  

Skills No  

Atmospheric Emissions Licence (AEL) capacity  No Function of the district 

Cooperative governance Yes Meeting held with different stakeholders in air quality 

AQM factored into IDP No  

Ambient Air Quality Monitoring Yes National monitoring stations 
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Table 3: Nkangala District Municipality and local municipalities’ 2018 status quo 

 

Nkangala District Municipality 

Requirement Status Comment 

Appointment of Air Quality Officer (AQO) Yes Three AQOs 

Air Quality Management Plan (AQMP) Yes AQMP completed in 2015 

Capacity  

Human Resources Planned  

Equipment Planned  

Skills Planned  

Atmospheric Emissions Licence (AEL) capacity  Yes Issues AELs for local industries 

Cooperative governance Yes Liaison with the provincial department 

AQM factored into IDP No  

Ambient Air Quality Monitoring No  

 

Dr JS Moroka Local Municipality 

Requirement Status Comment 

Appointment of Air Quality Officer (AQO) No  

Air Quality Management Plan (AQMP) No  

Capacity  

Human Resources Yes One Waste Manager 

Equipment No  

Skills No  

Atmospheric Emissions Licence (AEL) capacity No  

Cooperative governance No  

AQM factored into IDP No  

Ambient Air Quality Monitoring No  

 

eMalahleni Local Municipality 

Requirement Status Comment 

Appointment of Air Quality Officer (AQO) Yes One AQO 

Air Quality Management Plan (AQMP) Planned Currently under development 

Capacity  

Human Resources Planned 
Various air quality management roles mandated in terms of NEMAQA 
are yet to be resourced 

Equipment Planned  

Skills Planned  

Atmospheric Emissions Licence (AEL) capacity  No  

Cooperative governance No  

AQM factored into IDP No  

Ambient Air Quality Monitoring Yes One monitoring station (Witbank) 
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Emakhazeni Local Municipality 

Requirement Status Comment 

Appointment of Air Quality Officer (AQO) No  

Air Quality Management Plan (AQMP) No  

Capacity 

Human Resources Yes Three Environmental Health Officers from the district 

Equipment No  

Skills No  

Atmospheric Emissions Licence (AEL) capacity  No  

Cooperative governance No  

AQM factored into IDP No  

Ambient Air Quality Monitoring No  

 

Steve Tshwete Local Municipality 

Requirement Status Comment 

Appointment of Air Quality Officer (AQO) No  

Air Quality Management Plan (AQMP) Planned Currently under development 

Capacity 

Human Resources Yes 
One Environmental Officer, two Environmental Management Inspectors 
and three Environmental Health Officers (from the district) 

Equipment No  

Skills No  

Atmospheric Emissions Licence (AEL) capacity  No  

Cooperative governance No  

AQM factored into IDP No  

Ambient Air Quality Monitoring Yes 
Five monitoring stations (Hendrina, Middelburg, Mhluzi, Golfsig, 
Columbus Steel) 

 

Thembisile Hani Local Municipality 

Requirement Status Comment 

Appointment of Air Quality Officer (AQO) No  

Air Quality Management Plan (AQMP) No  

Capacity 

Human Resources Yes Nine Environmental Health Officers 

Equipment No  

Skills No  

Atmospheric Emissions Licence (AEL) capacity  No  

Cooperative governance No  

AQM factored into IDP No  

Ambient Air Quality Monitoring No  
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Victor Khanye Local Municipality 

Requirement Status Comment 

Appointment of Air Quality Officer (AQO) No Environmental Officer 

Air Quality Management Plan (AQMP) No  

Capacity 

Human Resources Yes Three Environmental Health Officers (from the district) 

Equipment No  

Skills No  

Atmospheric Emissions Licence (AEL) capacity  No  

Cooperative governance No  

AQM factored into IDP No  

Ambient Air Quality Monitoring Yes One monitoring station (Delmas) 

 
 

Table 4: Ehlanzeni District Municipality and local municipalities’ 2018 status quo 

Ehlanzeni District Municipality 

Requirement Status Comment 

Appointment of Air Quality Officer (AQO) Yes 
One designated AQO 
One appointed AQO 

Air Quality Management Plan (AQMP) Planned AQMP underway development 

Capacity  

Human Resources Yes 
Two AQOs 
Five Environmental Management Inspectors 

Equipment No No air quality monitoring equipment and no plan in place for procurement 

Skills Yes Training on AEL and Emissions Management 

Atmospheric Emissions Licence (AEL) capacity  Yes AEL training completed 

Cooperative governance Yes MDARDLEA, SAWS and local authorities 

AQM factored into IDP Planned 
Environmental profile was developed by the province and will be included in the 
IDP 

Ambient Air Quality Monitoring No No plan in place to implement air quality monitoring 

 

Bushbuckridge Local Municipality 

Requirement Status Comment 

Appointment of Air Quality Officer (AQO) No No designated AQO 

Air Quality Management Plan (AQMP) Yes Draft AQMP 2017/2018 

Capacity  

Human Resources No One AQO advertised 

Equipment No No air quality monitoring equipment 

Skills No No air quality related skills. Training to be provided once the AQO is appointed 

Atmospheric Emissions Licence (AEL) capacity No Done by EDM 

Cooperative governance Yes DARDLEA, EDM, IUCMA and SANPARKS 

AQM factored into IDP No Available 2017/2018 AQMP draft to be factored in the IDP once approved 

Ambient Air Quality Monitoring No No plan in place to implement air quality monitoring 
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City of Mbombela Local Municipality 

Requirement Status Comment 

Appointment of Air Quality Officer (AQO) Yes One AQO 

Air Quality Management Plan (AQMP) Planned AQMP development planned for 2018/2019 financial year 

Capacity  

Human Resources Yes One AQO. Three Environmental Management Inspectors vacant but not funded 

Equipment No No air quality monitoring equipment 

Skills Yes Emissions Management Training provided 

Atmospheric Emissions Licence (AEL) capacity  No Done by EDM 

Cooperative governance Yes 
National: DEA, DWS and DAFF 
Provincial: DARDLEA, CoGTA & DWS 
Specialists: ARC, UMP 

AQM factored into IDP Yes AQMP development is factored into IDP 

Ambient Air Quality Monitoring No No plan in place to implement air quality monitoring 

 

Nkomazi Local Municipality 

Requirement Status Comment 

Appointment of Air Quality Officer (AQO) Yes 
No designated AQO 
Waste Manager assists with air quality related matters 

Air Quality Management Plan (AQMP) No  

Capacity 

Human Resources Yes 
Waste Manager. EO position is vacant as per organogram but stills need to be 
approved 

Equipment No No air quality monitoring equipment 

Skills No No air quality training provided to Waste Manager 

Atmospheric Emissions Licence (AEL) capacity  No Done by EDM 

Cooperative governance Yes Internal departments 

AQM factored into IDP No No Environmental Plan. AQM factored in from a plan developed by DEA for EDM 

Ambient Air Quality Monitoring No No plan in place to implement air quality monitoring 

 

Thaba Chweu Local Municipality 

Requirement Status Comment 

Appointment of Air Quality Officer (AQO) No No designated AQO. One official to assist with air quality related matters 

Air Quality Management Plan (AQMP) No Still rely on AEP that elapsed in 2012 and needs to be reviewed 

Capacity 

Human Resources Yes 
Support staff 
One Environmental Management Inspector 

Equipment No No air quality monitoring equipment 

Skills No No air quality personnel 

Atmospheric Emissions Licence (AEL) capacity  No Done by EDM 

Cooperative governance Yes National, provincial and district 

AQM factored into IDP No Rely on AEP that needs to be reviewed 

Ambient Air Quality Monitoring No No plan in place to implement air quality monitoring 
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Table 5: Number of ambient air quality stations reporting to SAAQIS 

Station type Number of stations Percentage of total stations in South Africa 

Total number of private electronic stations 43 26 

Total number of government electronic stations 121 74 

Total number of electronic stations 164  
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Table 6: Vaal Traingle Airshed Priority Area VTAPA) 2018 exceedances 
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Zamdela 0 0 0 0 0 0 0 0 0 0 1 0 1

Three Rivers 0 0 0 0 1 21 14 24 24 13 5 5 107

Sharpeville 0 0 0 1 8 19 11 11 11 0 0 1 62

Sebokeng 0 0 0 0 0 5 0 0 0 0 0 0 5

Kliprivier 0 0 0 2 5 21 11 13 11 2 1 0 66

Diepkloof 0 0 0 0 0 1 0 0 1 0 0 0 2

Zamdela 0 0 1 3 5 18 12 6 10 10 1 0 66

Three Rivers 0 0 1 0 0 3 1 0 2 0 0 1 8

Sharpeville 0 2 0 10 14 23 13 12 5 0 0 0 79

Sebokeng 0 0 0 0 8 19 7 7 7 0 0 0 48

Kliprivier 7 6 11 16 15 28 18 13 14 4 0 2 134

Diepkloof 0 1 0 2 0 5 0 0 5 0 0 0 13

Zamdela 0 0 1 3 0 0 0 0 1 0 0 0 5

Three Rivers 0 0 1 0 2 0 0 0 0 1 0 0 4

Sharpeville 0 0 0 0 0 0 1 1 5 0 0 0 7

Sebokeng 0 0 0 0 1 0 0 0 0 0 0 0 1

Kliprivier 0 0 0 0 0 0 0 0 0 0 0 0 0

Diepkloof 0 0 2 0 0 0 0 0 0 0 0 0 2

Zamdela 0 0 0 0 0 0 0 0 0 0 0 0 0

Three Rivers 0 0 0 0 1 0 0 1 0 0 0 0 2

Sharpeville 0 0 0 0 1 0 0 1 2 0 0 0 4

Sebokeng 0 0 0 0 0 0 0 0 0 0 0 0 0

Kliprivier 0 0 0 0 0 0 0 0 0 0 0 0 0

Diepkloof 0 0 0 0 0 0 0 0 0 0 0 0 0

Zamdela 0 0 0 0 0 0 0 0 0 0 0 0 0

Three Rivers 0 0 0 0 0 0 0 0 0 0 0 0 0

Sharpeville 0 0 0 0 0 0 0 0 0 0 0 0 0

Sebokeng 0 0 0 0 0 0 0 0 0 0 0 0 0

Kliprivier 0 0 0 0 0 0 0 0 0 0 0 0 0

Diepkloof 0 0 0 0 0 0 0 0 0 0 0 0 0

Zamdela 0 0 0 0 0 0 0 0 0 0 0 0 0

Three Rivers 0 0 0 0 0 0 0 0 0 0 0 0 0

Sharpeville 0 0 0 0 0 0 0 0 0 0 0 0 0

Sebokeng 0 0 0 0 0 0 0 0 0 0 0 0 0

Kliprivier 0 0 0 0 0 0 0 0 0 0 0 0 0

Diepkloof 0 0 0 0 0 0 0 0 0 0 0 0 0

Zamdela 12 6 26 0 0 0 0 0 0 0 4 0 48

Three Rivers 4 0 17 0 0 0 0 23 68 25 24 21 182

Sharpville 15 33 25 5 5 0 0 0 0 5 10 0 98

Sebokeng 132 133 106 15 9 12 10 139 161 157 13 5 892

Kliprivier 14 2 9 0 0 0 0 0 21 5 23 9 83

Diepkloof 0 0 5 5 0 0 0 0 0 0 0 0 10

Zamdela 0 0 0 0 0 0 0 0 0 0 0 0 0

Three Rivers 0 0 0 0 0 0 0 0 0 0 0 0 0

Sharpeville 0 0 0 0 0 0 0 0 0 0 0 0 0

Sebokeng 0 0 0 0 0 0 0 0 0 0 0 0 0

Kliprivier 0 0 0 0 0 0 0 0 0 0 0 0 0

Diepkloof 0 0 0 0 0 0 0 0 0 0 0 0 0

Zamdela 0 0 0 0 0 0 0 0 0 0 0 0 0

Three Rivers 0 0 0 0 0 0 0 0 0 0 0 0 0

Sharpeville 0 0 0 0 0 0 0 0 0 0 0 0 0

Sebokeng 0 0 0 0 0 0 0 0 0 0 0 0 0

Kliprivier 0 0 0 0 0 0 0 0 0 0 0 0 0

Diepkloof 0 0 0 0 0 0 0 0 0 0 0 0 0

Total 

Exceedances to 

Date

Pollutant & 

Averaging 

Period

Standard

Annual Number 

of Permitted 

Exceedances

Station Name

Exceedances Per Month

PM10

24h
75 µgm-3 4

PM2.5 

24h
40 µgm-3 4

SO2      

10 min      
191 ppb 526

SO2 

1h
134 ppb 88

SO2 

24h
48 ppb 4

NO2 

1h
106 ppb 88

CO 

8h 

(calculated 

on 1 hourly 

averages)

8.7 ppm 11

O3 

8h 

(Running)

61 ppb 11

CO 

1h
26 ppm 88
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Table 7: Highveld Priority Area (HPA) 2018 exceedances 

  

Ja
n

u
ar

y

Fe
b

ru
ar

y

M
a

rc
h

A
p

ri
l

M
a

y

Ju
n

e

Ju
ly

A
u

gu
st

Se
p

te
m

b
e

r

O
ct

o
b

e
r

N
o

ve
m

b
e

r

D
e

ce
m

b
e

r

Ermelo 4 15 8 5 17 20 20 18 19 9 4 4 143

Hendrina - - - - - 4 5 7 - - 0 0 16

Middelburg 0 0 0 1 0 0 0 0 0 0 0 0 1

Secunda 18 5 1 4 16 16 3 22 17 1 0 0 103

Witbank - 0 0 7 11 13 10 21 21 8 1 0 92

Ermelo 4 12 4 6 17 19 17 11 10 0 0 0 100

Hendrina - - - - - 3 1 3 - - 0 0 7

Middelburg 0 0 0 1 0 0 0 0 0 0 0 0 1

Secunda 20 5 2 5 16 17 9 17 12 0 0 0 103

Witbank - 0 1 7 9 12 11 16 17 1 0 0 74

Ermelo 0 6 0 0 0 0 0 0 0 0 0 0 6

Hendrina 3 0 3 1 2 0 1 0 4 0 4 1 19

Middelburg 0 0 0 0 2 0 0 0 0 0 0 0 2

Secunda 0 0 0 0 0 0 0 0 0 0 0 0 0

Witbank 0 0 0 1 2 0 4 0 0 6 1 0 14

Ermelo 0 3 0 0 1 0 0 0 0 0 0 0 4

Hendrina 1 0 1 1 2 0 0 0 1 0 0 0 6

Middelburg 0 0 0 0 0 0 0 0 0 0 0 0 0

Secunda 0 0 0 0 0 0 0 0 0 0 0 0 0

Witbank 0 0 0 0 0 0 2 0 0 1 0 0 3

Ermelo 0 0 0 0 0 0 0 0 0 0 0 0 0

Hendrina 0 0 0 0 0 0 0 0 0 0 0 0 0

Middelburg 0 0 0 0 0 0 0 0 0 0 0 0 0

Secunda 0 0 0 0 0 0 0 0 0 0 0 0 0

Witbank 0 0 0 0 0 0 1 0 0 0 0 0 1

Ermelo 0 0 0 0 0 0 0 0 0 0 0 0 0

Hendrina 0 0 0 0 0 0 0 0 0 0 0 0 0

Middelburg 0 0 0 0 0 0 0 0 0 0 0 0 0

Secunda 0 0 0 0 0 0 0 0 0 0 0 0 0

Witbank 0 0 0 0 0 0 0 0 0 0 0 0 0

Ermelo 4 0 2 0 0 0 0 7 36 3 0 10 62

Hendrina 7 2 0 0 0 0 0 9 69 15 14 0 116

Middelburg 0 2 0 0 0 0 0 0 0 0 3 0 5

Secunda - 0 0 0 0 0 0 6 11 5 0 0 22

Witbank 187 90 7 0 0 0 0 0 0 0 0 0 284

Ermelo 0 0 0 0 0 0 0 0 0 0 0 0 0

Hendrina 0 0 0 0 0 0 0 0 0 0 0 0 0

Middelburg 0 0 0 0 0 0 0 0 0 0 0 0 0

Secunda 0 0 0 0 0 0 0 0 0 0 0 0 0

Witbank 0 0 0 0 0 0 0 0 0 0 0 0 0

Ermelo 0 0 0 0 0 0 0 0 0 0 0 0 0

Hendrina 0 0 0 0 0 0 0 0 0 0 0 0 0

Middelburg 0 0 0 0 0 0 0 0 0 0 0 0 0

Secunda 0 0 0 0 0 0 0 0 0 0 0 0 0

Witbank 0 0 0 0 0 0 0 0 0 0 0 0 0

CO 

8h (Running 

Averages)

8.7 ppm 11

O3 

8h 

(Running 

Averages)

61 ppb 11

CO 

1h
26 ppm 88

SO2 

24h
48 ppb 4

NO2 

1h
106 ppb 88

SO2      

10 min      
191 ppb 526

SO2 

1h
134 ppb 88

PM10

24h
75 µgm

-3 4

PM2.5 

24h
40 µgm

-3 4

Total 

Exceedances to 

Date

Pollutant & 

Averaging 

Period

Standard

Annual Number 

of Permitted 

Exceedances

Station Name

Exceedances Per Month
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Table 8: Waterberg Bojanala Priority Area (WBPA) 2018 exceedances 
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Lephalale 0 0 0 0 0 0 0 0 0 0 0 0 0

Mokopane 0 0 2 1 12 23 12 26 23 9 0 1 109

Thabazimbi 0 0 0 0 2 8 5 3 9 0 0 0 27

Xanadu 0 0 0 2 3 3 1 20 7 0 0 0 36

Lephalale 0 0 0 0 0 0 0 0 0 0 0 0 0

Mokopane 0 0 0 0 0 0 0 2 2 0 0 0 4

Thabazimbi 0 0 1 0 0 7 1 0 1 0 0 0 10

Xanadu 0 0 10 9 1 26 9 27 26 8 12 2 130

Lephalale 0 0 1 0 0 0 0 0 0 0 0 0 1

Mokopane 0 0 0 0 0 0 0 0 0 0 0 0 0

Thabazimbi 0 0 0 0 0 0 0 0 0 0 0 0 0

Xanadu 0 0 0 0 0 0 0 0 0 0 0 0 0

Lephalale 0 0 1 0 1 0 0 0 0 0 0 0 2

Mokopane 0 0 0 0 0 0 0 0 0 0 0 0 0

Thabazimbi 0 0 0 0 0 0 0 0 0 0 0 0 0

Xanadu 0 0 0 0 0 0 0 0 0 0 0 0 0

Lephalale 0 0 0 0 0 0 0 0 0 0 0 0 0

Mokopane 0 0 0 0 0 0 0 0 0 0 0 0 0

Thabazimbi 0 0 0 0 0 0 0 0 0 0 0 0 0

Xanadu 0 0 0 0 0 0 0 0 0 0 0 0 0

Lephalale 0 0 0 0 0 0 0 0 0 0 0 0 0

Mokopane 0 0 0 0 0 0 0 0 0 0 0 0 0

Thabazimbi 0 0 0 0 0 0 0 0 0 0 0 0 0

Xanadu 0 0 0 0 0 0 0 0 0 0 0 0 0

Lephalale 0 0 0 0 0 0 0 8 54 0 0 0 62

Mokopane 0 0 0 0 0 0 0 0 0 0 0 0 0

Thabazimbi 0 0 0 0 0 0 0 0 0 0 0 0 0

Xanadu 12 9 4 0 0 0 0 24 75 48 42 51 265

Lephalale 0 0 0 0 0 0 0 0 0 0 0 0 0

Mokopane 0 0 0 0 0 0 0 0 0 0 0 0 0

Thabazimbi 0 0 0 0 0 0 0 0 0 0 0 0 0

Xanadu 0 0 0 0 0 0 0 0 0 0 0 0 0

Lephalale 0 0 0 0 0 0 0 0 0 0 0 0 0

Mokopane 0 0 0 0 0 0 0 0 0 0 0 0 0

Thabazimbi 0 0 0 0 0 0 0 0 0 0 0 0 0

Xanadu 0 0 0 0 0 0 0 0 0 0 0 0 0

CO 

1h
26 ppm 88

CO 

8h (calculated 

on 1 hourly 

averages.

8.7 ppm 11

NO2 

1h
106 ppb 88

O3 

8h 

(Running)

61 ppb 11

526

SO2 

1h
134 ppb 88

SO2 

24h
48 ppb 4

SO2      

10 min      
191 ppb

Total 

Exceedances 

to date

PM10

24h
75 µgm-3 4

PM2.5 

24h
40 µgm-3 4

Pollutant & 

Averaging 

Period

Standard

Annual 

Number of 

Permitted 

Exceedances

Station Name
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CHAPTER 7 

Conclusions  

 

7.1 Introduction  

 

This Chapter gives a summary of the major findings of the study, makes conclusions based on 

the findings, and describes limitations and challenges encountered during the study. It further 

provides implications of the research and future directions and research needs. It does this by 

aligning the results to the objectives listed in the beginning of the thesis.  

 

7.2 Major findings of the study by research objective 

 

(1) To collect particulate matter samples using University of North Carolina (UNC) 

gravimetric passive samplers.  

 

The study was conducted in the Greater Tubatse Municipality (GTM) home to a number of air 

pollution sources in a rural area within a complex terrain in Limpopo, South Africa. The main 

towns in the area are Steelpoort and Burgersfort which are sustained through economic 

activities such as mining and smelting of chromium ores. PM samples were collected using 

inexpensive UNC gravimetric samplers. The samplers were deployed for a period of ±30 days 

from July 2015 to June 2016, except for the months of August–September and September–

November for which they were deployed for a period of >35 days. In the passive sampler, 

particles travel through a protective stainless steel mash and deposit on a collection surface by 

gravity and diffusion. The samplers collect total suspended PM which is then analysed for mass 

concentration of PM2.5, PM10 and PM chemical components.  

 

(2) To characterize the mass concentrations of PM2.5, PM10 and PM chemical components 

using Computer Controlled Scanning Electron Microscopy (CCSEM). 

 

The samples collected by UNC samplers were analysed using computer-controlled scanning 

electron microscopy with energy-dispersive X-ray spectroscopy (CCSEM-EDS) to determine 

the mass concentration of PM2.5, PM10 and PM chemical components. The particle classes 
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obtained from the analysis included carbon-rich (C-rich), chromium-rich (Cr-rich), iron-rich 

(Fe-rich), iron/chromium-rich (FeCr-rich), silicon-rich (Si-rich), calcium-rich (Ca-rich), 

silicon/aluminium/iron-rich (SiAlFe-rich), silicon/magnesium-rich (SiMg-rich) and 

silicon/aluminium-rich (SiAl-rich).  

 

The annual concentrations of PM10 at the different study sites varied from 20.98 μg.cm-3 to 

38.11 μg.cm-3. Annual PM10 concentrations were below the South African National Ambient 

Air Quality Standard (DEA, 2009) of 40 μg.cm-3. The PM2.5 annual concentrations from 

CCSEM analysis ranged between 2.5 μg.cm-3 and 11.8 μg.cm-3. SiAl-rich and SiAlFe-rich 

particles were the most abundant particles with Fe-rich particles being less abundant.  

 

The PM2.5 concentrations are on average lower than the concentrations of SiAl-rich particles. 

The UNC passive samplers were likely underestimating the PM2.5 mass concentration when 

deployed for a longer period due to possible evaporation of sulphates and nitrates. This was the 

first study in which the samplers together with CCSEM were used to analyse PM2.5 

concentrations. Therefore, without other PM measurements in the study area, it was not 

possible to carry out a correlation study to measure the accuracy of PM2.5 measurement. 

However, the accuracy of UNC passive samplers on PM measurements (>2.5 μg.cm-3 in 

aerodynamic diameter) has been discussed in other studies such as Shirdel et al. (2018).  

 

(3) To characterise the spatial distribution of PM2.5, PM10, and PM chemical components. 

 

The spatial analysis of PM2.5, PM10 and PM chemical components was undertaken using the 

geographic information system (GIS) software. The inverse distance weighted (IDW) 

interpolation tool within the mapping software (ArcMap version 10.0) was used in the analyses. 

The analysis revealed that there is a distinct spatial heterogeneity in the study area with 

variability in both low and elevated concentrations observed at different sites for PM2.5, PM10 

and PM chemical components. The highest concentrations for annual PM10 (38.11 μg.cm-3), 

Cr-rich (1.4 μg.cm-3), Si-rich (2.6 μg.cm-3), SiAl-rich (11.8 μg.cm-3), SiAlFe-rich (7.0 μg.cm-

3) and SiMg-rich (3.9 μg.cm-3) particles were observed at Site 3, which is located about 1.7 km 

and 1.9 km west north-westerly of  Samancor chrome smelter and a Silicone mine, respectively. 

The lowest concentrations were observed at Site 6 (PM10 = 20.98 μg.cm-3, Cr-rich = 0.2 μg.cm-

3, SiAlFe-rich 3.2 μg.cm-3, Si-rich 0.9 μg.cm-3 and SiMg-rich 0.8 μg.cm-3) with exception of 



111 

 

SiAl-rich (7.3 μg.cm-3) at Site 5. The C-rich particles had the same signature as PM2.5, with the 

lowest concentration being at Site 6 (C-rich = 1.9 μg.cm-3, PM2.5 = 2.5 μg.cm-3) and highest 

concentration at Site 1 (C-rich = 5.4 μg.cm-3, PM2.5 = 11.8 μg.cm-3).  

 

The highest concentrations for Ca-rich particles were observed at Site 6 (3.4 μg.cm-3) which 

was located about 1.6 km west-northwest of Marula Platinum Mine, with the lowest 

concentration at Site 4 (1.7 μg.cm-3). The highest observed concentrations for FeCr-rich 

particles (2.8 μg.cm-3) were at sampling Sites 3 and 5 (Site 5 is about 2 km from the ASA 

chrome smelter). The Cr-rich particles were highest at Site 3 (1.4 μg.cm-3) followed by Site 1 

(1.3 μg.cm-3) which is about 2.5 km from the Glencore chrome smelter and Site 5 (1.3 μg.cm-

3). The annual concentrations of Cr-rich particles across all the sites were above the 0.11 μg.cm-

3 annual limit set by the New Zealand Ministry of Environment (Fisher and Metcalfe, 2016). 

FeCr-rich particles showed highest concentrations closer to the smelters around Site 3 (2.8 

μg.cm-3) and Site 5 (2.8 μg.cm-3). Since the sites were not equally spaced in the study area, 

other methods such as the coefficient of divergence (COD) were used to confirm and validate 

the results of the spatial analysis determined using the geographic information system. COD 

values higher than 0.2 indicated spatial heterogeneity, while COD values less than 0.1 indicated 

homogeneity of concentrations. All components in the study area had COD values greater than 

0.2 which is an indication that there was a heterogeneous relation observed between the sites 

in the study area. The lowest heterogeneity values for COD ranged from 0.24 to 0.4 and were 

observed for PM10 (0.24), C-rich (0.25), SiAlFe-rich (0.28), PM2.5 (0.29), SiAl-rich (0.3), Si-

rich (0.35) and Ca-rich (0.38) particles. The moderate to high COD values were observed for 

Fe-rich (0.41), SiMg-rich (0.42), FeCr-rich (0.59) and Cr-rich (0.6) particles. The highest COD 

values were observed for sites located in the vicinity of point source emitters, which suggests 

that the communities residing in the vicinity of these point sources are more vulnerable to 

exposure of these particles than those living further downwind. 

 

(4) To determine the relationship between calculated mixing height, Monin-Obukhov 

length, ventilation coefficient and air pollution potential with PM10 concentration.  

 

The Air Pollution Model (TAPM) was used to calculate mixing height, Monin-Obukhov 

length, ventilation coefficient (VC) and air pollution potential. The spatial distribution of these 

parameters were plotted against the PM10 distribution to determine their relationship. Only the 
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VC was able to predict areas of high PM10 concentrations near the valley openings. The VC is 

possibly influenced by the impact of pressure gradient on the wind strength. The inverse 

correlation between PM10 concentration and the meteorological parameters of interest could be 

attributed to the use of monthly average data. These finding suggest that investment in ground 

based meteorological monitoring equipment is of high importance for observed data.  

 

(5) To determine source profiles of PM, the number of sources, and the contribution of 

identified sources in the GTM. 

 

The PM2.5, PM10 concentrations and the elemental composition of individual particles 

deposited on the UNC passive sampler were determined using CCSEM-EDS (Tescan Vega 3 

model). These data was then used as input to the PMF model. The most subjective and least 

quantifiable step in applying PMF for PM source apportionment is assignment of identities to 

the p factors. A common strategy for identifying source profiles which was applied in this study 

was to use statistical analysis in PMF coupled with knowledge of sources in the study area and 

atmospheric science experience supported by literature for measured PM source profiles with 

characteristics similar to factor profiles in the F matrix. After applying this method, three to 

five factors were deemed to be appropriate for a five source solution. The factors were 

identified according to the type of elements dominating in percentage in that factor. 

Agricultural and wood combustion was associated with the dominance of C as primary species 

and Fe elements. Ferrochrome smelter was identified by the domination of Cr and Fe elements. 

Crustal / road dust factor was associated with Si, Al, Ca and Mg as the primary elemental 

species. Industrial coal combustion factor was identified by Ca, C, Al and Si as the dominating 

elements. Vehicular emission factor was associated with Fe as the primary species, in addition 

to C, Al, Si, and Ca elements. The most interesting outcome was that Cr was also associated 

with crustal / road dust and agricultural / wood burning which is an indication that once this 

element is emitted from the source it is then deposited onto the soil and water bodies before it 

is absorbed by plant material and released into the atmosphere during burning.  

 

The PM10 sources contribution to the GTM were identified as follows: Site 1 included chrome 

smelters (32.9%), coal combustion (21.3%), wood / agricultural combustion (37.3%), and 

crustal/road dust (8.6%)). At Site 2, sources were vehicle (14.7%), chrome smelters (15%), 

coal combustion (22.4%), wood / agricultural combustion (28.3%) and crustal / road dust 
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(19.6%). Sources in site 3 were similar with vehicle (20.17%), chrome smelters (13.6%), coal 

combustion (26.1%), wood / agricultural combustion (10.1%), and crustal/road dust (30.1%) 

sources. Site 4 sources were vehicle (8.4%), chrome smelters (14.8%), coal combustion 

(17.9%), wood / agricultural combustion (33.1%) and crustal/road dust (25.8%). Site 5 had 

vehicle (14.1%), chrome smelters (23.3%), coal combustion (21.3%), wood / agricultural 

combustion (20.9%), and crustal / road dust (20.4%) sources. Site 6 sources included vehicle 

(18.2%), chrome smelters (10.5%), coal combustion (9.7%), wood / agricultural combustion 

(25.9%), and crustal / road dust (35.7%). 

 

(3) To determine the regional and trans-boundary air transport to the receptor locations 

using the HYSPLIT model.  

 

In this study, the HYSPLIT air mass back trajectories were run for 24-hours (from mid-night 

to mid-morning) from 1 July 2015 to 30 June 2016 at all sites. The back trajectories were 

defined by their spatial position (longitude, latitude) at 30-minute intervals for 24 hours back 

from the receptor sites. Trajectory cluster analysis was performed to identify major transport 

pathways.  

 

For Site 1, cluster 1 with 36% of trajectories originated from Mozambique and arrived at the 

receptor site by passing through mining areas and a smelter northeast of the sampling site. 

Cluster 2 with 12% of the trajectories originated from Zimbabwe and arrived at the receptor 

site from the northwest and away from the mines and smelters in the area. Cluster 3 with 20% 

of trajectories originated from the west while clusters 4 and 5 originated from the Indian Ocean. 

Only clusters 1, 4 and 5 passed through areas with mines and smelters within the study area. 

This makes them potential transporters of heavy metals to the receptor site. For Site 2, all 

clusters except for cluster 4 passed over the mines and smelters and as such had the potential 

of carrying elemental particles to the site. For Site 3, all the clusters passed over the mining 

areas and only clusters 3 and 5 passed over the smelters. Hence, all these clusters can transport 

elemental particles to the receptor sites. For Site 4, all the clusters pass over mining areas and 

only cluster 2 and 3 pass over the smelters before arriving at the receptor site. For Site 5, only 

cluster 1 did not pass over any industrial facility in the area. For Site 6, only clusters 2, 3 and 

5 passed over industrial facilities. Cluster 2 with 30% of trajectories was recirculating within 

the vicinity of the receptor site and this made it the most likely contributor of local pollutants. 
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Therefore, both regional and trans-boundary transport of air masses were possibly adding to 

the pollution sources in the GTM.  

 

(6) To determine the distribution of PM10 from industrial point sources and evaluate their 

possible impact on human health using modelled hourly data from the TAPM model and 

GIS software. 

 

The Air Pollution Model (TAPM) version 4 was run for the period of July 2015 to June 2016. 

Four grids with nested domains of 25 x 25 horizontal grid points at 30 km, 20 km, 10 km 

spacing for the meteorology and 4 km for pollution simulation were used. A total of 49 receptor 

points were used for calculating pollution concentration fields. The GIS software was then used 

to display the seasonal, annual, daytime and night-time spatial variation of PM10 concentrations 

from industrial point sources.  

 

The highest PM10 concentration ranged from 16.6 - 27.3 µg.m-3 and were observed between X-

Strata chrome smelter and Samancor chrome smelter, spreading to the west of Strata chrome 

smelter and south-west of Samancor chrome smelter (see Figure 3.1b in Chapter 3, page 87). 

Concentrations ranging from 10.7 – 16.6 µg.m-3 were observed to the west of Smelter 1. 

Though the highest value is lower than the 40 µg.m-3 of the South African annual PM10 National 

Ambient Air Quality Standards, it is higher than the WHO annual mean guideline of 20 µg.m-

3. The wind profile for the area (Figure 3.2) showed that the dominant winds were easterly to 

north-easterly. These winds were responsible for dispersing pollutants to the west and south-

west of the smelters.  

 

The seasonal PM10 concentration showed that the highest concentration occurred in winter 

(27.3 µg.m-3), followed by summer (25.4 µg.m-3), spring (24 µg.m-3), and autumn (15.2 µg.m-

3). The seasonal distribution was similar to the annual distribution but varied in intensity of the 

PM10 distribution. The seasonal wind patterns did not provide a clear picture of the wind 

profiles in the GTM which can be attributed the complex nature of the topography in the area. 

The night-time PM10 concentration (16.5 µg.cm-3) was higher than the day-time concentration 

of 15.9 µg.cm-3. The high concentrations at night were spreading over a larger area compared 

to high day-time concentrations which were localised closer to the ASA chrome smelter and 

X-strata chrome smelter. The observed high concentration at night could be attributed to stable 
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atmospheric conditions which suppressed vertical distribution and lead to accumulation and 

distribution of pollution over a shallow and larger area. During the day the atmosphere is 

mostly unstable and disperses pollution resulting in lower concentrations.  

 

(4) To reflect on the findings of objectives (1) – (6) and consider gaps in the current 

implementation of air quality legislation in South Africa. 

 

The information used to conceptualise the commentary was gathered through desktop analysis 

of air quality monitoring reports, AQMP documents, AEL compliance reports, Air Quality 

legislations, and through active involvement in the DEFF’s AQMP implementation task team 

meetings. There is evidence from air quality monitoring reports showing that PM2.5, PM10 and 

ozone are in non-compliance with the South African NAAQSs. The gaps identified by the 

analysis of all the documents indicated that there were no formal scientific source 

apportionment studies done in the development of AQMPs. There are also not enough air 

quality monitoring sites to evaluate the behaviour of air pollution on a spatial scale in most 

local municipalities. Passive sampling had not been considered to monitor and diagnose air 

pollution problems in South Africa. Lastly, industrial facilities were not required to model the 

cumulative impacts of neighbouring facilities when applying for atmospheric emission 

licenses. Therefore, the findings of objectives 1 to 6 help inform appropriate scientific and 

decision-making for effective air quality management in South Africa. Findings from objective 

1 to 3 provide an opportunity for environmental authorities to invest in inexpensive methods 

of collecting much needed data to assess the impacts of air pollution in South Africa, and 

allocate resources in areas that are heavily impacted by pollution. Objective 4 highlighted the 

need to consider meteorological parameters in all analyses of the data to inform spatial planning 

policies and demarcation of residential and industrial zones. Objectives 5 and 6 provided 

qualitative and quantitative evidence of various sources and thus inform pollution abatement 

policies. 

 

7.3. Study limitations 

 

There is lack of credible continuous ambient air quality data in South Africa which makes 

analysis of long-term trends very difficult. There is also no PM chemical characterization 

database (which exists in other developed countries) in South Africa. These data are needed as 
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input to the PMF model for source apportionment. Additionally, there is little or no source 

fingerprint information in South Africa to assist in eliminating the ambiguity when identifying 

the sources with a similar signature. However, other statistical tools such as potential source 

contribution function (PSCF), concentration weighted trajectories (CWT), and conditional 

probability function (CPF) can be used as an alternative to identify possible sources. The lack 

of credible ambient air quality data (or no data at all) makes it impossible to evaluate the 

accuracy of dispersion model results. Passive samplers used in the study were in part not 

appropriate for PM2.5 measurements over long periods to due to the present of reactive species 

in PM2.5. Lastly, the lack of emissions databases in South Africa hampers the comparison of 

studies of receptor models and dispersion models in source apportionment studies. 

  

7.4 Future directions and research needs 

 

The air quality management systems designed to improve the quality of air require constant 

review and improvement to ensure their effectiveness in addressing the poor state of air quality 

and the well-being of humans. Their effectiveness is largely dependent on the identification 

and quantification of pollution sources. The levels of pollution in the atmosphere are 

determined by physical and chemical processes, hence, a chemical composition and 

spatiotemporal analysis was undertaken to assess the distribution of pollutants in the study area. 

The fundamental principle of air pollution management is to reduce emissions from the 

sources. Therefore, to quantify the impact of such sources on air quality and to develop 

emission reduction strategies requires source profiling and apportionment.  

 

The observed high level of chromium concentrations exceeded the WHO guidelines and 

requires urgent interventions by all spheres of government responsible for air quality 

management in South Africa (Research Objective 7). Source profiling and apportionment are 

scientific tools that assist policymakers to identify and quantify the different sources of air 

pollution, and thereby to increase the  capacity  to  put  in  place  effective policy  measures  to  

reduce  air  pollution  to acceptable levels.  

 

There is a need for future collaborations between government entities to ensure that Section 24 

of the 1996 Constitution of South Africa (which stipulates that everyone has the right to live in 

an environment that is not harmful to their health or well-being) is adhered to. Collaborations 
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between government departments such as the Department of Environment, Forestry and 

Fishers, Spatial Planning and Land Use Management, and Health, are currently lacking in 

South Africa. Such collaborations should be in the monitoring, data collection and research 

activities that are aimed at improving air quality. The lack of credible continuous ambient air 

quality data (or no data at all in some areas) makes it impossible to evaluate the accuracy of 

dispersion model results. A database of PM chemical speciation data is needed not only as 

input to the PMF model, but also to assess the impact of PM on human health. Manuscript 1 

showed that the use of monthly average data resulted in the inability to determine the relation 

between meteorological parameters (mixing height, Monin-Obukhov length) and PM10 

distribution. Therefore, for future analysis of the behaviour of pollutants in a complex terrain, 

a network of meteorological station balloon soundings within the valley floor and adjacent 

slopes needs to be set up in order to capture the actual meteorological parameters that influence 

the behaviour of air pollution. The ambient air quality and meteorological parameters should 

be monitored continuously to verify the findings of this study.  

 

Source apportionment studies need chemical species, emissions data, and continuous ambient 

air quality data. The availability of sufficient data will ensure that there is adequate information 

to perform comparison studies for top-down and bottom-up approaches to receptor modelling. 

The combination of continuous ambient air quality data with trajectory models allows for 

statistical analysis, such as potential source contribution function (PSCF) to identify the 

geographical origin of sources that are likely to contribute to concentrations above the emission 

limit values. This analysis should be incorporated in future source apportionment studies to 

identify which sources (identified by models such as PMF) are likely to contribute to values 

above the prescribed limits. 
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 ABSTRACT 

The Greater Tubatse Municipality in Limpopo is home to three ferrochrome smelters and chromium, 

platinum and silica mining operations. Source apportionment in this study was performed by combining 

air mass back trajectories and receptor modelling. The PM samples were collected using Passive 

Samplers. The samples were collected for a period of 4-5 weeks, except for August-September and 

September-October 2015 were the samples were collected for up to 6 weeks. Elementary analysis was 

performed using Computer Controlled Scanning Electron Microscopy coupled with Energy-Dispersive 

X-ray Spectroscopy (CCSEM-EDS). This paper will focus on the results of Site 3. The chemical 

analysis resulted in elements such as carbon (C), calcium (Ca), chromium (Cr), iron (Fe), aluminium 

(Al), silicon (Si), magnesium (Mg) and lead (Pb). The PM10 concentrations exceeded the WHO annual 

guidelines of 20µg/m3. The annual chromium concentrations exceeded the 0.0001 µg/m3 and 

0.11µg/m3 for Cr(IV) and Cr(III) respectively. Back trajectory clusters computed by HYSPLIT model 

identified 5 transport pathwayse. The main transport patterns were northerly to north-easterly, easterly 

to south-easterly, and south-westerly to north-westerly clusters. The US EPA PMF model version 5.0 

used in source profiling and source apportionment identified agriculture/wood combustion, coal 

combustion, crustal/road dust, ferrochrome smelters, and vehicle emissions as the main sources. The 

transport pathways indicate that the pollution can either be from local or regional 

 

Keywords:  Particulate matter; source apportionment; back trajectories. 

1   INTRODUCTION 

South Africa is one of the developing countries in the world, and as such the country has 

considered economic growth, social and educational development and industrialization as 

key development priorities. In the Greater Tubatse Municipality (GTM) in Limpopo 

Province, South Africa, mining is viewed as one of the important economic activities which 

has the potential of contributing to the development of the area’s economy [1]. Though the 

contribution of mining activities to economic development of GTM is well acknowledged, 

this might be achieved at a significant environmental, health and social costs to the region 

due to urbanization, high traffic volumes and higher industrial and domestic waste 

production. Environmental pollution due to heavy metals from mining activities, vehicular 

emissions, agricultural and biomass burning are a major concern in many parts of the world 

[2]. Extensive mining of chromite, platinum and silica in the GTM mining belt may pose a 

serious threat to the environment. Mining of these ores may release toxic metals such as 

hexavalent chromium and platinum group metals which are carcinogenic and mutagenic to 

human health [3]. Studies worldwide have found that ambient levels of PM10 are associated 

with adverse health effects including increase in premature deaths, hospital admissions and 

emergency attendances for respiratory and cardiovascular disease and exacerbation of asthma 

[4]. PM2.5 which is smaller in aerodynamic diameter than PM10, can penetrate deeper into the 

lungs and reach the blood system and it can also impact on visibility and climate change [5]. 



The potential of adverse health effects of particulate pollution has triggered extensive 

research on PM chemical composition and source apportionment in many countries over the 

past decade [6]. Understanding the chemical components of PM is crucial to adequately 

assess the impacts of these chemicals on the receiving environment. A number of 

ferrochrome smelters are found in the GTM. Ferrochrome is a major chromium source used 

as raw material for the production of stainless steel and ferro-metal alloys. The morphology 

of the chromite spinel ore can be described stoichiometrically as (Fe, Mg)(Cr, Al, Fe)2O4 and 

they often contain gangue compounds of SiO2 and MgO. Submerged-arc furnaces are 

commonly used to smelt chromite ores by using carbonaceous reductants such as coke, 

bituminous coal and char. The ferrochrome slag created during the smelting process mainly 

consists of SiO2, Al2O3 and MgO in different proportions but also smaller amounts of CaO, 

chromium and iron oxides [7]. These elements may find their way into the atmosphere during 

the smelting operations and they can cause serious harm to human health. 

In South Africa, the National Environmental Management: Air Quality Act [8] was 

promulgated in 2005 as an approach to manage air quality in the country. The Act requires 

national, provincial and local authorities to identify substances or mixtures of substances in 

ambient air which may reasonably be anticipated to endanger public health, and to establish 

air quality standards to limit emission of such substances. However, to date no ambient metal 

standards (with the exception of Pb) have been promulgated to define the level of air quality 

that is necessary to protect the public welfare from known or anticipated adverse effects of 

these pollutants on the receiving environment in South Africa. There is also little information 

on PM source apportionment studies to assist in developing effective policies to mitigate the 

impacts of PM in South Africa. 

Numerous methods have been developed over the years to collect and analyse air pollutant 

samples, using both active and passive techniques. Easy to use passive samplers are available 

in the market and are less expensive than conventional samplers. Therefore, a large number 

of passive samplers can be deployed at a given time to capture representative spatial 

measurements in an airshed [9]. 

There are two types of models (source-oriented models and receptor models) used to identify 

sources of pollution in the environment [10]. Source-oriented (dispersion) models require 

knowledge of all emissions from the contributing sources [11]. Receptor modes are statistical 

analysis tools used to identify contributions from different sources using multivariate 

measurements from different receptor locations. These models use ambient data and the 

chemical components in source emissions to quantify contributions, unlike the source models 

that use emissions and meteorological parameters to estimate concentrations at the receiving 

environment [12]. Positive Matrix Factorization (PMF) is one of the recent models developed 

by the United State (U.S) Environmental Protection Agency (EPA). PMF has been used 

widely in source apportionment of ambient PM because of its ability to account for the 

uncertainty variables that are often associated with sample measurements and also the output 

values in the solution profiles and contributions are nonnegative [13]. The key output of PMF 

is the percentage contributions of different sources to ambient pollutant concentration at 

specific receptors [11]. The PMF model has been used by many researchers across the world 

for source identification and profiling. A study by [14] characterized Ca, Al, Mg, Si, K, Fe, 

Mn and Zn as elements emitted from metal smelters. Soil was found to contain elements such 

as Fe, Al, K, Ca, Ti in a study by [15], while road dust contributed to Fe, Al, K, Ca, Si, Mg, 

P, S, Na and BC [16]. However, these profiles can vary from one area to the other due to 

varying soil types. A source profiling study by [17] and [18] identified motor vehicle 



emissions as the source of Mg, Al, Fe, Si, S and BC (black carbon). Biomass burning 

emissions are a mixture of both organic carbon and elemental carbon and their ratio depends 

on the type of fuel used [19]. 

The quantitative assessment of sources contributing to the ambient PM on the receiving 

environment is required to develop sound and effective control strategies to address the 

scourge of PM pollution in South Africa. However, the bottom-up approach based on 

emission inventories is hindered by poor availability of the emissions data particularly from 

industries. The objective of this study is to identify sources of PM in a mountainous terrain 

in Limpopo, South Africa and estimate their contributions through receptor modelling (PMF) 

application. The sampling data obtained during the sampling campaign from July 2015 to 

June 2016 will be used.  

 

2   METHODS 

Ambient PM sampling was undertaken in a rural area of the Greater Tubatse Municipality 

(GTM) in Limpopo Province, South Africa (Fig. 1). The main towns in the area are Steelpoort 

and Burgersfort which are sustained through economic activities such as mining and smelting 

of chromium ores. Furthermore there are agricultural and forestry activities and 

transportation that also add to the economic activities in the area.  

 
Figure 1:  Map of the study area showing passive sampler locations (red place-marks on 

Google map), with smelters shown as green place-marks. 

Most of the households in the area are dependent on wood burning for space heating and 

cooking [20].  The GTM has a complex terrain with high mountains and steep inclinations. 

The elevation of the surface area is approximately 740 m above sea level with the surrounding 



mountains extending to a height of approximately 1200-1900 m above sea level. The area is 

located in the subtropical climate zone where the maximum average temperature reaches 35 

°C with minimum average temperature of 18 °C in summer. In winter the maximum average 

temperature reaches 22 °C with average minimum of 4 °C (Schulze, 1986). The annual 

rainfall for the area ranges between 500 and 600mm [21].  

 

2.1   Sampling and sample analysis 

 

The University of North Carolina (UNC) passive samplers designed by [22] and housed in a 

protective shelter designed by [23] were deployed at six sites for PM sampling. [24], designed 

the shelter to shield the passive sampler from precipitation and to minimize the influence of 

wind speed on particle deposition [25]. The samplers consist of a scanning electron 

microscopy (SEM) stub, a collection substrate, and a protective mesh cap [11]. The samplers 

were deployed for sequential periods of approximately 30 days from July 2015 to June 2016, 

except for the month of August and September when they were deployed for a period of 

approximately 40 days. The longer sampling periods of 3-4 weeks were selected to ensure 

that there was sufficient particle loading on the samplers as suggested by [23]. 

The PM2.5, PM10 concentrations and the elemental composition of individual particles 

deposited on the passive sampler were determined by CCSEM-EDS (Tescan Vega 3 model). 

Before sample analysis with Personal Scanning Electron Microscopy (PSEM) (method by 

[26]), the samples were coated with a thin layer of graphitic carbon under vacuum to bleed 

off the charges induced by the electron beam in the SEM. The PSEM was operated with a 

20-kV beam [23]. [9], gave a brief description of the CCSEM analysis. The elements obtained 

from the analysis were Carbon (C), Chromium (Cr), Calcium (Ca), Iron (Fe), Silicon (Si), 

Aluminium (Al), Magnesium (Mg), Lead (Pb), and other miscellaneous elements. Pb and 

miscellaneous elements were not included in further analysis due to their insignificant 

weight. The concentrations of PM2.5, PM10 and each particle was determined using the 

method outlined in Ott and Peters (2008). Data obtained from CCSEM is semi-quantitative, 

and therefore, in order to use the data in PMF for source contributions the particles needs to 

be classified into homogenous groups by applying cluster analysis [27]. 

 

 

2.1.1  Cluster analysis 

[28], described cluster analysis in detail. In this study, hierarchical cluster analysis was 

performed on single particle data from CCSEM using the open source clustering software 

(Cluster 3) developed by the Institute of Medical Science (IDS) at the University of Tokyo. 

Once the analyses were completed, all the cluster groups with less than 4 (excluding Pb and 

miscellaneous elements) particles were chosen as potential homogenous classes. This is 

because as the number of classes created for each source sample increases, the number of 

particles assigned to each class decreases (Kim and Hopke, 1988). The particle classes 

obtained from cluster analysis include Carbon-rich (C-rich), Chromium-rich (Cr-rich), Iron-

rich (Fe-rich), Iron/Chromium-rich (FeCr-rich), Silicon (Si-rich), Silicon/Aluminium/Iron-

rich (SiAlFe-rich), Calcium-rich (Ca-rich), Silicon/Magnesium-rich (SiMg-rich) and Silicon/ 

Aluminium-rich (SiAl-rich). 

 

 

 

2.1.2  Positive Matrix Factorization 



PMF 5.0 was used to apportion the contribution from emission sources [29]. The guidelines 

specified in the user manual were closely followed in this study. Two input files are required 

by the model: the sample species concentration values and the sample species uncertainty 

values or parameters for calculating uncertainty. In this study, the sample species 

uncertainties were obtained during CCSEM analysis of samples. 

The receptor modelling in principle relies on the observed concentrations of chemical species 

in the atmosphere and these species must be conserved during transport between the source 

and the receptor. The conserved mass is then used during the analysis in the identification 

and apportionment of these species [8]. The PMF model identifies the sources by applying 

the following mass balance equation: 

Xij = ∑ 𝑔𝑖𝑘𝑓𝑘𝑗 + 𝑒𝑖𝑗
𝑝
𝑘=1                     (1) 

 

where xij is the concentration of the jth species in the ith sample, gik the contribution of kth 

source to the ith sample, fkj the concentration of the jth species in the kth source, and eij is the 

difference between the measured and fitted value. If the number and sources in the area being 

modelled are known, (fkj), then the mass contribution of each source to each sample, gik, in 

equation (1) is known [30]. However, the objective is to calculate values of gik, fkj, and p that 

can reproduce x. An adjustment is then made to gik and fkj until the minimum value of Q for 

a given p is found. Q is defined as: Where σij is the uncertainty of the jth species concentration 

in sample I, n is the number of samples, and m is the number 

Q = ∑ ∑ (
𝑒𝑖𝑗
𝜎𝑖𝑗
)2𝑚

𝑗=1
𝑛
𝑖=1                     (2) 

of species [15]. In most cases, a given chemical constituent will have multiple sources and 

the program performs correlation analysis to generate chemical profiles of ‘factors’ 

characteristic of the sources. Past knowledge of source chemical profiles is then used to 

assign factors to sources [11]. However, in South Africa there are few source chemical 

profiles available. Therefore, the international source chemical profiles [31] were used as a 

guide. 

 

2.1.2  HYSPLIT model 

Backward air trajectories arriving at the six sampling sites were calculated using the 

Windows PC version of the Hybrid Single Particle Integrated Trajectory (HYSPLIT-4) 

model. This model is a system for computing air mass trajectories and complex dispersion 

and deposition simulations [32]. Meteorological data fields to run the model are available 

from routine archives. In this study, 24-hour back trajectories were calculated at a height 500 

meters above ground level (Table 2) using reanalysis data from National Centre for 

Environmental Prediction (NCEP) and National Centre for Atmospheric Research (NCAR) 

available from the National Oceanic and Atmospheric Administration’s (NOAA) Air 

Resources Laboratory (ARL) archives. The reanalysis data covers the globe from 1948 to the 

present with a horizontal resolution of about 2.5 x 2.5 degrees latitude-longitude and with an 

output every 6- hours. 

 

 

 

 



Table 1:  Model parameters used for HYSPLIT runs. 

 

Meteorological 

dataset 

NCEP/NCAR Reanalysis, 2.5 

degree latitude-longitude 

Trajectory direction Backward 

Trajectory duration 24Hr 

Site 3 (-24.726582, 30.205004) 

Start time 00:00 UTC 

Start height 500m AGL 

 

2.1.3  HYSPLIT model 

In this study trajectory cluster analysis was performed using the HYSPLIT_4 model. The 

model uses Ward’s method described by [33]. The HYSPLIT clustering method is described 

in detail by [34]. Five clusters were chosen for each set of trajectory end point files because 

this number was sufficient to identify all major flow patterns, as well as several less common 

but nonetheless important patterns. Once the number of clusters has been decided, ‘Special 

Runs’ was chosen as the technique to produce standard clusters for all trajectory end points 

for the period starting from July 2015 to June 2016. A practical advantage of ‘Special Runs’ 

it’s its ability to accommodate large volumes of data. The variables clustered were the latitude 

and longitude of trajectory segment endpoints at 1-hour intervals along each 24-hour back 

trajectory. Individual trajectories were further averaged to produce “cluster-mean” 

trajectories. Thus, our large data base (annual trajectories) was reduced to a number of 

cluster-mean plots that can be interpreted in terms of known mesoscale and synoptic features. 

For each cluster, ensemble plots of all individual trajectories belonging to that cluster were 

produced. These ensembles or “cluster membership” plots were used to validate the mean 

and to assess the variability within the cluster. 

 

2.1.3  Cluster analysis 

In this study trajectory cluster analysis was performed using the HYSPLIT_4 model. The 

model uses Ward’s method described by [35]. The HYSPLIT clustering method is described 

in detail by [36]. Five clusters were chosen for each set of trajectory end point files because 

this number was sufficient to identify all major flow patterns, as well as several less common 

but nonetheless important patterns. Once the number of clusters has been decided, ‘Special 

Runs’ was chosen as the technique to produce standard clusters for all trajectory end points 

for the period starting from July 2015 to June 2016. A practical advantage of ‘Special Runs’ 

it’s its ability to accommodate large volumes of data. The variables clustered were the latitude 

and longitude of trajectory segment endpoints at 1-hour intervals along each 24-hour back 

trajectory. Individual trajectories were further averaged to produce “cluster-mean” 

trajectories. Thus, our large data base (annual trajectories) was reduced to a number of 

cluster-mean plots that can be interpreted in terms of known mesoscale and synoptic features. 

For each cluster, ensemble plots of all individual trajectories belonging to that cluster were 

produced. These ensembles or “cluster membership” plots were used to validate the mean 

and to assess the variability within the cluster). 

 

 

 

3  RESULTS AND DISCUSSION 



The mean annual concentrations for PM2.5, PM10, and particle classes obtained through 

cluster analysis are shown in Table 3. The PM2.5 and PM10 annual mean concentrations were 

below the South Africa National Ambient Air Quality Standard (NAAQS) of 20 µg/m3 and 

40 µg/m3, respectively. However, the PM10 concentrations at the site exceeded the WHO 20 

µg/m3 annual guidelines [37]. The chromium concentrations exceeded the New Zealand 

annual chromium limits [38] of 0.0011µg/m3 and 0.11 µg/m3 for Cr(VI) and Cr(III), 

respectively. This is an indication that the area may experience negative impacts on human 

health due to the toxicity of Cr(VI).. The existence of SiAl-rich particles with concentrations 

of 11.8 µg/m3, may result in cardio metabolic effects on animals and humans [39]. 

 

Table 3: Species mean concentrations and range. 
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Site 3 38.11 4.8 2.7 2.6 1.4 0.6 2.8 2.6 11.8 7.0 3.9 

 

3.1  HYSPLIT transport pathways 

 

Fig. 3 shows transport pathways arriving at the receptor site. All the trajectory clusters pass 

over the mining areas and only cluster 3 and 5 passes over the smelters. Hence all these 

clusters can transport elemental particles to the receptor. However, it should be noted that 

even though some trajectories are not passing through the industrial facilities, they can also 

transport pollutants from a variety of sources such as transport, agriculture, domestic, crustal 

and oceans, and that these pollutants also contribute to the observed concentrations as shown 

in Table 3. 

 



 
Figure 3: Five transport pathways (clusters) arriving at the six sampling sites. 

 

3.2 PMF source profiling. 

The most important step in PMF is to determine the number of factors which correspond to 

potential particle sources. After applying bootstrap and displacement tests on the data sets, 

three to five factors were deemed to be appropriate for a five source solution. The profile 

graph (Fig. 4) displays the mass of each species apportioned to the factor (blue bar) and the 

percentage of each species apportioned to the factor (red bar). The factors were identified 

according to the type of elements dominating in percentage in that factor. Agricultural/ wood 

combustion was associated with the dominance of C as a primary species and Fe elements. 

Ferrochrome smelter was identified by the domination of Cr and Fe elements. Crustal/ road 

dust factor was associated with Si, Al, Ca and Mg as the primary elemental species. Industrial 

coal combustion factor was identified by Ca, C, Al and Si as the dominating elements. 

Vehicular emission factor was associated with Fe as the primary species, C, Al, Si, and Ca. 

The most interesting outcome is that Cr was also associated with crustal/road dust and 

agricultural/ wood burning which is an indication that once this element is emitted from the 

source it is then deposited on to the soil and water bodies before it is absorbed by plant 

material and released into the atmosphere during burning.  

 

 

Site 1 

Site 3 

Site 2 

Site 4 

Site 5 Site 6 



 

Figure 4: Factor fingerprints for species. 

3.3 PM source contributions 

PMF analysis determines the number of factors which correspond to potential particle 

sources. Source categories that potentially have contributed to ambient PM in the GTM rural 

area were identified as crustal/road dust, coal combustion fly ash, vehicle exhaust dust, 

agricultural/wood burning and industrial sources (Table 4). The average PM source 

contributions indicate that industrial coal combustion is the dominant polluter in the area 

followed by geological material (crustal/road dust). Most coal ash contain aluminium oxide 

(Al2O3), calcium oxide (CaO) and silicon dioxide (SiO2) (Coal Ash, 2016). And regardless 

of the by-product produced, there are many toxic substances that are present in coal ash (such 

as arsenic, chromium, lead, mercury and uranium) that can cause major health problems in 

humans (Lockwood and Evans, 2016). The crustal material could be mainly from re-

suspended dust from mine tailing in the area or transported from regional sources as indicated 

by the HYSPLIT transport pathways. Motor vehicles emissions are the third largest source 

of pollution in the GTM and maybe associated with tail pipe, emissions, tire and brake wear, 

road surface abrasion, wear and tear of other vehicle components such as the clutch, and re-

suspension of road surface. The Ferro-chrome smelters are the fourth largest source of 

pollution in the GTM with agricultural and wood burning coming last. The distribution of Cr 

elements across all source types indicate that ferrochrome smelters have a potential to pollute 

the water bodies, which can impact on the human health since some of the communities in 

the area depend on water from the river streams for cooking and bathing. 

Both PMF results and HYSPLIT clusters can be combined to make informed decisions on 

the sources and origin of PM sources. Crustal/road and soil dust can be transported by 

trajectories from both local and regional anthropogenic sources as shown in Fig. 2. However, 

it should be noted with caution that the trajectories are not accurately terrain following. 



Therefore, high-ending trajectories were chosen to represent more accurate boundary layer 

flow above the local terrain. 

 

Table 4: PM source contributions. 

 

  
Vehicular 
emissions Ferrochrome 

Coal 
combustion Agricultural/Wood 

Crustal/Road 
dust 

   smeltering  combustion  

 C-rich 52%  45% 3%  

 Ca-rich 6% 21% 60%  14% 

 SiAl-rich 18% 14% 26% 7% 36% 

 Si-rich 13% 10% 20% 15% 42% 

Site 3 SiAlFe-rich 36%  2%  62% 

 SiMg-rich  1% 44% 41% 14% 

 Cr-rich 1% 52% 31% 7% 9% 

 Fe-rich 15% 6% 39% 6% 34% 

 CrFe-rich 12% 40% 36% 12%  

 

 

 

4  CONCLUSION 

The results showed that the composition and levels of PM in GTM varied significantly among 

the six sites, however, systematic sampling and characterization of PM is needed in order to 

increase the sampling numbers and improve PMF results. 

The PMF analysis identified a mixture of tracer elements as markers for source identification. 

However, differentiating these markers for different sources in the area has proved to be very 

difficult. This is because some of the chemical components that are solely industrial can find 

their way into other source categories such soil and road dust through deposition, and wood 

and agricultural plantation through absorption from the soil. The average source 

contributions were dominated by crustal/road dust, industrial activities such as ferrochrome 

smelters, and wood burning for space heating, with industrial coal burning, agricultural 

activities and vehicle emissions being other sources identified in the area. The contribution 

of this sources varied across the study area with chromium pollution being concentrated 

closer to the sources. These results show that the composition and levels of PM in GTM 

varied significantly among the six sites indicating the existence of varying 

microenvironments within the GTM airshed, however, systematic sampling and 

characterization of PM is needed in order to increase the sampling numbers and improve 

PMF results. 

This study can serve as a base for siting of AQ monitoring stations to ensure harmonized AQ 

assessments throughout the GTM. It can also be used as a guiding document for strengthening 

intervention strategies in the industrialized areas across South Africa. 
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