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Abstract: In recent years, Advanced Driver Assistance Systems (ADAS) have been used to improve the safety of vehicles by 
either providing additional information to the driver or by taking over complete control. The majority of ADAS currently 
being utilised run entirely on the vehicle, only having access to information provided by the sensors that are on board the 
vehicle itself. Part of the next step in the evolution of ADAS is to incorporate information from other offsite sensors or 
obtain control inputs from infrastructure which can coordinate multiple vehicles simultaneously via a wireless interface. 
Wireless communication is inherently delayed and prone to dropped packets. This study looks at the effect of transport 
latencies and dropped packets on an off-site autoregressive steering controller supplying direct steering inputs to a vehicle. 
A fully non-linear vehicle simulation model is used to test the effect of delaying steering inputs and dropped packets in 
order to test the stability of the controller. The study shows that at dropped packet percentages of up to 40% adequate 
vehicle control is maintained, while transport latencies of up to 100ms allow for moderately accurate vehicle control. 
 

1. Introduction 

Recent years have seen rapid development and 

implementation of ADAS to mitigate the severity of, or 

sometimes entirely prevent, vehicle accidents. ADAS 

improves vehicle safety by providing the driver with 

additional information or, in certain instances, taking over 

control from the driver completely. The need for ADAS is 

apparent when considering that 90% of vehicle accidents are 

due to human error [1]. These types of accidents are largely 

avoidable if the correct driver action overrides the incorrect 

action. In most ADAS, the vehicle uses information from on 

board sensors to make decisions. The next advancement is to 

have the vehicle’s on board sensor data and control 

supplemented by offsite data and control. This offsite 

supplementation is accomplished using a wireless 

communication channel between the offsite infrastructure 

and any vehicle falling under said infrastructure’s supervision.  

There is also a substantial push in the mining, 

agricultural and construction sectors to move vehicle 

operators from the actual vehicles to remote stations. This has 

been done to partly improve efficiency, since operators work 

in better conditions, and to improve safety, since operators 

are not immediately at risk [2]. These kinds of changes have 

mainly been implemented on very slow-moving vehicles but 

pose a possible solution for control of high-speed mining 

vehicles, while improving safety - whether remotely 

controlled by an offsite operator or a fully autonomous 

control system controlled by an offsite controller. Thus the 

next step in mining, agricultural and construction would be to 

completely automate these vehicles by making use of offsite 

control as this would bring an improvement in safety and 

efficiency. 

Vehicle to Infrastructure (V2I), Vehicle to Vehicle 

(V2V), as well as other Vehicle to Everything (V2X), 

communication systems are required to facilitate such offsite 

control systems. Communication between Vehicle to 

Infrastructure (V2I) and other Vehicle to Vehicle (V2V) is 

required to perform offsite control. Several studies have 

already developed automated/supervisory highway systems 

[3] and intersection supervisory control systems to mitigate 

collisions and improve traffic flow [4], [5]. These systems 

assume that uninterrupted information flow from the vehicles 

is available at any given time, thus the possibility of 

interrupted V2I or V2V communication is not addressed. 

These studies also solely focus on specifying vehicle 

longitudinal velocity, without noting how this control would 

be realised. Eidehall et al. [6] developed a steering based 

collision avoidance system that concentrated on providing 

information pertaining to the necessity of performing an 

emergency lane manoeuvre, but the effect of transmission 

delays was neglected. This study aims to determine whether 

a vehicle can be treated as a Hardware-in-the-Loop (HIL) 

simulation where the full vehicle is treated as the hardware in 

the simulation. 

Studies have made use of network distributed HIL 

systems communicating with one another over distances. 

Different communication media has been utilised in a 

network-distributed HIL setup depending on the required 

application, distance, and limitations. Schreiber et al [7] uses 

Ethernet to couple an electro-hydraulic brake test bench and 

a brake dynamometer residing in the same local area network 

(LAN). Conversely in [8] an engine-in-the-loop test rig 

located in Ann Arbor, MI, USA is coupled to a driver-in-the-

loop ride motion simulator located in Warren, MI, USA via 

the Internet. Kloc et al. [9] and Franchi et al. [10] propose 

concepts for wireless HIL testing of automotive electronic 

control units where a vehicle does not have on-board control 

intelligence and communicates with a remote master 

computer while driving. For offsite vehicle control making 

use of using V2I or V2V technologies, use of a wireless 

communication media needs to be used is needed. However 

wireless communication is fraught with longer 

communication delays and dropped packets - when compared 
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to wired media. It is well-known that the incorporation of a 

communication network into a closed-loop system can cause 

degraded system performance or instability due to inherent 

transmission delays [11]. In general, the effects of time delays 

in closed-loop systems can resemble the effects of lowering 

sample frequencies as the controller is presented with old data 

[12]. Even though researchers have proposed metrics to 

quantify these detrimental effects in the frequency domain 

[13] and time-domain [14], it still presents a challenge and 

remains a topic of active research. 

Although on board vehicle control is a well-researched 

topic, the effect of transport delays and packet drops between 

the vehicle and its controller has not been given nearly as 

much attention.  

As presented above there is therefore a need to move 

towards autonomous vehicle control and making use of V2I 

and V2V communication - and possibly offsite control - to 

further improve vehicle safety and efficiency. However, the 

effects the inherent delays and dropped packets in wirelesses 

communicating will have on the performance and stability of 

offsite vehicle steering is are still largely unknown and need 

to be studied further. This article studies the effects of 

transport latencies and dropped packets on offsite vehicle 

control in simulations as well as experimental tests with a 

focus on mining, agricultural, and construction vehicles. The 

main contribution of this article is the insight into how the 

delays and dropped packets may affect lateral vehicle control 

and whether the delays and dropped packets represent a 

significant problem to the use of offsite vehicle control 

systems. The analysis and results would however also be 

beneficial to the passenger vehicle environment. 

The remainder of this article is organised in the 

following manner: Section 2 deals with the wireless interface 

that was used during generation of the latency model of 

Sections 3 and 4. Section 5 covers the theory behind the 

vehicle model used by the controller of Section 6. Section 7 

contains details of the simulations conducted prior to carrying 

out the experimental work of Section 8. Section 9 closes off 

with conclusions drawn from the work carried out. 

2. Wireless Interface  

A wireless interface is required to allow the vehicle to 

be remotely controlled by an offsite system. While 5G is 

specifically designed with V2V and V2I communication in 

mind, and therefore would most likely be the obvious choice 

for such an interface, at the time of writing, 5G is still in 

development and a few years away until freely available on a 

large enough scale. The other available options for the 

wireless connection comes in the form of the 802.11 standard 

as set up by the Institute of Electrical and Electronics 

Engineers (IEEE), Worldwide Interoperability for 

Microwave Access (WiMAX) set up by the IEEE as well, and 

older versions of Long Term Evolution (LTE). Due to 

WiMAX requiring stationary nodes and LTE only recently 

introducing Device-To-Device communications for V2V 

purposes with 5G, they are either not suitable or not yet 

mature enough for Direct Short-Range Communication 

(DSRC). The 802 project has been around since 1980, with 

the 802.11p  amendment of 2010 having a special focus on 

Vehicular Ad-hoc NETworks (VANET), wireless networks 

with a relatively high mobility of nodes. The main usage for 

the 802.11p standard is for that of Vehicle-To-Everything 

(V2X), this incorporates Vehicle-To-Pedestrian (V2P), V2I, 

and V2V. To accomplish these kinds of communications, the 

802.11p standard is set to operate seven 20MHz channels (six 

service channels and one control channel) [15] in the 5.9GHz 

band, and is able to reach bit-rates of 27Mbps within a 

required operating range of 1km. The spectrum/band used 

varies between countries, with the values presented in this 

study falling under the specifications set forth by the National 

Highway Traffic Safety Administration (NHTSA) of the 

United States of America (USA)..  

Although very mature, the 802.11p standard is not 

without its own set of shortfalls, namely the hidden terminal 

problem and the possibility of unbounded delays while using 

Carrier Sense Multiple Access/Collision Avoidance 

(CSMA/CA) at the Media Access Control (MAC) layer. The 

hidden terminal problem occurs when two nodes, that are a 

part of the same network, are not within communicating range 

of one another. This means that they are unable to sense 

whether or not the other node is transmitting a message before 

attempting to transmit their own message, resulting in a 

collision at the receiving node. The possibility of unbounded 

delays is as a result of a device, making use of CSMA/CA, 

waiting for an idle channel before sending its message. If the 

channel is permanently busy the message will never get a 

chance to be sent. It was shown in simulations by [16] that 

during heavy congestion periods up to 50% of packets were 

discarded as the transmitting node received the next packet of 

information before it had a chance to send the current packet. 

It has been suggested by some that to combat both of these 

problems a Self-organised Time-Division Multiple Access 

(STDMA) protocol at the MAC layer be used, where a 

schedule for the sending of packets is generated by the nodes 

of the network [17]. This scheduling for the sending of 

packets also helps create a more reliable real-time network, 

as each node in the network is granted a period during which 

it can send a packet. In line with this, the Nv2 protocol by 

Mikrotik, making use of a proprietary Time-Division 

Multiple Access (TDMA) MAC layer protocol [18] was used 

in this study.  
 
The development of the protocols for V2V and V2I 

interfaces is an ongoing research topic with researchers 

attempting to reduce network latencies and improve network 

throughput and overall robustness to ensure collision 

avoidance systems composed of multiple vehicles remain 

safe [19], [20], [21], [22]. The field of research will also 

change significantly when 5G becomes fully available. This 

study will not attempt to improve any aspect of the protocols. 

3. Latency Model 

A wireless latency model of the Nv2 protocol was 

developed and incorporated within a vehicle simulation 

environment to determine the effect of delay and dropped 

packets on vehicle stability and path following ability. Any 

network experiences some form of latency between a packet 

being sent and the packet being received at the other end. In 

a wireless network, the latency the packet experiences does 

not come from one source, rather it is a combination of many 

smaller latencies from different sections of the network. The 

four main sources of latencies in a WLAN are shown in Fig. 

1, which corresponds to the network simulated in this study. 
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These four sources are: propagation delays, transmission 

delays, processing delays, and packet drops. 

 

 

Fig. 1. Latencies in a wireless communication network 

Propagation delay is the time taken for information to 

travel across a channel, in VANETs this is the air between the 

transmitter and the receiver Fortunately, its effect is largely 

negligible unless the distances between nodes reaches more 

than a few kilometres [23]. Transmission delay is the time 

taken to put a packet of information on a channel and is a 

function of the packet size and the bit-rate of the transmitter. 

Processing delays are the result of the handling of packets 

within the WLAN. In the network simulated, there are four 

locations for processing delays during a packet's life-cycle: 

At each of the processing units, as the messages are encrypted 

and decrypted for analysis, and at each of the Mikrotik routers, 

as they are analysed to determine their required destination. 

In a network that makes use of some form of 

ACKnowledgements (ACKs), packet drops can add 

substantially to the overall latency experienced by a packet 

due to the resending of the dropped packets. By making use 

of a User Datagram Protocol (UDP) between the processing 

units and the Mikrotik routers, and the Nv2 protocol not 

making use of ACKs, packet drops do not add to the latencies 

experienced in this study as if a packet is dropped it will not 

be resent and therefore not affect latency.  

4. Latency Model Generation Procedure 

To generate the required data for the latency model 

used during simulations two embedded computers with real 

time Linux kernels are used, along with two Mikrotik routers 

where one acts as an AP (required by the Nv2 protocol) and 

the other as a node. The embedded computers have a wired 

communication channel with the routers, with a bit-rate of 

100Mpbs, while the wireless frequency of the routers is set to 

run near the 5.9GHz band, adhering as closely as possible to 

the standards being used by the NHTSA The tests are 

conducted using stationary placements for the routers with a 

clear line of site between the two routers while the distance 

between the routers is gradually increased from a distance of 

20m up to 700m. This provides the optimal wireless condition 

without any additional noise or obstructions. A direct wired 

test is also conducted as a baseline test, the two processing 

units are connected directly with an Ethernet cable, with no 

intermediate Mikrotik routers. Each test lasts 30 minutes and 

is run three times at each distance to ensure the results 

obtained are truly representative of a network making use of 

the Nv2 protocol. One processing unit is set up to transmit 

100 Byte packets at a rate of 100Hz, while the other 

processing unit is set to receive the packet and return it 

immediately to the original processing unit. Due to the 

difficulty in synchronising the two processing units' clocks 

with each other, the Round-Trip Time (RTT) is measured 

instead of measuring the one-way latency. In WLANs there 

is no guarantee that one-way latency = RTT/2, as 

asymmetrical transmission times can occur, so RTT was used 

as the baseline for the latency calculations. To calculate the 

RTT, the 100 Byte message includes a time stamp of when 

the message is sent. Upon the message returning to the 

original processing unit, this original time stamp is compared 

with the current time on the original processing unit and from 

this comparison the RTT is determined. This process adds up 

all the delays from packing the message, sending it, receiving 

it from the remote node, and unpacking the message.  

The results of the wired baseline test and the 700m test 

are given in Fig. 2 with a statistical summary of all the tests 

given in Table 1. When considering the wireless results from 

Table 1 the general pattern appears to be that as the distance 

between the antennae is increased, the mean and the standard 

deviation around the mean also increases. However, when 

looking at the histogram of the 700m wireless test in Fig. 2, 

three normal distributions each with their own mean values 

can be seen. As the distance is increased from 20m up to 

700m, the distribution goes from a single normal distribution 

to three clearly defined normal distributions. Another 

important feature of the statistical results is that of the 

minimum RTT of roughly 1.9ms present in the wireless tests. 

This is due to the TDMA schedule used by the Mikrotik 

routers, and shows that in this particular set up, processing 

delays immediately increase the minimum possible latency 

by roughly 1.4ms, from the 0.5263ms of the wired baseline 

tests. To generate the latency model for simulation purposes, 

the results of the 700m wireless test are used. These results 

are split into four distributions, shown in Table 2, where the 

fourth distribution (packets with an RTT of above 12.5ms) is 

clipped from the data set. 

 

 

 

Table 1 Latency statistical results from experimental 

tests. 

Test Mean 

[ms] 

Standard 

Deviation 

[ms] 

Maximum 

[ms] 

Minimum 

[ms] 

     

Wired  0.543  0.010  0.698  0.5263 

5m  2.917  0.398  8.092  1.9975 

20m  2.929  0.445  15.274 1.9748 

150m  4.807  2.511 41.688  2.1291 

500m  4.933  2.495  47.708  1.9608 

700m  5.018  2.787  77.171  2.0012 

 
 

Table 2 Latency model parameters 

Range [ms] Mean 

[ms] 

Standard 

Deviation 

[ms] 

Size [%] 

    

0 < x < 4.5 2.911 0.366 55.40 

4.5 <= x < 8.5 6.705 0.672 35.39 

8.5 <= x < 12.5 10.41 0.788 7.76 

12.5 <= x NA NA 1.43 
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The mean and standard deviation of the remaining 

distributions are calculated, along with the percentage of 

packets in each distribution. Using these values, a model is 

generated that selects a latency randomly from one of the 

three distributions. Fig. 3 shows a comparison of the clipped 

wireless 700 m latency results and an artificially generated 

data set. Although not an exact match, with the experimental 

distributions not being perfectly normal and the artificial 

results having a few values below 1.9ms, the latency model 

was able to accurately reproduce the real-world results. 

5. Steering Controller Design: Vehicle Model 

A robust controller that is able to handle unknown 

environmental changes while remaining stable is sought for 

offsite control. The reason for this is especially in the mining, 

agricultural and construction environment the conditions 

experienced by the vehicle can vary significantly and quickly. 

In mining the weight of the vehicle may increase by up to an 

order in magnitude between unladen and fully laden. The 

surface conditions may also change rapidly for all these 

environment.   It is therefore believed that a robust controller 

would be able to safely control the vehicle through a larger 

range of uncertainties which are invariably present in a 

wireless network that is subjected to larger transport latencies 

and packet drop percentages. In this study, a controller 

making use of an Auto-Regressive vehicle model with 

eXongenous (ARX) inputs is formulated. The controller is 

used in a simulation where it is subjected to transport 

latencies as well as permanent packet drops. The controller is 

not chosen as an optimal controller for a system that is 

subjected to offsite control. However, it is believed that this 

robustness of the controller resulted in better performance 

metrics at higher transport latencies and packet drop 

percentages. 

Fig. 2. Wireless latency test conducted at 700m 

Fig. 3. Comparison of latency model and experimental results 
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Fig. 4 illustrates the naming convention used when 

designing the controller, where ψ is the yaw angle of the 

vehicle measured from the X-axis, δ is the steer angle of the 

vehicle's front wheels measured from the X’-axis, X and Y 

are the axes of the global coordinate system, and X’ and Y’ 

are the local coordinate axes with zeros at the centre-of-

gravity of the vehicle. It is assumed that both front wheels 

experience the same steer angle during a turn. The yaw angle 

of the vehicle is used to describe the vehicle's heading with 

respect to some reference heading. 

 

 

 
Fig. 4. Vehicle parameter convention showing steer angle 

and yaw angle of the vehicle 

 

An Auto-Regressive (AR) model is a model in which 

the future values of a time-varying random processes are 

determined using a weighted sum of the past values of the 

process. This method is used to model the plant (vehicle) used 

by the controller instead of linearizing around set operating 

points. To expand on the AR-model, the effect of exogenous 

inputs (external excitation signals) is included, resulting in an 

ARX-model. It was noted in [24] that the relationship 

between the steer rate of a vehicle's front wheels and the 

vehicle's yaw acceleration, and by extension its steer angle 

and yaw rate, is non-linear and changes based on the level of 

lateral acceleration experienced by the vehicle. It is this 

relationship, between the steer angle of a vehicle and its yaw 

rate, which is used as the time-varying random process to be 

estimated by the ARX-model. 

The general equation of the expanded ARX-model is 

given in (1), where 𝑌�̃� is the estimated value of the model at 

the current time step, 𝑌𝑖−1 are the auto-regressive terms, 𝑠 is 

the number of autoregressive terms, i.e. the number of 

previous time-steps' values to be used in the calculation of the 

current model estimate, 𝑢𝑡−𝑖−𝑛 are the exogenous input terms 

with a time-step delay of 𝑛, 𝑔 is the number of exogenous 

input terms, φi  and 𝜂𝑖  are weighting variables, and 𝜖𝑡 

represents the unmodeled residuals that are invariably present 

in most real processes. 

 

𝑌�̃� = ∑ φi−1𝑌𝑖−1 + ∑ 𝜂𝑖𝑢𝑡−𝑖−𝑛 + 𝜖𝑡
𝑔
𝑖=0

𝑠
𝑖=1   (1) 

 

 

 A study performed on the required order of the ARX-

model shows that a single order 𝑠 = 1 can sufficiently model 

the dynamics with any higher order model having a negligible 

effect. The input dependency of the controller is set as one, 

i.e. the steer angle of the previous time-step. The resultant 

transfer function for the model is given in (2), where the 

unmodeled residuals have been dropped, the numerator 

represents the exogenous inputs, and the denominator the 

previous samples 

𝐻(𝑧) =
𝜂0𝑧−𝑛

1 + 𝜑0𝑧−1
(2) 

 

Re-writing (2) in the difference form results in (3), 

where �̃�(𝑘) represents the estimated yaw rate of the vehicle 

at the current time-step, 𝑦(𝑘 − 1) represents the measured 

yaw rate of the vehicle at the previous time-step, 𝑢(𝑘 − 𝑛)
→ 𝑢(𝑘 − 1) represents the steering angle of the vehicle at the 

previous time-step (𝑛=1 as the input dependency’s time-step 

delay), while 𝜑0 and 𝜂0 are the weighting parameters on the 

previous time-step's yaw rate and previous time-step's steer 

angle respectively 

�̃�(𝑘) = 𝜑0𝑦(𝑘 − 1) + 𝜂0𝑢(𝑘 − 𝑛) (3) 

 

To solve for the weighting variables of the ARX-

model, the principle of Linear Least Squares Estimation is 

used, as presented in [25]. This method requires a set of 

sample points that are used to estimate the weighting 

variables of (3). A sample size of 10 time-steps is used at a 

sampling frequency of 20Hz – a frequency which had already 

been shown to capture the yaw natural frequency of the 

vehicle used during experiments [26]. The update rate of the 

ARX-model, i.e. the rate at which new weighting variables is 

calculated, is set at 5Hz. Converting (3) to vector form for the 

10 samples returns Equation (4), where 𝑌  is a vector of 

measured output values, Φ is the regression vector, and θ is 

the least squares estimator containing the weighting variables 

that needed to be solved for. 

𝑌 = Φθ     (4) 

The solution of the least squares estimator is given by: 

θ = (Φ′Φ)−1Φ′𝑌   (5) 

 This ARX vehicle model has the advantage over other 

vehicle models used in vehicle controller design that no actual 

vehicle parameters need to be known beforehand and that the 

model updates quickly if conditions where to suddenly 

change. This is a requirement for a steering controller to be 

used on mining, agricultural and construction vehicles. 

6. LQR controller  

 

A Linear Quadratic Regulator (LQR) is used as the 

controller design methodology, where the controller gain 

𝐾𝐿𝑄𝑅  is calculated by optimally solving some chosen cost 

function [27]. The LQR controller has been used in prior 

studies for steering controllers [28], [29]. Snider [30] 

performed an in depth analysis on the standard LQR 

controller and found that while a well-tuned controller could 

provide good path following there was no single controller 

which provided good control over changing vehicle speeds. 

Ideally, LQR control also requires full-state feedback for 

optimal control [31], however this is often not possible. In 

such cases, a plant model can be used to estimate the actual 

plant's states. In [29] an observer is used to estimate states 

that cant be measured. In this study the plant is estimated 

using the ARX-model, resulting in an LQR controller that 
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makes use of an adaptive plant model that changes as the 

vehicle travels. This solves the problem of full-state feedback, 

as well as, that the controller now adapts to the changing 

vehicle conditions and yields good path following at any 

vehicle speed.  For this reason, the controller is aptly named 

the Linear Quadratic Self-Tuning Regulator (LQSTR). 

Variants of the LQSTR have been used in prior studies as 

steering controllers for four wheel steering [32] and 

autonomous steering controllers [33]. The controllers vary in 

the plant model used and the method to identify the plant 

model parameters. The LQSTR methodology was found to 

give overall better performance than the standard LQR due to 

it adapting to the changing vehicle dynamics and thus yields 

a very robust steering controller. 

The general LQR block diagram with full-state 

feedback is shown in Fig. 5, where 𝑟 represents the reference 

signal that is to be followed, i.e. the required yaw rate, 𝑢 is 

the input to the vehicle system, a required steer angle. 𝐴, 𝐵, 

and 𝐶  are the state-space matrices. 𝐾𝐿𝑄𝑅  is the calculated 

LQR gain matrix, with  𝑘  the time-step. 𝑁  is the pre-

compensation gain matrix which is added to reduce steady 

state errors [34]. 𝑦 is the output of the system, in this study 

this is the actual yaw rate. The shaded square, in Fig 5, 

encloses the open-loop plant that is estimated by the ARX-

model. 

 

 

 

Fig. 5. LQR block diagram for a discrete-time system 

 

To realise the control presented in Fig. 5 requires the 

solution of two values: the optimal gain 𝐾𝐿𝑄𝑅 , and the pre-

compensation gain 𝑁 . To solve for 𝐾𝐿𝑄𝑅 , the state space 

method is used, with the state space representation of the 

ARX-model given in (6), where 𝛿𝑘−1 is the control input and 

in this study is steer input 𝑢𝑘−1. 

𝑋𝑘 = 𝐴𝑋𝑘−1 + 𝐵𝛿𝑘−1   (6) 
𝑌𝑘 = 𝐶𝑋𝑘 + 𝐷𝛿𝑘−1 

Where 

𝑋𝑘 = [�̃�𝑘], 𝐴 = [𝜑0], 𝐵 = [𝜂0], 𝐶 = [1], 𝐷 = [0],
𝛿𝑘−1 = 𝑢𝑘−1 

 

The chosen cost function is the quadratic performance 

function with infinite horizon of (7) used in conjunction with 

the infinite horizons approach. This allows for weighting on 

both the set-point ( 𝑥 ) and control input ( 𝑢 ) with the 

symmetric matrices 𝑄 and 𝑅 [35]. Here 𝑥(𝜏) represents the 

error between the desired yaw rate and the actual yaw rate of 

the vehicle, while 𝑢(𝜏)  represents the steer angle of the 

vehicle at the previous time step. 

𝐽(𝐿𝑄𝑅) = ∫ [𝑥′(𝜏)𝑄(𝜏)𝑥(𝜏) + 𝑢′(𝜏)𝑅𝑢(𝜏)]𝑑𝜏
𝑇

𝑡

    (7) 

The optimal feedback control law that minimises 𝐽𝐿𝑄𝑅 

is given by (8) with 𝛿𝑟𝑒𝑞𝑢𝑖𝑟𝑒𝑑  the input to the plant/vehicle 

(𝑢(𝑘)) of Fig. 5), and �̇�𝑟𝑒𝑞𝑢𝑖𝑟𝑒𝑑  the required yaw rate - the 

calculation of which is presented in (8). 

 

𝛿𝑟𝑒𝑞𝑢𝑖𝑟𝑒𝑑 = �̇�𝑟𝑒𝑞𝑢𝑖𝑟𝑒𝑑𝑁 − 𝐾𝐿𝑄𝑅𝑋𝑘−1     (8) 

 

The optimal gain matrix 𝐾𝐿𝑄𝑅 is calculated using: 

 

𝐾𝐿𝑄𝑅 = 𝑅𝐿𝑄𝑅
−1 𝐵𝑇𝑃   (9) 

 

Where 𝑃  is solved for using the discrete dynamic 

algebraic Ricatti Equation. Since the state space formulation 

no longer contains any matrices, the simplified iterative 

solution of 𝑃  is used, given in (10), where the lower-case 

constants correspond to their upper-case matrices presented 

thus far. This simplification, from matrices to constants 

resulting from the reduction in model order of the ARX-

model, removes any matrix inversions – greatly reducing the 

complexity as well as the required iteration count. A limit of 

1000 iterations is still imposed on the maximum allowable 

iterations. 

𝑝𝑘+1 = 𝑞 + 𝑎2𝑝𝑘 −
(𝑎𝑝𝑏)2

𝑟+𝑏2𝑝𝑘
  (10) 

 

The calculation of 𝑁  follows the steps presented in 

[36], [37], where for a discrete-time system the controller 

designer chooses a constant value. A constant 𝑁 value based 

on the speed of the vehicle is used, shown in (11) where 𝑉 is 

the speed of the vehicle in km/h. 

 

𝑁 = −
0.3

90
𝑉 + 1.3  (11) 

 

The required yaw rate is determined from an overall 

heading error Δψ which is to be minimized Δt in the future. 

From finite differences the required yaw rate can be 

determined as: 

�̇�𝑟𝑒𝑞𝑢𝑖𝑟𝑒𝑑 = Δ𝜓Δ𝑡  (12) 

 

The overall heading error is a combination of two 

errors: the heading error and the lateral error. The heading 

error is the difference between the vehicle’s actual current 

heading and the vehicle’s required heading at some time-step 

Δ𝑡  in the future. The heading of the path is obtained by 

projecting the vehicle position forward based on the time-step 

and current vehicle speed. The lateral error is obtained from 

projecting a point ahead of the vehicle. The projection point 

may have the same Δ𝑡 as that used by the heading error or be 

different, and is used to determine the angle between the 

projected point and the nearest point on the required path, 

with the vehicle being treated as the origin. The overall 

heading error Δ𝜓  is then a summation of the heading and 

lateral errors. 

The computational efficiency of the controller was 

tested on an ARM Cortex-A53, 1.2GHz processor and found 

the computing time for a single iteration of the ARX and LQR 

takes 138𝜇𝑠. The LQSTR controller has not been tested with 

delays, as almost no prior study into controller delays haven 

been performed on any steering controller. However, the 

LQSTR is a robust controller design which should still 

provide robust steering with delays in the system. 
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7. Simulation Study 

 

The simulation model is a 16 degree-of-freedom non-

linear model, developed by [38]. The MSC.Software 

ADAMS  environment is used to simulate the multi-body 

dynamics of the Land Rover platform using experimentally 

obtained vehicle parameter values. The Pacejka '89 tyre 

model of [39] is used to model the tyre road interface. The 

self-aligning moment as well as the longitudinal 

characteristics of the tyre model are excluded. The Adams 

model is linked with Simulink, which allows for efficient 

solving of the non-linear suspension components. Botha [26] 

carried out a full vehicle model validation study, where it was 

concluded that there is a good correlation between the 

platform and the model. 

 

The controller baseline stability, without any transport 

latencies, is determined using the ISO 3888-1 Double-Lane-

Change (DLC) [40]. The ISO 3888-1 DLC represents a severe 

accident avoidance manoeuvre. The manoeuvre is designed 

to never allow the vehicle to obtain a steady state cornering 

behaviour. Fig. 6 shows simulation results for the controller 

conducting the DLC at various speeds, under the assumption 

that the controller is on-board the vehicle i.e. no transport 

latencies and no dropped packets. The model remains stable 

at speeds in excess of 120km/h, even though the vehicle is 

unsuccessful in navigating the DLC – due to the vehicle 

cutting corners. At such high speeds it is physically 

impossible for the vehicle to successfully navigate the 

manoeuvre. The controller is thus very robust and stable at 

high vehicle speeds, while maintaining a relatively high path 

following accuracy at lower speeds.The effect of transport 

latencies is determined by incorporating latencies into the 

simulation environment. Fig. 7 shows in a broader sense 

where the latencies are present during experimentation, and 

subsequently where they are simulated. During simulations, 

latencies are added on both transport latency paths of Fig. 6, 

while during experiments all the artificial latencies are 

lumped onto the path between the base station and the vehicle 

as the source of latency does not matter, only its overall 

magnitude. 

 

Fig 7. Latency setup used in experiment and simulation 

 

Simulations are conducted for a vehicle performing 

the DLC-manoeuvre at 60km/h with various latencies and 

probabilities of packet drops. A vehicle speed of 60km/h is 

chosen due to it being the maximum speed on most surface 

mines as well as the speed limit for most urban driving. 

Fig. 8 and Fig. 9 show the results of the wireless 

simulations as a summary of RMSE on the cross-track error 

for transport latencies and a constant packet drop percentage. 

The latency values of Fig. 8 represent the total latency that a 

packet is withheld for, half from vehicle to base station 

(controller) and half from base station back to vehicle. Added 

to each of these halves is a latency amount drawn from the 

latency model which, in general, is small compared to the 

added delays but adds some variability in the delays as well 

as a minimum latency. A certain percentage of the packets 

sent in either direction, from the vehicle to the controller or 

the controller back to the vehicle, are dropped independently 

based on a constant probability of dropping packets.  

 

Fig. 9 shows the vehicle path at different latencies 

from the baseline 0ms latency to a maximum of 100ms, and 

0% probability of dropping packets. The figure shows that 

with a 0% probability of dropping packets and latencies of 

Fig. 6. ISO 3888-1 Double Lance Change of controller without delay 
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40- and 100ms the vehicle maintains a stable path following 

ability. At slightly higher latencies with 0% packet drop 

probability the vehicle becomes unstable. From Fig. 8 it can 

be seen that if the probability of dropped packets is reduced 

then higher latencies are possible before the vehicle becomes 

unstable. Although higher baseline latencies are simulated 

without total loss of control, the resultant RMSE values are 

deemed inadequate to be considered reliable control.  
 

When comparing Fig. 8 and Fig. 9, it is noted that an increase 

in the baseline latency results in a more consistent increase in 

the oscillatory behaviour of the vehicle, while an increase in 

the packet drop percentage results in more unpredictable 

behaviour from the vehicle. This consistent increase in 

oscillatory behaviour, for the increasing baseline latency 

cases, continues until the oscillations are large enough to 

cause lateral accelerations beyond the handling limit of the 

vehicle. This occurs at baseline latencies of 200ms with a 0% 

packet drop percentage. Due to the random nature of the 

increasing packet drop percentage cases, a predictable output 

becomes unlikely. This is highlighted by the 40% packet drop 

percentage plot of Fig. 8, where there is a sudden increase in 

the cross-track error between 30% and 40% packet drop 

percentages. This is most likely due to a batch of packets 

being dropped in succession. If packets are dropped with a 

completely uniform distribution a more predictable pattern, 

such as the increasing baseline latency simulations, may be 

present. Unfortunately, packet drops in networks are 

generally not uniform, but rather clumped together.  
 

 

 

 

 

Fig. 9. Vehicle path and cross-track error through DLC at different latencies 

Fig. 8. Effect of latency and packet drop on the cross-track error of the vehicle performing a DLC at 60km/h 
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8. Experimental Results 

To verify the accuracy of the simulation the same 

DLC-manoeuvre is performed experimentally at the same 

speed as in simulations. Positioning information is provided 

by a NovAtel SPAN-CPT GNSS+INS system providing 

positioning data at 20Hz. Control is achieved using a 

dSPACE MicroAutobox II and a stepper motor connected to 

the vehicle steering link. Data is recorded on the vehicle using 

the dSPACE MicroAutobox II and history of data, as required 

by the steering controller, is sent to a remote base station 

which consists of real time embedded PC and Mikrotik Nv2 

wireless router. The embedded system computes the required 

steering input and sends it back to the vehicle. The vehicle 

and base station setup is shown in Fig 10. The figure shows 

the vehicle antenna attached to the roof and the base station 

antenna raised to the same height as the vehicle antenna to 

provide good line of sight in most instances. Tests were 

conducted at the Gerotek test facilities long straight which 

consists of a narrow long straight which opens up into a 

section 25m in width where the actual DLC occurs. The base 

station situated in the area where the actual DLC takes place 

to improve communication fidelity. The vehicle however is 

controlled up to a distance of 500m away when it accelerates 

to build up speed.  

 

 

The wireless setup is very similar to the simulation set-up 

with a wireless link between a remote base station and the 

vehicle. Delays are added in one direction, which represent 

the total delay in control. A required vehicle path is recorded 

with a human driver controlling the vehicle. The path 

following results for different latencies are shown in Fig. 11 

where it is evident that good path following is achieved for 

the experimental runs exposed to 50ms or less of round-trip 

delay. A more oscillatory steering response is also observed 

indicating that the effect of the induced delays may be more 

detrimental than shown in simulation. The vehicle also 

becomes unstable at lower latency values during experiments 

most likely due to the added sensor noise, the low positioning 

sampling rate of 20Hz, as well as any added steering 

controller delay. In experiments a 50ms delay results in 

satisfactory path following. This delay is relatively large 

when comparing it to the results of the study conducted to 

generate the latency model, with delays generally less than 

10ms experienced up to distances of 700m. 

The performance of the offsite control of a vehicle 

could be improved by having a controller which can 

compensate for the delay. The delay can be estimated in real 

time and measures can be taken to reduce it by using special 

observers [40]. While the results of this study show 

successful direct control of a vehicle using a remote base 

station, better results may be possible by splitting the path 

planning aspects and the control aspects between the base 

station and the vehicle. If the base station is solely responsible 

for path planning and sending optimised path information to 

the vehicles, while path following is performed exclusively 

on the vehicle. This could provide better results provided that 

the path planning information does not change rapidly. The 

focus of this study, however, was to determine the effect of 

delays on direct control of the vehicle, neglecting any path 

planning aspects.  
The effect of packet loss was not experimentally tested 

due to the uncertainty of the controller, which posed a safety 

risk during testing. Whereas with latency the steering 

becomes more unstable as vehicle speed increases and the 

oscillations build slowly through the manoeuvre 

 

 

Fig. 11. Experimental results for a vehicle performing a wirelessly controlled DLC at 60 km/h 

Fig. 10. Experimental test setup showing 

communication antennas and remote station 
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9. Conclusion 

In this study, a hardware-in-the-loop wireless control 

system is developed that is able to achieve good path 

following through a severe double lane change manoeuvre 

while being controlled wirelessly via a remote base station. 

The goal of this study is to provide insight into the effect of 

communication delays and packet losses on a supervisory 

roadside system that would be able to mitigate collisions by 

taking control of a vehicle and performing an emergency 

steering manoeuvre on vehicles directly.  

The simulation and experimental path-following 

ability of the system exposed to various magnitudes of 

communication delay and packet loss probabilities is 

evaluated in simulation using a validated multibody dynamics 

model of the Land Rover test vehicle. An emergency steering 

manoeuvre is simulated by the ISO 3888-1 double lane 

change both in simulation and experimentally. 

The simulation model proved to be a good 

representation of the experimental system while performing 

the DLC-manoeuvre at approximately 60 km/h under the 

effect of roughly a 50ms round-trip communication delay. 

The simulation is not able to effectively predict the vehicle 

response at higher levels of delay as instabilities are proven 

to occur much earlier during physical experiments. This could 

be a result of a combination of factors such as noise in 

transducer measurements, delay in the steering system, and a 

low GPS update rate, all of which can negatively affect 

accuracy and bandwidth of the system. When adding larger 

communication delays the impact of these factors may be 

exaggerated. 

A 50ms communication delay is a large delay by 

modern communication standards and even more so when 

considering that the measured typical delay was below 10ms 

when using the proprietary Nv2 protocol of Mikrotik. The 

simulation study also suggested that relatively accurate path 

following is maintained when in excess of 30% of the data 

packets are lost. It can thus be concluded that a vehicle 

controlled from a remote base station will be able to complete 

an accurate emergency steering manoeuvre with current 

technology while making use of the proposed LQSTR 

controller. Better performance may be possible with a 

controller that is aware of, while being able to quantify, the 

communication delays that are present in real time, thereby 

limiting their effect, something that should be investigated 

further. The study still provides an indication of how the 

performance of a steering controller will be affected by 

transport latencies as well dropped packages. Another 

possible future improvement could be to assign path planning 

to the remote base station, while control is performed entirely 

by the vehicle. 
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