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Highlights

e Virtual bones generated from ‘clinical’ CT scans are larger in size than the dry skeletal
element.

e Correctly locating landmarks on virtual bones differs per modality and landmark.

¢ Methods derived from virtual bones may not always be applied to dry bones.

Abstract

Clinical radiology is increasingly used as a source of data to test or develop forensic anthro-
pological methods, especially in countries where contemporary skeletal collections are not
available. Naturally, this requires analysis of the error that is a result of low accuracy of the
modality (i.e. accuracy of the segmentation) and the error that arises due to difficulties in
landmark recognition in virtual models. The cumulative effect of these errors ultimately
determines whether virtual and dry bone measurements can be used interchangeably.

To test the interchangeability of virtual and dry bone measurements, 13 male and 14 female
intact cadavers from the body donation program of the Amsterdam UMC were CT scanned
using a standard patient scanning protocol and processed to obtain the dry os coxae. These



were again CT scanned using the same scanning protocol. All CT scans were segmented to
create 3D virtual bone models of the os coxae (‘dry’ CT models and ‘clinical’ CT models). An
Artec Spider 3D optical scanner was used to produce gold standard ‘optical 3D models’ of
ten dry os coxae.

The deviation of the surfaces of the 3D virtual bone models compared to the gold standard
was used to calculate the accuracy of the CT models, both for the overall os coxae and for
selected landmarks. Landmark recognition was studied by comparing the TEM and %TEM of
nine traditional inter-landmark distances (ILDs). The percentage difference for the various
ILDs between modalities was used to gauge the practical implications of both errors
combined.

Results showed that ‘dry’ CT models were 0.36—0.45 mm larger than the ‘optical 3D models’
(deviations -0.27 mm to 2.86 mm). ‘Clinical’ CT models were 0.64—0.88 mm larger than the
‘optical 3D models’ (deviations -4.99 mm to 5.00 mm). The accuracies of the ROIs were
variable and larger for ‘clinical’ CT models than for ‘dry’ CT models. TEM and %TEM were
generally in the acceptable ranges for all ILDs whilst no single modality was obviously more
or less reliable than the others. For almost all ILDs, the average percentage difference
between modalities was substantially larger than the average percentage difference
between observers in ‘dry bone’ measurements only.

Our results show that the combined error of segmentation- and landmark recognition error
can be substantial, which may preclude the usage of ‘clinical’ CT scans as an alternative
source for forensic anthropological reference data.
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1. Introduction

In many countries, especially in Europe, contemporary skeletal collections do not exist and
therefore development and further validation of forensic anthropological methods for
contemporary populations is impossible. In search of a solution, several researchers have
used radiological data, such as computed tomography (CT) scans, as an alternative source
for skeletal data [[1], [2], [3], [4], [5], [6], [7], [8], [9]]. By generating 3D virtual bone models
from clinical scan data, contemporary virtual skeletal population samples can be created for
the development and/or testing of methods. However, before 3D virtual bone models
derived from clinical CT scans can be considered a reliable alternative source of population
data, more information is needed regarding the accuracy of these models. Specifically, the
degree to which 3D virtual bone models derived from clinical CT scans agree in shape and
size to their dry skeletal counterparts.



While some studies have explored the accuracy of 3D virtual bone models and produced
favorable results, these virtual models were based on postmortem CT data [10] or CT scans
of dry skeletal- [[11], [12], [13], [14], [15]] or partially decomposed remains [16]. Scans of
such elements likely result in a better image quality because higher levels of radiation can
be used, and there is a reduced amount of soft tissue to contend with [17]. The optimistic
findings in these studies may be biased if using clinical CT scans. Therefore, the accuracy of
3D virtual bone models derived from clinical CT data is still largely unknown.

Moreover, the aforementioned accuracy studies all used standard linear measurements as a
means to identify differences in dimensions (referred to as size differences) between the
modalities (the actual dry skeletal elements vs. 3D virtual bone models). Although linear
measurements may be a gauge for the accuracy of a 3D virtual bone model, these measure-
ments incorporate both the observer error as well as the actual size differences. This means
that the differences observed between measurements taken from dry skeletal elements and
3D virtual models may not only be the result of size differences/similarities between the
modalities but may also be from difficulties associated with landmark recognition.

Optical scanning may offer an approach to remove observer error and/or landmark recogni-
tion, thereby ensuring differences between the models is purely due to imaging. Optical
scanning has less than a 0.05 mm difference between the true and virtual objects, which is
an accuracy that far exceeds the virtual reproductions that a CT scanner can achieve [18].
Therefore, by comparing the clinical CT derived 3D bone models to the 3D bone models
generated by optically scanning the dry bone counterparts, the accuracy can be quantified
without the influence of landmark recognition.

In this study we aim to evaluate the accuracy of 3D virtual models derived from clinical CT
data using optical scans and to investigate the influence of landmark recognition from these
models. The implication of the compounded effect of the two aforementioned sources of
variation (virtual modeling by segmentation of the bone, and landmark recognition) will be
investigated and discussed from a forensic anthropological point of view.

2. Materials and methods

The complexity of creating 3D virtual models from CT data varies per skeletal element. In
order to ensure that the results obtained in this study can be representative of the most
complex modelling processes, a decision was made to focus on the pelvis. Its low signal-to-
noise ratio in CT scans adds complexity to the virtual modelling process and thus represents
a ‘worst-case scenario’.

Twenty-seven (13 male, 14 female) randomly selected, fully intact cadavers obtained from
the body donation program of the Amsterdam UMC, location Academic Medical Center
(AMC), University of Amsterdam, Department of Medical Biology, section Clinical Anatomy
and Embryology were included in the study. Donation and use of cadavers were done in
accordance with Dutch legislation and the regulations of the medical ethical committee of
the Amsterdam UMC, location AMC. All individuals were older than 50 years of age at the
time of death with an age range of 52—94 years for males and 64—-100 years for females.



Virtual bone models were created and compared to their dry bone counterparts, either by
models created through optical scanning or by means of direct comparison through linear
measurements to investigate: A) the accuracy of clinical CT derived 3D virtual bone models
in comparison to their dry skeletal counterparts, B) the influence of the aforementioned
models on landmark recognition, and C) the practical implication of both errors combined
(virtual modeling by segmentation of the bone, and landmark recognition).

To obtain the dry skeletal counterparts and their 3D virtual bone models, the following
procedures were followed. A CT scan was made of the pelvis of all cadavers while fully intact
using a standard patient/clinical scanning protocol (120 kV, 150 mAs, slice thickness 0.9 mm,
increment 0.45 mm, reconstruction kernel D) on a Philips Brilliance 64 scanner (Philips
Medical Systems, Best, The Netherlands). Given the specific clinical scanning protocol, these
scans are hereafter referred to as the ‘clinical’ CT scans. Thereafter, the pelves were
macerated by removing the majority of the soft tissue and letting the remains simmer in
warm water (80 °C) for approximately 12 h. After which the dry skeletal remains were left to
air dry. Following maceration, a ‘dry’ CT scan was made of the resulting dry os coxae
(further referred to as the ‘dry bones’) using the same scanning protocol as mentioned
above.

Both sets of scan data (i.e. the ‘dry’ CT and ‘clinical’ CT) were segmented using dedicated in-
house research software to create 3D virtual bone models. These two sets of 3D virtual
bone models will further be referred to as the ‘dry’ CT models and ‘clinical’ CT models,
respectively. More in depth information regarding the software package and the segmen-
tation process can be found in Dobbe et al. (2011) [19], Dobbe et al. (2018) [20] and Colman
et al. (2017) [21].

Five sets of dry os coxae bones (n = 10) were scanned using an Artec Spider 3D optical
scanner (Artec 3D, Luxembourg) to investigate the accuracy of the CT based 3D virtual bone
models. Given the optical scanner’s documented minimal error (<0.05 mm) and high
resolution (~0.1 mm), the 3D bone models (further referred to as the ‘optical 3D’ models)
produced from optically scanning the dry bone elements are considered to be the gold
standard [22]. The ‘optical 3D’ models can subsequently be used as a reference to
effectively evaluate the accuracy of the ‘dry’ CT models and the ‘clinical’ CT models without
compounding the results with human error via landmark recognition.

2.1. Part A: accuracy of 3D virtual modeling

The ‘optical 3D’ models were virtually superimposed on both of the ‘dry’ and “clinical’ CT
models using GOM Inspect® software (GOM Inspect® v8, GOM mbH, Braunschweig,
Germany) to study the accuracy of the ‘dry’ CT models and the ‘clinical’ CT models, without
the influence of error due to landmark recognition. Superimposition was achieved by using a
Gaussian best-fit approach, which is done by minimizing the sum squared deviations
between selected points and the given surfaces of the polygon meshes.

Additionally, regions of interest (ROI) were selected at the sites of eight well described
landmarks (LMs) (Table 1) [23,24]. These LMs were chosen based on two criteria: 1) they are
commonly used in traditional metric analysis of the os coxa [23,25] and 2) they represent



areas with variant levels of 3D virtual bone model precision as previously described by
Colman et al. (2017) [26]. The ROl were manually selected in the software program on each
of the ‘optical 3D’ models using a sphere that measured 4 mm in diameter. The centroid of
the mesh points enclosed by the spherical ROl was recorded and was used for comparison
with the corresponding ‘dry’ and ‘clinical’ CT models.

Table 1. Description of the eight pre-selected landmarks (LM) from which nine inter-landmark distances (ILD)
were measured (as shown in Fig. 1) [23]. In brackets: the category/type of landmark according to Bytheway et
al. (2010) [24]. These are used to investigate the influence of CT derived virtual bone models on landmark
recognition.

Number Definitions of Landmarks (LM) [23,24]
LM 1 Apex of the posterior superior iliac spine (Traditional/Type 2)
LM 2  Apex of the posterior inferior iliac spine (Traditional/Type 2)
LM 3  Farthest point of ischial curve from the center of the obturator foramen (Extremal-Fuzzy/Type 3)

Most superior point on the superior edge of the medial aspect of the pubic symphysis
(Traditional/Type 2)

LM 5 Most posterior point of the obturator foramen (Constructed)

LM 4

LM 6 Apex of the anterior inferior iliac spine (Traditional/Type 2)
LM 7  Apex of the anterior superior iliac spine (Traditional/Type 2)

LM 8 Most superior point of the iliac crest, in measuring position (Traditional/Type 2)

The agreement between each CT-derived 3D virtual bone model (‘dry’ CT- and ‘clinical’ CT)
and its corresponding gold standard (‘optical 3D’ model) was represented by a distance
map, showing the perpendicular distance from the CT-derived model to the gold standard
model. The distribution of this parameter, the arithmetic mean (in mm) is calculated for
each distance map in both a negative and positive direction. These were calculated for the
overall os coxae (left and right combined, sacrum excluded) and for each manually selected
region of interest (ROI).

2.2. Part B: landmark recognition

To assess the human error component associated with landmark recognition (i.e. intra- and
inter-observer error), nine inter-landmark distances (ILDs) were measured (Fig. 1) using the
aforementioned selected LMs (Table 1 and Fig. 1) [24]. All ILDs were measured on the left os
coxa from the ‘dry bones’, as well as on the left element in the corresponding sets of ‘dry’
CT- and ‘clinical’ CT virtual bone models. ‘Dry bone’ measurements were performed using a
digital sliding caliper. Measurements on the 3D virtual bone models were taken using an
integrated measuring tool in the in-house research software [19]. All measurements were
rounded off to one tenth of a millimeter. Each measurement was taken twice by two
independent observers, both with equal experience in the field, with a minimum of one-
week lapse between repeated measurements. Measurements could be obtained on all 27
left os coxae.



Fig. 1. Graphic illustration of the eight (numbered 1-8) pre-selected landmarks (LM), as defined in Table 1 of
this paper and the associated inter-landmark distances (ILD) measured to investigate the influence of clinical
CT derived virtual bone models on landmark recognition. ILD1=1LM3t0 8,ILD2=LM1to7,ILD3=LM 7 to 4,
IlD4=LM1to4,ILD5=LM2t06,ILD6=LM2t0o4,ILD7=LM3to5,ILD8=LM 1to3,ILD9=LM.3to4.

The intra- and inter-observer error was evaluated for each ILD by calculating the Technical
Error of Measurement (TEM) and the percentage TEM (%TEM) per modality (‘dry bones’,
‘dry’ CT models and ‘clinical’ CT models) [27]. In accordance with previous forensic anthro-
pological literature, acceptable values for TEM were set at <2 mm [28] and for %TEM at
<1.5% for intra-observer error and <2% for inter-observer error [29].

2.3. Part C: practical implications within forensic anthropology

Up until this point the focus has been to individually explore the two types of error inherent
in the use of virtual models. However, this is not realistic for routine practice. Therefore, the
practical implication was determined based on the combination of the two errors combined.

First, any ILD that had unacceptable results in TEM and %TEM, in the ‘dry bone’ measure-
ments in Part B, were excluded from this analysis; their unreliability could skew the results.
Second, the percentage difference was calculated for the ILDs between ‘dry bones’ and ‘dry’
CT models, and ‘dry bones’ and ‘clinical’ CT models. To do this, the mean ILDs were
calculated for each of the predefined ILDs based on the measurements of the total sample
(n=27) as performed by observer 1, per modality (‘dry bones’, ‘dry’ CT models, and ‘clinical’
CT models). These modality specific mean ILDs were used to calculate the percentage
difference between the ‘dry bone’ measurements and ‘dry’ CT models, and between the
‘dry bone’ measurements and ‘clinical’ CT models, for each ILD respectively. Third, the



percentage difference was calculated for ILDs between observers for ‘dry bone’ measure-
ments only. To do this, a mean ILD per observer was calculated for each of the predefined
ILDs as performed by observer 1 (round 1) and observer 2 respectively. These observer
specific mean ILDs were used to interpret the percentage difference between modalities for
each ILD.

The percentage difference between modalities was considered acceptable if the percentage
difference did not exceed the percentage difference between observers for the ‘dry bone’
measurements only.

3. Results
3.1. Part A: accuracy of 3D virtual modeling

Based on the calculated arithmetic mean for the overall os coxae, the surface of the ‘dry’ CT
models deviated, on average, -0.36 mm to +0.45 mm from the ‘optical 3D’ models. The
minimum and maximum deviations of the models were -0.27 mm to +2.86 mm (Table 2 and
Fig. 2). The surface of the ‘clinical’ CT models deviated, on average, 0.64 mm to 0.88 mm
from the ‘optical 3D’ models. The minimum and maximum deviations of the models were
-4.99 mm to +5.00 mm (Table 2 and Fig. 2).

Fig. 2. Example heat maps showing the overall deviation (represented by the arithmetic mean and indicated
with a red line on the histogram) in model surfaces between the segmented bone model and its optically
scanned reference model. The colors represent varying degrees of accuracy: < -2 mm (white), -2 mm (dark
blue), 0 mm (green), 2 mm (red) and > 2 mm (black).



Table 2. Overall size differences between 3D virtual bone models (‘dry’ CT models and ‘clinical’ CT models).
These 3D virtual bone models are compared to the actual dry bones, as represented by the ‘optical 3D’
models. (Left and right os coxae combined).

nz?\:‘s:r ‘Dry’ CT models versus ‘Optical 3D’ models ‘Clinical’ CT models versus ‘Optical 3D’ models
Minimum Maximum Arithmetic Minimum Maximum Arithmetic
deviation (mm) deviation (mm) mean (mm) deviation (mm) deviation (mm) mean (mm)
1 -1.87 2.64 0.37 -4.99 5.00 0.70
2 -1.18 2.28 0.36 -3.18 4.79 0.64
3 -1.32 2.86 0.40 -4.70 4.98 0.85
4 -2.87 2.33 0.45 -3.82 4.99 0.88
5 -0.80 1.86 0.40 -2.62 4.79 0.70

Left: The smallest (A) and largest (B) deviation when comparing surfaces of the ‘dry’ CT models to the actual
bone as represented by the ‘optical 3D’ model. Right: The smallest (C) and largest (D) deviation of the overall
os coxa when comparing surfaces of the ‘clinical’ CT models to the actual bone as represented by the ‘optical
3D’ model.

As can be seen in Fig. 3, Fig. 4, the arithmetic means for the ROIs associated with each LM
varied per ROI. The arithmetic means were consistently smaller for ‘dry’ CT models than for
the ‘clinical’ CT models, with the exception of the LM 5 ROI. LM 3 showed the highest mean
deviation for the ROl when comparing both the ‘dry’- and ‘clinical’ CT models to the ‘optical
3D’ models.
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Fig. 3. Boxplot showing the variation (minimum, median and maximum) per region of interest (ROI) associated
with the various landmarks (LM 1-8 as defined in Table 1), when comparing the ‘dry’ CT models (left) and the
‘clinical’ CT models (right) to the ‘optical 3D’ models. (Results of five os coxae, left and right combined).
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Fig. 4. Example diagram of one os coxae showing the regions of interest associated to the various landmarks
(LM) (as defined in Table 1), as well as the variation between the surfaces when comparing the ‘dry’ CT models
((A) anterior view and (B) posterior view) and ‘clinical’ CT models ((C) anterior view left and (D) posterior view)
to the actual bone as represented by the ‘optical 3D’ model.

3.2. Part B: landmark recognition

The intra-observer errors (TEM and %TEM) calculated for ILDs 1—6 were all within the
generally acceptable ranges, irrespective of modality (‘dry bones’, ‘dry’ CT models, and
‘clinical’ CT models) (Fig. 5). This was not the case for the TEM of ILD 8 when measured on
the ‘dry bones’ and ‘clinical’ CT models and ILD 9 when measured on the ‘clinical CT’
models. Additionally, the %TEM of ILD 7 when measured on ‘dry bones’ and ‘clinical’ CT
models, ILD 8 when measured on the ‘dry bones’, and ILD 9 when measured on ‘dry’ CT
models and ‘clinical’ CT models all exceeded the acceptable levels. Despite the TEM and
%TEM being within acceptable limits for the majority of ILD measurements, some
differences were noted when considering the different modalities. The intra-observer error
was generally larger on ‘dry bones’ when compared to similar measurements on both ‘dry’-



and ‘clinical’ CT models (with the exception of ILD 1, 3, and 9). Additionally, the TEM and
%TEM of all ILD measurements were consistently smaller on ‘dry’ CT models than on
‘clinical’ CT models. The intra-observer error was consistently lower than the inter-observer
error, for all ILDs, across all modalities.

A: Intra-observer TEM and %TEM per Inter-landmark Distance (ILD)
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Fig. 5. TEM and %TEM for intra- observer error (A: top) and inter-observer error (B: bottom) for all inter-
landmark distances, as defined in Table 1 and illustrated in Fig. 1, per modality (‘dry bones’, dry’ CT models and
‘clinical’ CT models’). The red line indicates the acceptable ranges of TEM (<2 mm for intra- and inter-observer
error), and %TEM (<1.5% for intra-observer error and <2% for interobserver error) [28,29]).
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The inter-observer errors (TEM and %TEM) were in the acceptable range across all
modalities (‘dry bones’, ‘dry’ CT models and ‘clinical’ CT models) for ILD 2-6. The TEM for ILD
1 (in all modalities), ILD 8 (on ‘dry’- and ‘clinical’ CT models) and ILD 9 (on ‘clinical’ CT
models) were not in the acceptable range. The %TEM of ILD 7 (across all modalities), ILD 8
(on ‘dry’ CT models), and ILD 9 (on ‘clinical’ CT models) were also beyond the acceptable
limits. In contrast to the intra-observer error, the inter-observer error on ‘dry bone’ was
only larger for ILD 2 when compared to measurements performed on both the ‘dry’- and the
‘clinical’ CT models. Furthermore, the trend of lower TEMs and %TEMs on ‘dry’ CT models
when compared to ‘clinical’ CT models was not as distinct.

Overall, there seemed to be no trend or pattern with more or less reliability being
associated with any single modality. Furthermore, it is important to note that the ILDs with
the highest intra- and inter-observer error (ILD 1, 7, 8 and 9), all included LM 3, the ischial
tuberosity.

3.3. Part C: practical implications within forensic anthropology

When comparing measurements collected on ‘dry bone’ to measurements collected on the
‘dry’ CT model, the average percentage difference for ILDs (2—6, and 9) combined was
-0.90%, with a range from -0.39% (ILD 5) and -2.72% (ILD 9) (Table 3). The average
percentage difference was generally larger than the average percentage difference between
observers for the ‘dry bone’ measurements only, which was 0.37% (ranging from 0.22% to
0.91%). Exceptions to this trend are ILD 3 and 6, in which the percentage differences were
smaller in this particular comparison (Table 3).

Table 3. Percent differences between the ‘dry bone’ measurements and the ‘clinical’ CT models, and between
the ‘dry bone’ measurements versus the ‘dry’ CT models (for observer 1 only), for each inter-landmark
distance (ILD). Additionally, the percentage difference between observers (round 1) based on the ‘dry bone’
measurements only, considered the standard to which the percentage difference between modalities could be
compared. Only ILDs with acceptable TEM and %TEM for ‘dry bone’ measurements as found in Part A are
included. (The ILDs are defined in Table 1 and illustrated in Fig. 1).

Inter-landmark .
Percentage Difference

Distances
af¢| ’ be ’
verzx l’)I;):'y(i—‘SCT Vers:fsr YC':l’i(:l?fasl' CcT “Dry bone’ between two
models models observers
ILD 2 -0.66% -3.20% -0.22%
ILD3 -0.40% -1.72% 0.50%
ILD 4 -0.63% -3.93% 0.22%
ILD5 -0.39% -1.60% -0.06%
ILD 6 -0.59% -1.88% 0.91%
ILD 9 -2.72% -4.05% 0.84%
Average for all ILDs -0.90% -2.73% 0.37%

20bserver 1 ILDs on ‘dry bones’ versus Observer 1 ILDs on ‘dry’ CT models.

bObserver 1 ILDs on ‘dry bones’ versus Observer 1 ILDs on ‘clinical’ CT models.

‘Observer 1 ILDs on ‘dry bones’ versus Observer 2 ILDs on ‘dry bones’. Used as the standard to which the
percentage difference between modalities could be compared.
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The average percentage difference when comparing measurements collected on ‘dry bone’
to measurements collected on ‘clinical’ CT model measurements was -2.73%, with a range
from -1.60% (ILD 5) and -4.05% (ILD 9). Again, the average percentage differences were
larger than the average percentage difference between observers for the ‘dry bone’
measurements, albeit to a substantially higher magnitude than when comparing measure-
ments from ‘dry bone’ with ‘dry’ CT models measurements (Table 3).

4. Discussion

‘Clinical’ CT scans prove to be consistently larger in overall size when compared to their ‘dry
bone’ counterparts. The same holds for the 3D virtual bone models derived from the ‘dry’
CT scans, albeit to a consistently lesser extent. On average, the arithmetic mean difference
was less than 1 mm, however, specific landmarks could have up to a 5 mm difference. The
largest differences in size in both modalities was largely focused on the anteromedial pubic
bone, specifically the ischio-pubic ramus, the pubic symphysis, and the ischial tuberosity,
though other areas, such as the iliac crest were also problematic. Any ROl in the areas that
displayed the largest differences between modalities resulted in a subsequently greater
error in measurements. The observed differences between the modalities could have
significant practical implications when constructing ILDs, since ILDs taken from ROIs with
large (>1 mm) variability can result in a measurement error larger than the generally
accepted 2 mm error. In general, ROIs on ‘dry’ CT models showed variation <1 mm, while
ROIs on “clinical’ CT models showed variation >1 mm, except for LM 5 (‘most posterior point
of the obturator foramen’), which showed variation smaller than that of ‘dry’ CT models.

In terms of reliability of each LM, results from this study confirm that the error rates of
almost all ILDs (ILD 2—-6) were acceptable, however, the precision with which LMs can be
recognized or identified differs per LM and per modality. This is because each LM suffers
from its own combination of errors (i.e. the ability/inability to manually palpate the ROI, the
reconstruction error during the 3D segmentation process, and the measurement protocols
performed on different modalities). Discerning which error(s) influence(s) each LM proved
to be complex and all in all, it was impossible to come to a general conclusion of whether
one modality is more or less precise (in terms of intra- and inter-observer error) with regard
to LM recognition or identification. The question of whether any of the studied ILDs in the
current study can in fact be used interchangeably between the different modalities could
only be answered positively for ILD 3 and 6, between measurements on ‘dry bone’ versus
from ‘dry’ CT virtual models. None of the ILDs presented in this study can be applied
interchangeably between ‘dry bone’ and ‘clinical’ CT.

Percentage differences of measurements between modalities far exceeded the percentage
difference between observers for dry bone measurements. This means that the variation in
size found among measurements taken from dry bones and 3D virtual bone models are not
only influenced by measurement- and/or landmark recognition error, but that the modality
in which the measurements are taken plays a significant role. This is an expected result,
given the size differences found in the first part of this study. It however is in contrast to
statements made by other authors that previously attempted to answer a similar question
but used postmortem CT scans to do so. For example, Stull et al. 2014 [10], mainly ascribed
the variation between measurements from different modalities to errors in measurement
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repeatability. Based on the current study, it is reasonable to see how they came to this
conclusion considering they used post-mortem CT images, which are less affected by image
noise and thus have a lower segmentation error.

In summary, our study results show that the presence of soft tissue is a critical factor in the
accuracy of virtual modalities. Additionally, the variation observed between ILDs in different
modalities are ILD-specific. This means that interchangeability between dry bones and 3D
virtual bone models generated from clinical CT data cannot be assumed, and that to develop
or test forensic anthropological estimation methods, the accuracy of every measurement of
interest needs to be established for all modalities. Additionally, when the differences
between the modalities are too large, the modality on which the method was developed
should be the only modality to which the method is further applied.

4.1. Influence of soft tissue presence and imaging parameters on accuracy

The differences in size found between the dry bones and the ‘clinical’ virtual models
generated from clinical CT data are most likely associated with image noise produced by the
presence of soft tissue. Attempts by previous studies to describe the accuracy of 3D virtual
bone models also did so by measuring predefined ILDs [10,11], and reported little to no
differences between the actual dry bones and their 3D virtual model counterparts.
Unfortunately, with these studies, there were either small sample sizes or they used
dry/skeletonized- or partially decomposing remains [11,16], and/or higher radiation dosages
[10] (480 mA) [30], which explains why there were minimal size differences between
objects. CT scans of a skeletonized bone (as performed by for example Franklin et al. (2013)
[11]) or a single leg (as was performed by Robinson et al. (2008) [16]) would be scanned
with a higher dose of radiation than a CT scan of whole body, therefore resulting in
improved image quality. This especially holds true for reconstructions of the pelvis derived
from a total body CT scan; the pelvis is known for having high levels of attenuation and
image noise [17].

Additionally, the influence of radiation dosage was previously studied by Oka et al. (2009)
[14] using CT scans of 12 dry forearm bones, which were acquired with two different
radiation doses (50 mA and 10 mA). The 3D reconstructions of both sets of CT scans derived
from both radiation doses showed the same level of accuracy. This could be explained by
the lack of soft tissue present and the use of a single (non-complex) bone. It is known that
the segmentation process of bones with complex structures and joint surfaces is more
difficult and would thus influence the accuracy of the virtual bone model [21].

The results of previous studies are therefore not representative for 3D reconstructions
based on clinical data.

4.2. Factors influencing landmark recognition
Three possible factors may have influenced the precision with which some LMs could be
recognized or identified in the various modalities: the ability/inability to manually palpate

the ROI, the reconstruction error during the 3D segmentation process, and the measure-
ment protocols performed on different modalities.
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Firstly, the ability to manually palpate a LM is considered to increase its identification
[10,11,31]. This may suggest that LM recognition would potentially be more precise on ‘dry
bones’ than on 3D models. However, the current study shows that the precision differed per
LM and modality, which suggests that a possible improvement of manual palpation is LM
specific. For instance, the intra- and interobserver error for ILD 2 were highest for ‘dry bone’
and lowest for ‘dry’ CT and ‘clinical’ CT respectively.

Secondly, the quality of the segmentation will influence the precision of virtual modelling
and consequently detection of the LMs of interest. Based on previously published literature
[21], anatomical regions such as joint surfaces and areas typically associated with enthe-
sophyte development are less precise. However, in this study, the precision of the LM did
not necessarily influence the ability to identify the LM. This is demonstrated by LM 3
(“farthest point of ischial curve from the center of the obturator foramen’). The geometrical
region associated with this landmark has proven to be an area with high precision [21].
Despite the high precision of the landmark, four inter-landmark distances that could not be
measured reliably on one or more of the modalities included LM 3. Error associated with
this landmark is therefore not an artefact of the reconstruction process but rather stems
from the ability to correctly identify this specific landmark.

Thirdly, performing measurements on dry bones is a fairly straightforward procedure of
manually locating the landmark and measuring the ILD with a caliper. Measurement
protocols on 3D virtual bones are often more complicated, which may also influence the
precision of measurements. Previous studies have used a combination of line tools and
cross-sectional views [11] or transparent bone algorithms [16] to be able to locate
landmarks on 3D reconstructions. However, the same measurement protocol may not
always be used for two different measurements of the same bone (as indicated by Franklin
et al. (2013) [11]). It is therefore imperative that the measurement protocol has clear
descriptions on how landmarks should be located and measured in order for the resulting
measurements to be reliable across observers. To overcome the possible influence of
different measuring protocols and the associated errors, the presented study treated and
measured the 3D virtual bones as if they were ‘dry bones’. This means that the
measurement protocols of the dry bones and 3D virtual bones were identical and no cross-
sectional- or transparent views were used to locate the landmarks. The authors thus feel
that the errors presented are representative of the precision with which landmarks can be
identified across modalities, rather than due to the differences in measuring protocols.

4.3. Limitations of the study

The use of a single segmentation method may be considered a limitation, as different
segmentation methods may result in slightly different virtual bone models [32]. Therefore,
the variability between segmentation methods, per landmark, should be tested before
methods are used interchangeably between the actual dry bones and 3D virtual bone
models.

Despite the ROIs being manually selected and thus introducing a potential for intra-observer

error, the x,y,z coordinates of each ROl was recorded and used to recreate the ROl on the
corresponding models. This means that the selection process only took place once per
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‘optical 3D model’, and thus the authors believe that the ROIs sufficiently represents the
landmarks without including landmark recognition error. Additionally, the 4 mm sized
sphere, with a radius of 2 mm from the center point of the sphere, represents the
acceptable 2 mm error that is reported within traditional forensic anthropological research.

The use of only eight landmarks in this study may be considered a limitation. However,
these landmarks were carefully selected: a) to represent various levels of segmentation
error, and b) to include landmarks generally used in forensic anthropology estimation
techniques. Therefore, the authors feel that the number of landmarks allow for useful and
valid results.

The older age of individuals included in this study, and consequently the presence of
enthesophytes, may have influenced landmark recognition. This is a possible explanation for
the errors associated with LM 3. However, the use of older individuals represents a worse-
case scenario and the reported results are considered to be a reflection hereof.

5. Conclusion

This is the largest study to date where the accuracy of virtual bone models compared to
their dry bone counterparts is quantified. Previous studies have investigated accuracy in a
different way, for example; using TEM and %TEM, as well as percentage difference. Both
techniques include the compounded error associated to size differences and landmark
recognition. The cumulative effect of these errors is partially predictable, i.e. larger error
between ‘dry bone’ and ‘clinical’ CT versus ‘dry bone’ and ‘dry CT’ due to the presence of
soft tissue, and also partially unpredictable, i.e. ability to precisely locate landmarks across
different modalities. Each landmark and subsequent inter-landmark distance therefore
results in different degrees of measurement error, attributed to both differences in size due
to differences in modalities and difficulties in landmark recognition.

Results from this study show that there is no pattern regarding whether one modality is
more or less reliable. This means that before forensic anthropological estimation methods
can be developed from 3D virtual bone models and applied to dry skeletal remains, or vice
versa, the error for both landmark recognition and size between the modalities for each
measurement must be established.
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