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Abstract

In this paper, a stochastic multi-objective economic dispatch model is pre-
sented under renewable obligation policy framework. This proposed model
minimises the total operating costs of generators and spinning reserves un-
der renewable obligation while maximising renewable penetration. The in-
termittent nature of the wind and photovoltaic power plants is incorporated
into the renewable obligation model. In order to minimise the cycling costs
associated with ramping the thermal generators, the battery energy storage
system units are included in the model to assist the system spinning reserves.
Dynamic scenarios are created to deal with the intermittency of renewable
energy sources. Due to the computational complexity of all possible scenar-
ios, a scenario reduction method is applied to reduce the number of scenarios
and solve the proposed stochastic renewable obligation model. A Pareto
optimal solution is presented for the renewable obligation, and further deci-
sion making is conducted to assess the trade-offs associated with the Pareto
front. To show the effectiveness of the proposed stochastic renewable obliga-
tion model, two IEEE test systems are used, i.e., the modified IEEE 30-bus
and IEEE 118-bus system. In both test systems, the proposed model can
attain high renewable penetration while minimising the expected operating
cost. In the large IEEE 118-bus test system, the computational efficiency
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of the renewable obligation model is demonstrated by reducing the line con-
straints by 87% which minimises the computing time. A comparative study
evaluates the impact of the stochastic model to the deterministic one, and it
shows that the stochastic model can achieve high renewable penetration.

Keywords:

Battery energy storage system, Pareto frontier, photovoltaic generators,
renewable energy obligation, stochastic dynamic economic dispatch,
scenario generation, wind energy generators.

Nomenclature

Parameters

« Renewable energy obligation requirement

Ney Nd BESS charging and discharging efficiency

v Renewable energy penalty cost in US dollars

U Probability of each scenario

p Spinning reserve cost coefficient of the gth thermal gener-
ator in $/MWh

T BESS energy cost in §/MWh

@ PV generator cost in $/MWh

¢ Wind generator cost in $/MWh

Cy Thermal generator g marginal cost

Cm Wind generator m tariff cost

C. Thermal generator spinning reserve r operating cost

Cy BESS generator s tariff cost

C, PV generator v tariff cost

DR, Ramp down limit for the gth thermal generator in MW /h



Pl,t,w

Pm,t,w

Ps,max

Pv,t,w

SRRr,ma:c

UR,

Maximum stored energy from s BESS generator in MWh
Minimum stored energy from s BESS generator in MWh
System demand at bus b, and time ¢t in MW

Maximum output power from the gth thermal generator in

MW

Minimum output power from the gth thermal generator in
MW

Transmission line power flow at time ¢ and scenario w in

MW

Output power from the mth wind farm at time ¢ and sce-
nario w in MW

Maximum output power from the s BESS plant at time ¢
and scenario w in MW

Output power from the vth PV plant at time ¢ and scenario
w in MW

Maximum spinning reserve requirement for the gth thermal
generator in MW

Ramp up limit for the gth thermal generator in MW /h

Indices and Sets

b

Index of buses

Index of thermal generators
Index of transmission lines
Index of wind generators
Set of thermal generators
Set of transmission lines

Set of wind generators



T
v
Variables

Pg,t,w

Pm,t,w

Pr,t,w

s,t,w

c
s,t,w

d

s, t,w

Pv,t,w

xs,t,w

ys,t,w

Set of photovoltaic generators

Set of scenarios and w is the index of scenarios
Set of buses

Set of generator spinning reserves

Set of battery energy storage systems

Index of generator spinning reserves

Index of battery energy storage system

Time interval period

Index of photovoltaic generators

Scheduled output power for thermal generator g at time ¢
in scenario w

Scheduled output power for wind farm m at time ¢ in sce-
nario w

Scheduled output power for thermal generator spinning re-
serve r at time ¢ in scenario w

Scheduled output power for BESS generator s at time ¢ in
scenario w

BESS generator s charging mode at time ¢ in scenario w
BESS generator s discharge mode at time ¢ in scenario w

Scheduled output power for PV generator v at time ¢ in
scenario w

Binary status of the BESS generator s discharging mode
at time ¢ in scenario w

Binary status of the BESS generator s charging mode at
time ¢ in scenario w



1. Introduction

The intermittent nature of renewable energy sources (RES) has created
a challenge for their integration into the conventional power system. This
increase in stochastic RES generators has escalated the cycling cost of ther-
mal generators and has resulted in high operating costs. Consequently, it
is very important to include the stochastic nature of wind and photovoltaic
(PV) power plants to reduce uncertainty in generation scheduling and allow
a smooth integration into the power system. As part of the integration of
RES generators to the power system it is important to quantify the level of
RES penetration to adequately operate the power system within its opera-
tional limits. A typical quantity based instrument used to quantify the level
of RES penetration in the grid is known as a renewable obligation (RO).
It refers to the minimum renewable energy quota to be adhered to without
imposing any penalty for non-compliance. A useful tool used to quantify
the dispatch of intermittent energy sources is the classic economic dispatch.
Economic dispatch is a power system operation problem which optimises the
generation resources within each dispatch interval.

In general, there are two policy frameworks that are commonly used to
boost the penetration of RES [I]. A tariff-based instrument is the feed-in
tariff (FIT), which provides an economic incentive for generating electricity
using RES. A quantity-based instrument requires electricity suppliers to com-
ply to a minimum renewable energy quota. This is known as RO in the UK
or renewable purchase obligation (RPO) in other parts of the world. The RO
allows electricity suppliers to buy a specified amount of their electricity sales
from renewable sources. For each renewable energy sale, a renewable obli-
gation certificate (ROC) is issued to demonstrate compliance to RES quota.
Normally, a single ROC is equivalent to 1 MWh of renewable energy produc-
tion. If the RES quota is not achieved, a penalty is payable by the generation
companies. This approach of RO is used to support large scale generation of
RES by fast tracking the integration of RES in the power system. This type
of policy framework requires that a certain percentage of energy is attributed
to RES and under this agreement a penalty is imposed for non-compliance.
Moreover, the renewable energy quota is measured annually. This policy
framework guarantees the use of renewables in the electricity generation as
the RES target is dependent on the countries renewable energy policy and is
administrated by the system operator (SO).

The increased level of RES penetration is normally approached from a dy-



namic economic dispatch (DED) point of view. In [2], [3], a DED with wind
and PV injection is considered using the method of penalising the under and
over estimation of the RES generators. The method used in approximating
the under and over estimation of RES penetration considers the Weibull prob-
ability density function (PDF) for wind generation and a bi-modal Weibull or
Beta PDF for PV generation. The conventional DED has made great strides
in approximating the level of RES penetration in the grid. It, however, has
a limitation since it does not include the uncertainty of renewable gener-
ation and system demand. This has led to two main approaches adopted
by many researchers for including uncertainty which are robust optimisation
and stochastic programming.

The addition of large-scale intermittent energy sources such PV and
wind generators has adversely affected thermal generators performance in
the power system. Their integration has increased the cycling costs of ther-
mal generators [4]. This has led to an overall increase in maintenance cost
of thermal generators [5]. To lower the variability and uncertainty of RES
integration, both robust and stochastic optimisation framework are used for
optimal scheduling of RES and thermal generators [6].

In the robust optimisation approach studied in [7], the aim is to scale down
the ramping and cycling rates of thermal generators. This is performed to
reduce the total operating costs associated with high RES penetration using
a chance constraint approach. In [8], a DED problem with wind penetration
is changed into a robust optimisation model and further transformed into a
deterministic problem. The purpose of the model is to lessen the uncertainty
of the wind power generation and improve the different levels of adjustable
uncertainty budget. An adaptive robust optimisation is presented in [9],
where a multi-period economic dispatch is used to model the uncertainty re-
lated to temporal and spatial correlations of wind power generators. In [10],
[T1] the stability of the power system is analysed using robust optimisation
considering a high level of wind generation. Although robust optimisation
has been applied to circumvent the challenges of uncertainty of wind and PV
generators, the main disadvantage is that it only considers the worst case in
the analysis of RES penetration level. The robust optimisation framework
increases the operating cost that affects the optimal dispatch scheme. This
is especially the case when a multi-objective optimisation problem is consid-
ered. It is generally unable to coordinate the multi-objective with a single
min-max-min mathematical model [12].

In contrast to robust optimisation, the stochastic programming approach
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uses a large number of scenarios to handle uncertainty in RES generation.
In scenario generation method the stochastic variables are identified by the
location, environmental parameters and renewable energy type. The ana-
lytical method includes fast Fourier transform method (FETM), multi-linear
simulation method (MLSM) and point estimation method (PEM) [13]. On
the other hand, simulation methods such as Monte Carlo simulation (MCS)
are used for PV and wind scenario generation, however, they are computa-
tionally inefficient compared to Latin hypercube sample (LHS). A two-stage
stochastic DED is presented in [14], where the system variability is mod-
elled in terms of uncertainty in wind generation and demand. The model is
solved using a stochastic decomposition algorithm to take the uncertainty of
wind generation and apply it to real-time applications. In [15], a stochas-
tic unit commitment model is given for long-term generator allocation and
dispatch which considers the uncertainty related to the load forecast errors
and intermittent wind generation patterns. A multi-stage stochastic DED
problem in [16] presents a multi-area transmission constrained problem. The
uncertainty model is related to the multi-area RES production with the aim
of increasing the dispatch storage. An integrated wind-thermal and energy
storage self-scheduling model is demonstrated in [I7] for energy and spin-
ning reserve market. This study uses a three-stage stochastic framework to
show the benefit of energy storage in the spinning reserve market. Authors in
[18] presented a two-stage DED for a multi-wind farm generation considering
copula correlation among the different wind farm sites. The solution is ob-
tained by decoupling the stochastic variables and reformulating the problem
as a deterministic DED. In [19], a dynamic carbon emission trading scheme
is proposed for reducing carbon emission of thermal power generators by co-
ordinating PV and wind generators in the energy mix to meet the Chinese
carbon emission reduction targets.

A combined wind-thermal stochastic generation is presented in [20], from
the utility’s perspective. The model presented minimises the dispatch of ther-
mal generators in each dispatch horizon while taking into consideration the
uncertainty of wind generation and pool market. An optimal decomposition
technique is utilised to solve the problem in real time. The uncertainties of
wind generation and market electricity prices are modelled by a scenario gen-
eration approach. In [21], a stochastic scheduling DED model with multiple
time resolution is presented for a high RES injection problem. The problem
is presented in twofold, firstly a unit commitment problem is solved, and
thereafter an economic dispatch model is solved for short term operations.
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The literature reviewed shows that it is possible to integrate RES to the
power system considering both the stochastic and robust optimisation frame-
work while minimising RES curtailment. However, there is still a need for a
detailed and optimal framework which considers renewable integration from
the RO point of view. In this paper, we extend on the RO framework pre-
sented in [I] by introducing the stochastic nature of RES. This is done to
quantify the level of RES generated daily while minimising the expected sys-
tem operating costs. In addition, the proposed model aims to maximise the
level of RES energy produced without the need for curtailment [22]. In this
model, the scenarios for wind and PV output power are created to realise
a RES quota from the SO perspective. The generation companies are sub-
jected to penalties imposed by the SO, if they do not meet a minimum set out
obligation. The battery energy storage system (BESS) is added to the model
to leverage on the storage of excess energy from the RES to the BESS and it
is only used in times of low-RES production and high demand. Moreover, it
is also used to reduce the spinning reserves of the thermal generators. The
contributions of this paper are listed below;

1. A novel stochastic multi-objective RO model is presented for joint
scheduling of power dispatch and maximising RES penetration.

2. A stochastic multi-objective RO model is changed into a single objec-
tive function using weighting factor approach.

3. A preference-based approach is used to select an optimal solution from
a Pareto Front set.

4. A BESS unit is introduced to support thermal generators in spinning
reserve allocation.

The contents of this paper are organised into six sections. In Section
the RO policy framework is presented for the proposed stochastic model.
In Section [3] the stochastic DED model is developed which includes PV,
wind, BESS and conventional generators in the energy mix. In Section [4, a
scenario generation method for wind and PV uncertainty is presented. Addi-
tionally, a scenario reduction method is presented and as well as a method for
reducing redundant inactive constraints for a stochastic security constraint
economic dispatch (SCED). In Section [5], the feasibility and efficiency of the
proposed method are investigated on two test systems. Finally in Section [0]
the conclusions are drawn.



2. Renewable obligation policy framework

The RO policy is focused on increasing the level of renewable energy in
the overall electricity production. The fundamental premise behind any RO
policy is to encourage investment in renewable energy by ensuring that re-
newable energy production is included in the electricity production portfolio
of the country. Typically, the renewable target is set on an annual basis and
increases gradually per annum. The generation companies have the choice
of building their own RES as a strategy to achieve the RO target. Alterna-
tively, they can also choose to buy ROC from third party companies. If they
fall short of meeting the required RO, they are required to pay a penalty
associated with the RES target deficit. This penalty is measured on every
MWh of renewable energy produced. There are several technologies that
are considered in the RO target, i.e., offshore wind and onshore wind, PV
plant, tidal wave electricity generation, concentrated solar power generation,
and geothermal generation. All the technologies have different ROC rating
with the emerging technologies such as tidal energy having the highest ROC
rating per MWh produced [23].

In the open market, where generation companies are competing against
each other, RES can be at a disadvantage due to its inherent nature of vari-
ability and uncertainty associated with power production. The RO ensures
that RES is included in the energy mix thus increasing the level of RES in
the grid. The general framework proposed in this paper is such that the
SO is responsible for optimal dispatching of all generators, and the RES
generators are given first preference over thermal generators. Generation
companies provide forecasts to the SO with a 1 day lead time. The SO is
responsible for optimally scheduling the available power to meet the system
demand. In addition, the SO also ensures the renewable target is attained
daily by continuously monitoring the energy production and providing feed-
back to generation companies. A typical policy framework for the RO model
is shown in Fig.

In Fig. [I] the generation mix is made up of thermal, PV, wind, and
BESS generating units. The policy framework is made up of three main
components, i.e., the generation companies, the regulator or SO and the
customers. The generators produce clean energy and the SO ensures that the
renewable quota is achieved while maximising RES penetration and optimally
scheduling energy and allocating the minimum spinning reserves.
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Figure 1: Renewable obligation policy framework for optimal energy mix and reserve
allocation.

3. Problem formulation

The approach considered in this paper treats wind and solar power as
non-dispatchable. The following assumptions are made for the formulation
of the DED problem with RES obligation. All the RES (wind and solar) must
be consumed first and the thermal generators must reduce their generation
capacity to give preference to RES generators. The dispatch period consid-
ered in all the case studies is fifteen minutes. All RES are non-dispatchable
and cannot be used as part of spinning reserves unless they have storage.
The SO is responsible for dispatching all the generators including RES and
BESS generators. The thermal and BESS generators can be used for spin-
ning reserve. All the RES and BESS generators are owned by independent
power producers (IPP).

3.1. Objective function

The objective is made up of two objective functions, i.e., the fuel cost
minimisation with RO and the RES maximisation function. The objective
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functions are as follows:

min J; = E{Cr} (1)
max JQ = E{ERES} (2)

3.1.1. Minimisation of the total operating cost Crp

The expected operating cost E{Cr} in is made up of two terms. The
first term is the total operating cost of each generating unit, that is, thermal
generators, RES generators and BESS. For each scenario, the operating cost
is multiplied by the probability of that scenario occuring. The second term is
related to the RO policy framework which ensures an adequate energy mix.

No Ny
]E{CT}_ZZWUJ (ZC g,t,w +ZC mtw +ZC vtw

w=1 t=1
+ Z Cs(Ps,t,w) + Z Cr,w<Pr,t,w)> + F
s=1 r=1

The second term of the RO model is presented by the notation I' which is
shown in (4)).

Ng Ny Ny Ns
F ’Y Z Z Tw (Oé (Z Pg,t,w + Z Pm,t,w + Z Pv,t,w + Z Ps,t,w)
=1 m=1 = s=1
' N *
(Z Pmtw + Z-Pv,t,w>>

The second term of the expression in is the sigmoid function T'(+)*
which is equal to ~ if the renewable target is not achieved and 0 otherwise;
« is the required RO in percentage which means that a portion of the total
scheduled output power must come from RES. The penalty cost is repre-
sented by v, which is the cost imposed for not achieving the RES obligation
requirement and 7, is the probability of each scenario. The generator cost
function is a quadratic equation as shown in (5)) where the units for the
cost coefficients are $/ MW h?, $/ MW h, and $/h and the generator spinning
reserve cost is a linear function as shown in @

(3)

(4)
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Na
1
Cy (Pytw) = (_) Z (ag + by Pyt + CngQ,t,w) (5)
Or (P’/‘,t,w> = pTPT,t,wAt (6>

Note ngAt = 1 hour where ny = 4 and At = 0.25. This notation is introduced
to ensure that the model can be applicable to any sampling period as long
as it satisfies ngAt = 1 hour. The cost functions for wind and PV generators
are shown in (7)) [I] and [24], respectively, and the operating cost for
BESS generating unit is shown in (9) [25].

C’m (Pm,t,w) = Cum,t,wAt~ (7>
Ov (Pv,t,w) = vapv,t,wAt' (8)
Os (Ps,t,w) - TSPS,t,wAt- (9>

The costs of PV, wind and BESS comprise of a direct cost related to the SO
buying energy from the IPP, where (,, is the wind energy cost in $/ MW h, ¢,
is the PV energy cost in $/ MW h and 7, is the BESS energy cost in $/ MW h.

3.2. Maximisation of the renewable energy penetration

The second objective function is the maximisation of the expected re-
newable energy into the grid. It is worth noting that the second objective
of the maximum renewable energy is partially covered by the minimisation
of RO violation cost in the first objective function. If the renewable energy
obligation can be met, then no penalty is imposed. The amount of renewable
energy power scheduled to the grid may not be maximal. With the second
objective function the amount of dispatched renewable energy has to be max-
imised to overcome the limitation of merely meeting the obligation without
maximising the RES energy penetration. The second objective function is
shown in (10J).

Nqo T Ns Ny
E{Eres} = > mu (Z PrywOt+) Pw,wAt) (10)
m=1

w=1 t=1 v=1
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3.8. Constraints

The DED problem under investigation has five constraints which are con-
sidered as hard or soft constraints. These constraints are:

1) Real power balance which represents the sum of all generating units,
i.e., the thermal generators, wind power generators and PV plant generators
that should meet the forecast demand as given in .

Ng Npy Ny Ng Ng
Z Pg,t,w + Z Pm,t,w + Z Pv,t,w + Z Ps,t,w = Z Pb,t Vtavw (11>
g=1 m=1 v=1 s=1 bh=1

The BESS stores excess energy and returns the energy back into the grid.
In this paper, positive Ps;,, indicates the discharging mode and negative
P, .., indicates the charging mode.

_ pd c
Pstw= Pt Tstw— P,

s s,t,w

Ystw Vi, VW (12)

where PS“EW and P¢, , are the discharging and charging power of the battery,
and ;. and ys¢, are binary variables that ensure that discharging and

charging do not take place at the same time as shown in (13)) [26], [27].

(13)

| 1, if battery is charging;
Tst,w s,tw — . . . .
to | Yat 0, if battery is discharging.

2) Generator ramp rate and BESS stored energy. This is only applicable
to thermal generators. The ramp up and ramp down units are in MW /h as

given in ((14)).

Pyiw—Pyi10 <URZAL Vg, Vi, Vw (14a)
Pyirw— Pyew < DR,AL Vg, Vt, Y (14b)
Priw— Pri—1w < URGAL Vr,Vt,Vw (14c)
P 1w — Priw < DR,AL Vr,Vt, Yw (14d)
Brymin < Bytor < Eoman Y, Y (14e)
Eoow = Eap; 0 VE,Vw (14f)

3) Generator limits. The generator limits are applicable to thermal, RES
and BESS generators. Equations and , show the thermal generator
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limits. Since P, and P, ;. flow from wind and PV systems into the grid,
respectively, they are represented by and . The top limit is the
forecasted wind power generation and solar power generation at time ¢, and
scenarios w, respectively. They both include the amount of power flow to
the network and the remaining amount, which is either consumed locally
or curtailed due to line capacity limit. The BESS limits are shown in ([19)
and . Equation , ensures that the charging and discharging of the
battery cannot happen at the same time. The energy balance of the battery
that considers the amount of charged or discharged energy and the relevant
charging or discharging efficiency is given in ([22]).

Pyt < min(Pymaz, Pyi-1w + URy) Vt,Vw (15)
Py 1w > max(Pymin, Pyi—1. — DR,) Vt,Vw (16)
Prtw < Potgenw Vt, Vw (17)
Pyiw < Pyt genw VE, VW (18)
0< P, < Ploe VYW (19)
0< Py < Ponas V1, VW (20)
Tstw + Yspw < 1V, Vw (21)
Psdt At
Egtow=FEsi 10— —"—— +0Pg; JAtzss (22)
Md v
4) Spinning reserve constraints.
Pyiw~+ Priw < Pymaz Vg,V Vw (23)
0< Ptw < SRR, sz Vt,Vw (24)
Nr
> Poiw > SSRR VY (25)
R
Z Pyt + Z Pyw+ Z Pt > Z Pyy VE,Vw (26)
g=1 r=1 s=1 b=1

where P, is the reserve contribution of unit ¢ during time interval ¢ and
scenario w. Constraint represents the maximum reserve contribution for
each generator where SRR, 4, is the maximum contribution of unit g to the
spinning reserve requirement (SRR). Constraint is the minimum total
system spinning reserve requirement (SSRR) for each time interval, and ,
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simply means that the sum of the total generation, spinning reserve and BESS
generators must be able to support the demand without RES generators.

5) Network transmission constraints. For the economic dispatch prob-
lem, only the active power of the transmission line under RES forecast is
considered as shown in (27)).

_Pl,max S ]Dl,t,w S Pl,max> VZthavw (27)

The transmission line power of line [ at time interval ¢ and scenario w, which
will be calculated by a nonlinear power flow for small size power systems,
and DC power flow for large size power system is shown in (28)), [28], [29].

Na N
Pl,t,w = E Gl,ng,t,w + E E,um,t,w +
g=1 m=1

Ny Ng Np
Z Hl,vpv,t,w + Z Ql,sPs,t,w - Z Dl,DPb,t (28>
v=1 s=1 b=1

where G4, Fim, Hiy, Qs and D p denote the active power transfer coef-
ficient factor between line [ and thermal generator, wind farms, PV plant,
BESS system and loads. The overall objective function is summarised as
follows in ([29)).

min J = (1 —49)J; — 9y (29)

where 1 is the weighting factor that converts the multi-objective functions
into a single objective function, and a Pareto front is obtained by varying o
from 0 to 1. The objective function (29) is subject to constraints - (28).

3.4. Formulation of multi-objective optimisation model

The proposed multi-objective optimisation model presented in the previ-
ous section is presented in its compact form as follows:

min J(x) = {Ji(x), Jo(z), -, Jp(x)} VE € K (30)
s.t hi(z) =0;Vi € Ny (31)
gi(x) < 0;Vj € Ny (32)

15



where Ji(x) to Ji(z) represent multiple objective functions in and (2),
the value of K is 2, and x is the output vector which consists of an optimal
dispatch solution for thermal and RES generators. The equality constraint

in (11) is indicated by and the inequality constraints from to
is denoted by .

3.4.1. Pareto optimal solution

The multi-objective optimisation problem in to , can be solved
using the Pareto optimality principle. The optimal solution z* in the feasible
design space S is the Pareto optimal solution if and only if there exists
no other point z in the set S such that J(x) < J(z*) with at least one
Jp(x) < Jp(z*). The set of all Pareto optimal points refers to an optimal
solution that is a compromise between the two objective functions. It follows
that an efficient solution exists if a point x* in the feasible design space S is
efficient, and there is no other point  in the set S such that J(z) < J(z*)
with at least one Ji(z) < Ji(x*). Otherwise, z* is inefficient. Therefore, the
set of all efficient points is called the efficient frontier. The Pareto optimal
set is on the boundary of the feasible criterion space which also has a unique
point called the Utopia point. A point J? in the criterion space is called the
utopia point if JP = min{Jy(z)} for all x in the set S [30], [3I]. This point
is obtained by minimising each objective function. Fig. [2, shows the Pareto
fronts for bi-objective minimisation and maximisation problems.

Pareto Front
Pareto Front

S 5 F ‘ Z 5 F
3 3
better better
> 7 > 7
maximize f,, f minimize fi, f

Figure 2: Pareto fronts for a bi-objective optimisation problem [32].

Fig. [2| also shows that the direction of the Pareto front depends on
whether the bi-objective function is a maximisation or minimisation as il-
lustrated by objective functions f; and f,. The Pareto optimal solution
demonstrates that there is no single dominant solution in the Pareto frontier
but there is a set of solutions that can give an optimal solution. Moreover,
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it is clear from the Pareto frontier that there is a trade-off associated with
each Pareto point.

3.4.2. Normalising objective functions

As there are two objective functions that have different meanings and
order of magnitude, it is important to normalise the objective functions to
reduce the difficulty in comparison. It is usually necessary to transform the
objective functions for all of them to have a similar order of magnitude. The
objective functions are normalised as follows in .

Jrorm Jk (I’) B J,S
Sy
where J} is the best point also known as the Utopia point of the objective

functions and J;"** are the worst point of the objective functions. The overall
objective function J;°™ will give values within the range of 0 and 1.

Vk e K (33)

3.4.3. Weighted sum approach

In most practical engineering problems, there is a need for more than a
single objective function to achieve all the system requirements. For exam-
ple, in power system the SO always strives to achieve a trade-off between
minimising the total operating cost and the expected emissions. There are
generally two methods in the context of power systems that deal with multi-
objective functions, namely, the e-constraint and weighted sum method [33],
[34]. A single objective function is considere in the e-constraint method and
the other objective functions are changed into constraints. These new con-
straints must satisfy a minimum e value which measures the convergence of
the optimisation model. On the contrary, the weighted sum method trans-
forms all the objective functions into a single objective function by using
weighting factors. The total sum of all the weights is equal to one. The main
advantage of the weighted sum technique is the ability to provide efficient
solution as opposed to the e-constraint which provides non-efficient solutions
in linear problems. In this paper, a weighted sum technique is implemented
to transform the multi-objective optimisation problem to a single objective
problem. The weighting factor is varied from 0 to 1 to generate a Pareto
front [I] as shown in ([29).

3.4.4. Best compromise solution
There are different methods used in the literature that assist in selecting
the best compromise solution. For example, in [35] a fuzzy set approach is
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used to select the best solution by using a linear membership function. The
membership function is assigned to the objective function which varies from
0 to 1 for measuring each Pareto optimal solution. In [36] a VIKOR tech-
nique is used for specifying the preferred solution and then ranking all Pareto
solutions to the ideal solution. In this paper, a preference-based approach
similar to [I7] is used for the best compromise solution in a Pareto optimal
set. To select the best compromise solution, the SO is the main decision
maker. All decisions are implemented considering renewable obligation re-
quirements, spinning reserve allocation, operating cost and RES penetration
level. The SO determines the allowable values for both the total operating
costs and the maximum RES penetration level. To this end, the SO selects
the minimum lower bounds related to maximising RES penetration and up-
per limit for minimising the total operating cost. These upper and lower
bounds assist the SO to select the best compromise solution on a Pareto
optimal set.

4. Scenario generation for Wind and PV generators

The principles of these techniques are explained in the following subsec-
tions.

4.1. Scenario generation using Latin hypercube sampling

The generation power of PV and wind turbine depends on the environ-
mental input. The variation of wind speed is a key factor for the evaluation
of wind turbine output. As for the PV generation, the variation of solar
irradiance is used to determine the output power of a PV plant. The uncer-
tainty of wind power comes from the stochastic nature of wind speed while
that of PV depends on external weather conditions such as clouds. The fore-
cast errors of the RES generators are taken as random variables with specific
PDF [37]. Afterwards, LHS method [32] is used to generate scenarios. The
associated PV and wind power output scenarios are as follows.

Pyt =P+ AP, . (34)
Pm,t = Pm,t,f + APm,t,e (35>

where P, ; y and P, s are forecasted value of the output wind and PV power
and PV from the autoregressive moving average (ARMA) model and P, ;.
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and P, ;. are the prediction error of the output wind and PV power at time
t which is defined by the ARMA(1,1) [38], [39)].

A-Pv,t,e - vaA-Pfu,t—l + Cou,t + ‘gvev,t—l (36>
Apm,t,e = ¢mAPm,tfl + Em,t + emem,tfl (37>

where ¢ and 6 are the auto-regressive and moving average parameters which
are obtained by minimising the mean square error of the ARMA model from
the historical data of RES output power. In this paper, the PDF of wind
forecast error is considered as a Weibull distribution function. While a normal
distribution function is used for the PV power forecast error. Moreover, for
scenario generation purposes the empirical PDF and cumulative distribution
function (CDF) from historical data are used. The RES data profiles are
taken from [40] for a period of 2018.

The LHS method in [41], [42], is the method used to create scenarios of
RES generation. Firstly, the PDF of the two uncertain variables are defined
and their respective correlation matrix are created. LHS are used to generate
different outcomes of dependent variables from different PDFs [43]. The
following steps are employed to create 1000 scenarios of even probability.

1. Step 1: A Latin cube with the same number of independent variables
is defined using the inverse cumulative distribution function (ICDF) of
the normal variable with zero mean and a standard deviation of one to
map the independent random variable of the sample to a value.

2. Step 2: The independent normal variables are formed from the Latin
cube.

3. Step 3: The dependency to the independent normal variables is added
using the Cholesky transformation which results in dependent variables.
This means that when a normal CDF is applied to a normal random
variable, the result is a uniform distribution between zero and one which
still maintains the dependency between the variables.

4. Step 4: In the final step, the dependent uniform distributions are
mapped using the ICDF to their original PDF, which results in de-
pendent random variables.

4.2. Scenario reduction

In order to reduce the number scenarios, the initial scenarios are ap-
proximated by finite scenarios of even probabilities. The scenario reduction
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determines a scenario subset and assigns new probabilities to the preserved
scenarios so that the corresponding reduced probability measure is the clos-
est to the original measure in terms of probability distance. The probability
distance trades off scenario probabilities and distance of scenario values, and
the Kantorovich distance of probability distribution is used for scenario re-
duction [44], [45]. The scenarios can be reduced using forward or backward
reduction algorithm as described in [46]. The final reduced scenarios with
their respective probability are used in the stochastic programming model as
shown in Fig. [3

4.8. Line capacity constraint reduction

The SCED increases the number of constraints based on the number
of scenarios, number of transmission lines involved and the time horizon
considered. Generally, the constraints increase when the problem is extended
to the stochastic SCED model. Most security constraints are inactive and
as a result do not affect the optimal solution. It is important to identify
these inactive constraints; these can be eliminated to reduce the problem
complexity. Authors in [47], identified an effective method of eliminating
the inactive constraints without affecting the original optimal solution. The
inactive constraints are only related to the system demand and transmission
line parameters, and if the security constraint is inactive, then it is applicable
as long as the system demand does not change.

Theorem 1 [47]. For a SCED optimisation problem with a feasible region
S = {xz € R| Ax < b}, there exists a relaxed feasible region such that the
kth constraint Aﬁtvwx < b* is inactive and can be omitted in S and provided
a new optimisation model max A;‘it’wx < bF is feasible if Aﬁt,w < P maz-

A new problem is formulated as follows.

Ny

Ng
Aﬁt,w = mar Z GrgPyiw+ Z Fp o Pt o
g=1 m=1 (38)

Ny Ng Np
+ E Hl,vpv,t,w + E Ql,sPs,t,w - E Dl,DPb,t
v=1 s=1 b=1

The objective function in is subject to a power balance constraint
and generator limit constraints to . The optimal solution is com-
pared to the upper bound in and if the optimal solution is smaller than
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the upper bound, then the [th transmission line at time ¢ and scenario w is
considered inactive and can be removed from the optimisation model [44].

5. Numerical case studies

The proposed optimisation model is applied to the IEEE bus test systems,
i.e., the modified IEEE 30 and 118-bus systems. The historical data of RES
generators and system load are obtained from Elia Group using a temporal
resolution of 15-minutes [37]. The RES data is collected over a period of a
year from January 1st 2018 to December 31st 2018. The integrated PV and
wind farms are connected to buses 7, 15, 22, and 24. The modified IEEE
30-bus system has 6 thermal generators and 41 transmission lines. The ramp
rates and quadratic cost coefficients are taken from [48]. The BESS system
is connected to buses 26 and 28 respectively. The second IEEE 118-bus
system, consists of 54 thermal generators and 186 transmission lines. Ten
additional RES generators are added to the system on buses 1, 33, 38, 52,
68, 75, 96, 102 and 117. In the second test system, a combination of five
PV and five wind systems is used. The BESS generators are added to buses
9 and 11. The details of the IEEE 118-bus system can be found in [49)].
The fixed demand at each bus is the portion of the total capacity at each
sampling period. The transmission line flow limit is simulated by using DC
power flow and a sampling interval of 15 minutes is considered due to the
intermittency of RES generators. The optimisation problem is solved over
a 24-hour period. In the simulation studies, all the uncertainty is generated
from 1000 scenarios which are further reduced to 10 scenarios and are solved
using a deterministic approach. In all simulation studies, a RES penetration
level of 10% is used as a benchmark and if the obligation is unattained, a
penalty of $100,000 per day is imposed on generation companies by the SO.
In addition, the system spinning reserves requirement is based on 30% of the
maximum thermal generator capacity and the spinning reserves requirement
of each generator is equal to the maximum generator capacity.

The optimisation problem presented in Section [3]is a mixed integer quadratic
programming (MIQP) problem. The scenarios are generated and reduced us-
ing MATLAB [43], [45] and the optimisation model has been implemented
using IBM ILOG CPLEX optimisation studio [50] on a quad-core 3 GHz desk-
top computer. The MIQP model is implemented by CPLEX using optimi-
sation programming language (OPL). The main advantage of using CPLEX
is the ease of software syntax to the mathematical representation of the op-
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timisation problem. In order to show the effectiveness of the RO model the
effects of the operating cost under RO target are analysed, the reduction in
spinning reserve allocation due to BESS operating units and the impact of
RES penetration on the overall energy mix. In all comparisons a RO target
of 10% is used as a benchmark, and the RO model is tested on the IEEE
30-bus system to illustrate the effectiveness of the model by considering the
following cases:

1. A comparison of the proposed stochastic RO model to the deterministic
model to show the impact of RES intermittency on the key comparison
parameters;

2. The impact of varying the RO target from 5% to 50% at a step of 5%
on the overall energy mix and total operating cost;

3. The impact of using different penalty costs to measure the RES pene-
tration level; and

4. The impact of changing the transfer limit on the overall RES penetra-
tion level.

Thereafter, IEEE 118-bus system is also used to test the model on a large
scale test system to measure the effectiveness of the proposed stochastic RO
model.

5.1. Implementation steps

The step-by-step approach for implementing the stochastic RO model for
a combined energy and reserve dispatch is provided as follows.

1. Generate 1000 scenarios of wind and PV output power based on the
scenario generation algorithm in Section [4.1}

2. Due to the high computation requirement for large scenario sets, the
fast-forward reduction algorithm in [46] mentioned in Section is
applied to reduce the original 1000 scenarios to 10 scenarios.

3. Formulate the deterministic based joint energy and reserve scheduling
under RO framework using the reduced scenarios as the input to the
model.

4. Using the inactive constraint theorem presented in the preliminary
optimisation problem is solved, which reduces the number of inactive
line capacity constraints that are related to the system demand and
transmission line parameters.
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5. Set the weighting factor in to zero and solve the reformulated
optimisation problem.

6. The reformulated MIQP is solved using dynamic search in CPLEX
which is a search strategy for mixed integer programming (MIP) prob-
lems using the OPL parameter “MIPSEARCH”.

7. Increase the weighting factor from 0 to 0.1 and solve the reformulated
optimisation problem; iterate until the weighting factor is equal to 1.

8. Output the Pareto optimal set solution.

9. Applying the preference-based approach to select the best compromise
solution using lower and upper boundaries of RES penetration and
total operating costs.

10. Implement the best compromise solution and provide the optimal RO
dispatch strategy.

The overall implementation flow chart is shown in Fig. [4

5.2. Case study 1: IEEE 30-bus deterministic renewable obligation

In this section, the new model benefits are demonstrated by comparing
the deterministic to the stochastic model. In order to compare the proposed
model, the total operating cost, actual RES penetration level and the reduc-
tion in spinning reserves due to an increase in BESS penetration are used
for comparison. The sizes of the PV plants are 500 MW and 275 MW and
the size of the wind farms are 300 MW and 350 MW. The two BESS gener-
ators are rated at 15 MWh each and the charging and discharging efficiency
is considered as 90%. The total installed capacities of RES and BESS gen-
erators are 1425 MW and 30 MWh, respectively. All the transmission line
thermal limits are maintained at 100%. The IPP costs of energy for PV
are 1.5 §/MWh and 3.0 $/MWh, and the costs of energy for wind are 1.3
$/MWh and 4.0 $/MWh and finally the costs for BESS are 1.36 $/MWh and
1.31 $/MWHh, respectively [51]. Table [1] shows the thermal generator data.
The daily forecasted demand and the power transfer thermal limit of each
transmission line is shown in Fig. f The ARMA model for wind and PV
output power is given in Table[2l All the fifteen minute data for demand and
RES output power are obtained from EirGrid [40]. Figures |§|7, shows the
RES output power for 1000 generated scenarios and the 10 reduced scenarios,
respectively.
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Table 1: Thermal generator data.
Unit Pmax Pmin a4 by Cq RU DR

Gl 350 50 240 7.00 0.0070 60 60
G2 250 50 200 10.0 0.0095 60 60
G3 150 50 220 8.00 0.0090 60 60
G4 350 50 200 11.0 0.0090 60 60
G5 450 50 220 10.5 0.0080 60 60
G6 500 50 190 12.0 0.0075 60 60

Daily demand
1600 T

1400 4

1200 7

Demand [MW]

1000 - 4

800 - 7

600 Il Il Il Il Il Il Il Il Il
0 10 20 30 40 50 60 70 80 920 100
Time[min]

Transmission line thermal limit
1000 T T

Transmission line limit [MW]

0 5 10 15 20 25 30 35 40 45
Transmission line no.

Figure 5: Forecasted demand and transmission line thermal limit for IEEE 30-bus system.

5.2.1. Solver parameter relaxation

A pre-solved relaxation parameter is used which performs the reduction
with tight tolerances (1e71%) than the default simplex tolerance (1e~%) and
offers more compact matrix and identifies obvious infeasibility much quicker.
This is applied to the MIQP for root relaxation in order to perform pre-
liminary reduction, elimination, substitution and coefficient modification in
solving the optimisation model. Moreover, a dynamic search algorithm is
used for solving a MIQP using a parallel mode switch parameter, and the
continuous optimiser is set to solve the initial relaxation using dual simplex
optimiser for root relaxation under the CPLEX OPL environment. The im-

26



Table 2: ARMA model for wind and PV output power.

Description ¢ 0

Wind 1 1.0 0.634012
Wind 2 0.968057 0.278895
PV 1 0.986552 -0.155482
PV 2 0.989746 0.072684
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Figure 6: Forecasted wind power plant 1 with 1000 generated scenarios.

pact of implementing the relaxation parameter reduces the computing time
and minimises the memory required to solve the optimisation model. Typ-
ically, the root relaxation computing time takes between 4 to 6 s while the
overall root, branch and cut computing time is between 9 to 10 s compared
to the default parameter setting which is between 30 to 60 s for the modified
IEEE 30-bus system. In the MIQP model, a relative optimal solution gap
parameter is set to 2%, which ensures that the relative tolerance on the gap
between the best integer objective and the obtained objective falls below the
2% tolerance, this 2% error is good enough for the power dispatch purpose.
When this tolerance is reached, the optimisation model terminates; however,
under default settings, this parameter is set to 0.0001% which means that
the optimisation model will continue the search until the relative solution
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Figure 7: Forecasted wind power plant 2 with 1000 generated scenarios.
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Figure 8: Forecasted PV plant 1 with 1000 generated scenarios.

gap falls below 0.0001%. The proposed parameter relaxation allows the op-
timisation model to reach an acceptable optimal solution much faster and
saves memory compared to the default setting parameter.
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Figure 9: Forecasted PV plant 2 with 1000 generated scenarios.
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Figure 10: Forecasted wind power plant 1 with 10 scenarios.

5.2.2. Comparison of a stochastic and deterministic RES obligation model
In order to quantify the effectiveness of the proposed model, a benchmark

base case simulation study is performed using the parameters in Table

and Table [2| The proposed model presented in Section [3, is compared to a
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Figure 11: Forecasted wind power plant 2 with 10 scenarios.
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Figure 12: Forecasted PV power plant 1 with 10 scenarios.

deterministic version of the model. For the deterministic model, the total
number of scenarios is equal to one which converts the stochastic model to
a deterministic model. In both the deterministic and stochastic model the
RO is set as 10%. A comparison in terms of the reduction in thermal energy
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Figure 13: Forecasted PV power plant 2 with 10 scenarios.

production, an increase in RES production, a reduction in spinning reserve
and an increase in battery storage due to excess RES production is provided
in Table 3]

Table 3: Comparison between Pareto optimal solution and traditional DED.

Stochastic
Description Best Mean Worst Deterministic
Thermal (MWh) 58445 66125 76245 59144
PV (MWh) 31964 25894 17147 28954
Wind (MWh) 18890 17156 15533 20908
BESS (MWh) -515 -391 -140 -222
SR (MWh) 50490 45432 35861 51885
RES (MWh) 50854 43050 32679 49865
RES (%) 46.74  39.57  30.04 45.84

A comparison of the deterministic to the stochastic model indicates that
in both models, the RES obligation requirement is attained, with the de-
terministic achieving a maximum of 45.84% of RES penetration. For the
stochastic model, the mean RES obligation is 39.57%. The best and worst
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RES penetration levels are 46.74% and 30.04% respectively, which is above
the RES obligation of 10%. There is an increase of 0.9% in RES penetra-
tion when a stochastic model is used. The stochastic solution presented in
Table [3] corresponds to a single end point of the Pareto optimal solution
when the RES energy is maximised and the total cost is minimised. Fig.
shows a comparison of the normalised Pareto front for the stochastic and
deterministic model.
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Figure 14: Comparison of stochastic and deterministic Pareto front.

The maximum and minimum operating cost for the stochastic model is
$829,910 and $415,555 respectively while the total operating cost for the de-
terministic model is $499,280 and $320,030 respectively. When comparing
the results shown in Table [3| between the stochastic and deterministic model,
it can be inferred that modelling the intermittent nature of the RES genera-
tors increases the total operating cost whilst increasing the RES penetration
and the required spinning reserves. The stochastic model increases the oper-
ating cost by 66% compared to a deterministic model. On the contrary, the
stochastic model provides higher RES penetration and more precise solution
for different scenarios. This means that solving a stochastic optimisation
model provides better insight for the SO which provides the most likely sce-
narios in comparison to the deterministic approach.
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5.2.3. The impact of renewable obligation requirement on the model sensitiv-
1ty

In order to understand the impact of the RO parameter on the proposed
model, the RO is varied from 5% to 50% at a step of 5%. This means the
RES penetration level increases with each step change and the thermal and
BESS system must increase their generation to support the demand while
the spinning reserve will also increase with the increase in RES penetration.
The Pareto frontiers for each RES obligation are shown in Fig. [15]

——5% & 10%

15%

20%
——25%
—tr=30%
—=—35% to 45%

0 0.2 0.4 0.6 0.8 1 12
Normalised Objective J1 [pu]

Figure 15: Pareto optimal solution for different RO target varying from 5% to 50%.

The impact of the RES obligation is variable. Fig. shows the Pareto
fronts for different RES penetration levels. The RES obligation is attained
for a RES obligation of 5% to 45% and any RES obligation over 46% is
unattained due to the transmission thermal limit. It is important to note
that the Pareto front from 35% to 45% forms a Utopia line, which means
that anything over 45% will result in a dominant solution that cannot be
achieved and thus a penalty will be imposed. Fig. indicates the average
operating cost and RES penetration level for the stochastic model.

From Fig. it is observed that the total operating cost increases with
the increase in RES obligation requirement. The RES penetration level is
achieved at all points except for when the obligation is set to 50%, which
corresponds to the highest operating cost.

The impact of the weighting factor on the optimal solution is shown in
Table . When the weighting factor is zero, the optimisation model in ([29)
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Figure 16: Expected average operating cost for different Pareto front and different RES
penetration level.

changes into a minimisation of the expected operating cost which consists of
thermal generating units, RES, BESS and spinning reserve allocation cost.
The thermal generators produce more power, followed by wind and PV gen-
erators, and BESS units produce the least. The spinning reserve allocation
respects constraint which ensures that a minimum of 30% of the total
production is always covered by thermal generators and BESS units. The
maximum RES achieved is 46.75% which occurs when the weighting factor is
1. It can also be seen that for the maximum RES penetration scenario, excess
RES energy is injected to the BESS units. This complies with the require-
ments of using BESS as a storage for excess RES energy injection as well as
minimising spinning reserves from thermal generators. In this scenario, more
spinning reserves are allocated from thermal generators than any other sce-
nario. This implies that when RES is maximised, the SO must allocate more
spinning reserves to overcome the intermittency nature of RES generators.
If the end points are selected as the optimal solution to the multi-objective
function problem, then the solution becomes bias as it only complies to a
single requirement, i.e., the maximisation of the expected RES penetration
or minimisation of the expected operating costs under RO. For example,
the first end point provides the least expected operating cost with the least
RES energy penetration, while the last end point gives a high RES energy
penetration and high operating costs. An optimal solution must provide a

34



Table 4: Demand and supply for different weighting factor with the RO set to 10%.
9 Gen (MWh) RES (MWh) SR (MW) BESS (MWh) TC (9)

0.00 97626.00 10878.00 32901.00  280.49 415560
0.10 96081.00 12422.00 32902.00  281.45 372851.8
0.20 92827.00 15672.00 32919.00  285.30 329881.6
0.30 87749.00 20754.00 32929.00  280.69 286331.8
0.40 84820.00 23696.00 32919.00  269.10 242215.6
0.50 83022.00 25500.00 32905.00  263.36 197720
0.60 82641.00 25905.00 32927.00  238.45 153021
0.70  82580.00 25976.00 32931.00  228.29 108278.8
0.80 80837.00 27971.00 34353.00  -23.92 63263.2
0.90 73819.00 35152.00 35137.00  -186.67 16080.2
1.00 58448.00 50860.00 50530.00  -523.51 -50860

compromise between minimising the expected operating cost and maximis-
ing the expected RES energy penetration. Based on the preference-based
approach, the SO is the main decision marker. The SO can select the best
compromise solution considering lower boundaries related to maximising RES
penetration and upper boundaries for minimising the total operating cost.

Fig. [17]shows the Pareto front of the stochastic RO model when the RES
quota is set to 10% with the optimal solution indicated by point A.

The lower and upper boundaries are selected as 30,000 MWh and $600,000.
The Pareto optimal point provides a solution that realises a compromise in
the expected operating cost and the expected RES penetration. The knee
point shown as A in Fig. [17] corresponds to the weighting factor of 0.9 in Ta-
ble [d This point indicates a fair trade-off between minimising the expected
operating costs while maximising the expected RES penetration in the grid
and matches with the SO boundaries; any point away from the knee point will
realise a non-compliant solution, in either direction. Although the minimum
RES quota is achieved in the RO model the second objective function aims
to maximise the expected RES penetration over and above the minimum RO
requirement.

5.2.4. Importance of multi-objective functions
The RO model only focuses on setting a minimum quota in terms of re-
newable energy that must be achieved daily according to . The limitation
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Figure 17: Pareto front optimal solution point ‘A’ with RO target set to 10%.

with the RO model is that it only aims to achieve the minimum stipulated
RO and does not increase renewable energy over the stipulated quota, hence,
there is a need to add an objective function that maximises the RES pene-
tration. This function is shown in and as a RES energy objective
function. It is important to note that although objective function achieves
the RES obligation, it does not maximise the level of RES penetration. This
is shown in Table 4] which indicates the Pareto optimal points for different
weighting factors. For example, if a weighting factor of 0 is considered the
operating cost is minimised and the RO is achieved, however, the RES is not
maximised. When the weighting factor is increased gradually, the impact of
objective function starts to increase the RES penetration over and above the
RO quota in (3)).
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5.2.5. The impact of penalty cost on the model sensitivity

In this simulation study, the RES obligation penalty cost is varied in two
steps, i.e., $1000 and $10,000 per day to quantify its impact on the RES pen-
etration level which is varied from 10% to 20%. Fig. [18|illustrates the two
RES penetration levels when penalty is varied. For example, when the RES
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Figure 18: Average expected operating cost and RES penetration level.

obligation is 10% and the penalty is varied from $1000 and $10,000, the RES
obligation is attained without any penalty. However, when the RES obliga-
tion is increased to 20% while varying the penalty, then the RES penetration
is achieved only when the penalty is $10,000 which results in an average RES
penetration level of 27,463 MWh compared to 26,439 MWh of RES when the
penalty is $1000. The total operating costs for the two scenarios when RES
obligation is 20% are $462,862.7 and $462,941.8, respectively for the $1000
and $10,000 penalty. The operating cost increases because in the first case
when the penalty is $1000, it is acceptable to not attain the RES obligation
since the operating cost is minimal. The optimal solution presented shows
that the proposed model is robust and can achieve RES penetration while
considering the minimal operating cost for different RES obligation penalty
cost.

5.2.6. The tmpact of transfer limits on RES penetration level

Initially, the transfer limits of the transmission line as shown in Fig.
are divided into five transfer limits which are 180 MW, 360 MW, 450 MW,
540 MW and 900 MW and the RES penetration achieved is 46.74%. In
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order to show the effect of transfer limits on the RES penetration, two cases
are considered; the transmission transfer limit is increased and decreased by
10% respectively. The optimal RES penetration level under different transfer
limit is depicted in Fig. {19}
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Figure 19: Impact of different transfer limits on RES penetration.

The impact of transmission limit is variable, which means that it may lead
to an increase in total operating cost as well as the RES penetration when
the limit is increased. However, when the limit is reduced, RES penetration
level also decreases. This arises due to scheduling changes of the individual
units. Specifically, the reduction in outputs of some units results in more RES
penetration, while an increase in output of other units results in a decrease
in RES penetration and spinning reserves as well as the total operating cost.
The impact of increasing the transfer limit increases the operating cost and
RES penetration level. On the other hand, the decrease in thermal limits
leads to a decrease in total operating costs and RES penetration level.

5.8. Case study 2: IEEE 118-bus system

In the second case study, the proposed model is tested on a large-scale
bus system. The system data for the IEEE 118-bus is from [49] and this
system consists of 54 thermal generators and 186 transmission lines. The
total thermal power installed is 12156 MW and the peak demand is 12147
MW. The sizes of the five wind farms are 250 MW, 1050 MW, 350 MW, 320
MW and 1600 MW, while the sizes of the five PV plants are 200 MW each.
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The two BESS generators are rated at 35 and 40 MW h with the charging
and discharging efficiency of 90%. The proposed model is used for calculating
the total operating cost and RES penetration level.

5.8.1. Computational efficiency of the proposed model

This section explores the computational efficiency of the IEEE 118-bus
system, due to the stochastic nature of the model presented in Section [3} there
are generally many constraints that are inherent because of the number of
scenarios. For example, the total number of line capacity constraints is the
multiple of the time period (96), total number of transmission lines (186)
and the number of scenarios (10). For the IEEE 118-bus system, the total
number of transmission constraints is 357,120. When the inactive constraint
reduction theorem presented in [47] is applied, the total number of inactive
constraints is identified as 87%. The new transmission line constraints are
reduced to 46,426 which reduces the solving time to 60 s.

In the first case the total number of line capacity constraints is considered
and the time taken to solve the problem using parameter relaxation is 130 s
compared to 60 s when the line constraints are reduced. In both cases, the
RES obligation is attained and the total operating cost is $4,500,900 with
a standard deviation of 0.2%. From observations made, the computational
efficiency shows that the proposed method can be utilised in scheduling RES,
thermal and BESS units in a large-scale bus system.

5.3.2. Impact of RES obligation on model sensitivity

The impact of RES penetration on the model sensitivity is investigated in
the IEEE 118-bus system. The total number of RES generators is increased
from 4 to 10. The computed results are shown in Fig. when varying
the RES penetration from 10% to 50%. As can be seen in this figure, the
total operating cost increases with the increase in RES penetration level. It
is important to note that the total operating cost of the 30-bus system is
considerably lower than that of the 118 bus system which is to be expected
since the demand has increased and the network size is larger. The RES
penetration level is achieved until 30% and any requirement over that results
in a penalty. The reason for this limitation is due to the transfer limit on
the transmission lines.

The average RES penetration achieved for the different obligation starting
from 10% to 50% is 30.15%, 32%, 30.5%, 27.4% and 32.6% respectively. The
highest operating cost occurs at 50% RES obligation which is $4,645,909,
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Figure 20: Average RES penetration and average operating cost for IEEE 118-bus system.

which corresponds to the RES penetration of 32.6% when the obligation is
50%.

5.3.3. Impact of BESS on spinning reserves and RES obligation

In this case study, 10 scenarios are considered for the evaluation of the
proposed model. The achieved expected operating cost is $4,376,923.81 and
the achieved maximum RES injection level is 34.47%, while the total reduc-
tion in spinning reserves is 0.19% and the BESS generation is -1132 $MWh§$.
This means that throughout the dispatch period the BESS is charging up
with minimum discharge. It is clear that the stochastic model proposed is
better in the approximation of the RES penetration level. Table [5| shows a
comparison of the IEEE 118-bus generation for thermal, BESS, RES and the
spinning reserves. The average operating cost achieved for the deterministic
model is $4,017,379.10.

6. Conclusion

This paper proposes a stochastic economic dispatch model with renew-
able obligation requirement to maximise renewable energy penetration. The
system operator is responsible for scheduling energy and spinning reserve
under the renewable obligation framework. This framework aims to allocate
the required renewable energy as part of an optimal energy mix strategy that
reduces greenhouse gas emission. A dynamic scenario generation algorithm is
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Table 5: Comparison of stochastic and deterministic RES penetration for IEEE 118-bus.

Stochastic
Description Best Mean  Worst Deterministic
Thermal (MWh) 669433 741970 843566 790605
BESS (MWh) -1132 -1874  -3095 -1272
SR (MWh) 370973 304732 208720 194101
RES (MWh) 352153 279979 178020 230981
RES (%) 34.47 29.83 17.43 22.61

used to characterise the intermittent nature of wind and photovoltaic output
power and thereafter a scenario reduction algorithm is used in the renew-
able obligation model to schedule an optimal dispatch energy and allocate
spinning reserves. To show the effectiveness of the proposed model, a 30-bus
network with 6 thermal generators and 4 renewable energy sources is used to
show the impact of high renewable energy penetration. Four cases were used
to illustrate the effectiveness of the proposed renewable obligation model;
in the first case a comparison of the deterministic and stochastic renewable
obligation was performed based on the system operating costs, the reduction
in spinning reserve allocation due to battery energy storage system and the
achieved renewable energy penetration level. The comprehensive benefit of
the four models were evaluated and thereafter we showed that the stochas-
tic renewable obligation model is the most effective model in terms of the
key measurement parameters. The sensitivity analysis was used to investi-
gate other key parameters and the applicability of the proposed model. Our
conclusion are as follows:

1. A benchmark renewable obligation target of 10% was used for the en-
ergy mix and output power of renewable energy sources was simulated
using historical data. The simulated results show that higher renewable
obligation can be achieved over and above the target.

2. The key indicator for any renewable obligation programme is the en-
ergy produced from renewable energy sources, which is used to issue
renewable obligation certificates to all qualifying generation companies.
The simulation studies show that it is possible to achieve high renew-
able penetration at a reasonable operating cost using the Pareto front
approach.
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3. A penalty is normally paid by generation companies for any renewable
obligation shortfall; the simulation studies shows the different penalty
factors used to validate the effectiveness of the proposed model and
show the limitation and application in practical problems.

4. The maximum renewable penetration level is also limited by the avail-
able transmission thermal limits on the 30-bus network.

5. In a large 118-bus network, the computational effectiveness is improved
by reducing the inactive transmission limit and a maximum of 87%
inactive transmission constraints are reduced.

The current renewable obligation model does not take into consideration the
trading of renewable obligation certificates. Therefore, the future research
will include the risk associated with trading renewable obligation certificates
in the secondary market.
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