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The Internet of Things is a promising technology which tends to revolutionize and connect the global

world via heterogeneous smart devices through seamless connectivity. The current demand for machine-

type communications has resulted in a variety of communication technologies with diverse service

requirements to achieve the modern Internet of Things vision. More recent cellular standards like

long-term evolution have been introduced for mobile devices but are not well suited for low-power

and low data rate devices such as the Internet of Things devices. To address this, there is a number of

emerging Internet of Things standards. Fifth-generation mobile networks, in particular, aim to address

the limitations of previous cellular standards and be a potential key enabler for the future Internet of

Things. Additionally, the third-generation partnership project has introduced low-power wide-area

cellular-based networks such as extended coverage global systems for mobile communications for

the Internet of Things, enhanced machine-type communications and narrowband-Internet of Things



as enabling solutions to support the new service requirements for massive to critical Internet of

Things use cases. Therefore, in a comprehensive literature review, this study highlights the state-

of-the-art application requirements of the Internet of Things, along with their associated emerging

and enabling communication technologies, with the main focus on fifth-generation mobile networks

that are envisaged to support the exponential traffic growth for enabling the Internet of Things. The

study further investigates the challenges and open research directions pertinent to the deployment

of a massive-critical Internet of Things in coming up with a context-aware congestion control in a

Constrained Application Protocol for resource-constrained devices.

A profound open research challenge from the literature review is the need for a context-aware con-

gestion control (CACC) approach for a lightweight CoAP/UDP-based Internet of Things traffic. The

CACC proposes mechanisms that include retransmission timeout (RTO) estimator, retransmission

count based smoothed round-trip-time (RTT) observation, lower-bound RTT restriction approach, and

aging concept. The proposed RTO estimators utilise the strong, weak, and failed RTT to identify the

exact network status and provide adaptive congestion control. The CACC incorporates a variable of

the retransmission count in the request-response interaction model to mitigate the negative variation

in RTT due to the fluctuations in the Internet of Things environment. Moreover, with a lower-bound

RTO restriction approach, the unnecessary spurious retransmissions are avoided, and the aging mech-

anism limits the validity of the RTO value to improve the efficiency of the proposed scheme. The

proposed CACC model is validated against baseline CoAP and CoCoA+ using Contiki OS and the

Cooja simulator. The results obtained are impressive under different network scenarios.

Managing congestion control in a resource-constrained lossy network with a high bit error rate is a

challenging task that needs to be given due consideration if the ever-growing promises of the Internet

of Things are to be actualised. The primary congestion control mechanism defined by the core CoAP

specification is not capable of adapting to the bursty traffic conditions. This calls for and motivates

the need for further research in congestion control mechanisms. The study proposes a congestion

control scheme that utilises a Particle Swarm Optimisation (PSO)-based Adaptive Congestion control

Technique (PACT). PACT applies random and optimal parameter-driven simulations to optimise the

default CoAP parameters in order to adapt to the traffic conditions. The PSO-based algorithm varies

the retransmission and max-age values for different traffic scenarios. The proposed PACT exhibits

significant performance in terms of packet loss, delay, and normalised overhead in comparison with

baseline CoAP with Observe under different network and traffic scenarios.
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CHAPTER 1 INTRODUCTION

1.1 BACKGROUND

The Internet of Things (IoT) is an emerging and promising technology which tends to revolutionize the

global world through connected physical objects. The IoT deals with low-power devices which interact

with one another through the Internet. The concept of the IoT [3–8] has attracted the attention of the

research community with the end goal of ensuring that wearables, sensors, smart appliances, washing

machines, tablets, smart-phones, smart transportation systems, etc., and other entities are connected to

a common interface with the ability to communicate with one another. The IoT interconnect things

enables machine-to-machine (M2M) communication as a means of data communication between

heterogeneous devices without human intervention [9]. According to [10], this can be achieved through

a seamless communication medium. The IoT is expected to enable a conducive environment that

will impact and influence several aspects of everyday-life and business applications and contribute

towards growing the world economy through massive and critical IoT, depending on the nature of

the applications to be deployed. Massive IoT applications require an enormous number of smart

devices to be connected. These could be deployed in shipping environments, smart-homes (buildings)

and smart-cities, smart power systems, and agricultural monitoring environments, etc., which require

frequent updates to the cloud with low end-to-end cost. Applications in this domain require low-cost

user equipment (UE) with low energy consumption, extended coverage areas, and high scalability for

effective deployment of massive IoT. On the other hand, critical IoT applications, including remote

healthcare systems (for remote clinical monitoring and assisted living), traffic control and industrial

control (Drone/Robot/Vehicle) and tactile Internet etc., require higher availability, higher reliability,

safety and lower latency to guarantee the end user experience because failure in such applications

would have severe consequences. In general, the various application opportunities enabled by the IoT

are countless and their full potential will only be realised by ensuring that more smart devices are
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connected through the Internet.

The IoT vision can only be realized through the integration of various enabling telecommunication

technologies to provide connectivity solutions for MTC. The majority of the IoT devices were not built

or designed to interface with high-bandwidth networks, since these devices were mainly designed with

low-power operation in mind. The Long-Term Evolution (LTE) standard, for instance, was conceived

mainly for mobile broadband. In this context, the Institute of Electrical and Electronics Engineer

(IEEE) working group 802.11ah enhanced communication development to support M2M applications.

Among these were Bluetooth Low Energy 4.0, ZigBee, and Wi-Fi/IEEE802.11 to support short-range

communication for MTC. LPWA technologies, including Ingenu Random Phase Multiple Access

(RPMA), SigFox, and LoRa etc., are promising technologies operating in the unlicensed Industrial,

Scientific, and Medical (ISM) spectrum band to provide low-power and long-range communications

as proprietary solutions. At the same time, in order to ensure that M2M applications are efficiently

supported in 2G, 3G, and LTE Cat-1 and higher networks, the Third-Generation Partnership Project

(3GPP) proposed enhancements in its future release for MTC, including Enhanced Machine-Type

Communications (eMTC), Extended-Coverage Global System for Mobile Communications for the

Internet of Things (EC-GSM-IoT), and Narrowband-Internet of Things (NB-IoT) as cellular-based

LPWA technologies for the IoT. It is worth mentioning that enabling modern IoT connectivity in the

licensed approved spectrum bands will be a key enabler for massive to critical IoT use cases since it

offers diverse applications with different service opportunities within a single network. The challenge

however, lies in the way the fifth-generation (5G) mobile network will meet the diverse requirements

of the IoT.

Next-generation 5G mobile networks are envisaged to ensure that massive devices and new services

such as enhanced mobile broadband (eMBB), massive machine-type communications (mMTC), critical

communications and network operations are efficiently supported. It is hoped that basic requirements

such as high throughput, low latency in terms of data delivery, high scalability to enable a massive

number of devices, efficient energy consumption techniques and the provision of ubiquitous con-

nectivity solutions for end-users will be efficiently supported by using the 5G mobile network for

the IoT. Consequently, considering the security mechanism of existing cellular networks which are

based on protecting basic connectivity and privacy of end-users, the 5G cellular system is expected to

ensure that enhanced security mechanisms are established on the entire network to address issues of

authentication, authorisation, and accounting (AAA) for heterogeneous interconnected IoT devices.
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The main objective of this study is to provide a complete scope of MTC use case development and

requirements, exploring the available connectivity landscape options and promising a network enabler

to meet the 5G new service requirements and devising a context-aware congestion control (CACC)

mechanism for lightweight CoAP/UDP-based IoT networks for efficient resource utilisation.

1.2 PROBLEM STATEMENT

Whereas significant and tremendous advancements have been achieved in the area of congestion

control for the Internet of Things, there are still several open-research problems that require adequate

investigation of congestion control in resource-constrained networks. The primary constraint in IoT

networks is resource restriction of the nodes. These nodes have limited storage capacity and processing

speed, which result in a high round trip time (RTT) and network congestion. Without considering

the RTT value, the proper selection of retransmission timeout (RTO) is impossible, and this leads to

spurious retransmission and loss of packets due to congestion and unnecessary packet delay.

The conventional transmission control protocol (TCP) and congestion control (CC) schemes are ill-

suited for sending small size packets in IoT environments and fail to consider the context information

such as the packet loss due to congestion or bit error rate (BER). The IoT is sensitive to the BER.

Although, the random selection of low RTO value tends to fast recovery from congestion, it may

increase the BER and mislead the indication of packet losses to congestion. Moreover, this encourages

the sender node to incur spurious retransmission. For a large RTO value, the congestion control

overestimates the RTO, resulting in unnecessary packet delay. The problem statement would be to

identify problems and proffer possible solutions to problems associated with congestion control in

resource-constrained IoT networks to meet the diverse needs of IoT applications, for optimal and

efficient resource utilisation.

1.2.1 Context of the problem

Irrespective of the Internet of Things applications, quality of service (QoS) delivery is imperative for

achieving massive machine-type communications (mMTC). The conventional TCP congestion control

mechanism is not an efficient scheme for energy resource-constrained IoT networks that generate

small size packets because of their logical connection, acknowledgement, and retransmission of lost
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packets. To avoid the congestion in IoT, the design of a Constrained Application Protocol (CoAP) has

taken into account the IoT application requirements and resource-constrained devices. Conventionally,

the CoAP extends a simple congestion control mechanisms, based on RTO and a binary exponential

backoff (BEB) algorithm. The drawback in using the conventional congestion control schemes in IoT

traffic is the fact that the binary exponential scheme increases the RTO value exponentially when the

acknowledgement is not received. Furthermore, this scheme does not consider the context information,

such as the packet loss that has resulted from the congestion or BER since IoT is quite sensitive to the

bit error rate. Although, the random selection of low RTO value tends to fast recovery from congestion,

it may as well increase the BER and mislead the indication of packet losses to congestion. Moreover,

this encourages the sender node to incur spurious retransmissions. On the contrary, for a large RTO

value, the congestion control overestimates the RTO, resulting in unnecessary packet delay. Hence,

the presence of an efficient context-aware congestion control mechanism for massive IoT traffic is a

promising research area. Therefore, the need to research and develop such a system that would be able

to identify the cause of packet loss and mitigate the congestion control problem in the IoT environment

motivates the need for such system to be developed for efficient resource utilisation. For the future

evolution of the IoT, it is therefore very important to ensure that a context-aware congestion control

mechanism is developed on a resource-constrained Internet of Things network as a multi-objective

function that would support the IoT‘s traffic pattern for the massive number of connected smart things

for the IoT applications.

1.2.2 Research gap

While there seem to be considerable amounts of work in the literature on congestion control already, in

the course of this research, a comprehensive review has indicated that of the many researchers who

have studied the TCP congestion control techniques that have been proposed and studied, only a few

have undertaken to extend the conventional congestion techniques to IoT traffic patterns. However, the

extension of default congestion control schemes of TCP in CoAP is insensitive to the IoT network

conditions. The default CoAP congestion control scheme under-performs for IoT traffic patterns,

without adapting its behaviour to the network status information. Consequently, a significant research

gap has been identified in this context. Therefore, the extension of TCP congestion control in IoT

has to be considered as a multi-objective function to support the IoT traffic pattern for efficient

resource-utilisation. The study addresses deficiencies by introducing three RTO estimators, a context-
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aware observe RTO estimator algorithm, variable retransmision count, a lower-bound RTO restriction

approach, and an aging mechanism to achieve optimum performance of congestion control in resource-

constrained IoT networks.

1.3 RESEARCH OBJECTIVE AND QUESTIONS

The following are the objectives of the research study:

• Identifying and investigating the critical constraints associated with congestion control in resource-

constrained networks. The constraints identified are indeed factors that limit the actualisation of

optimality in congestion control solutions for massive machine-type communications.

• Developing system models for congestion control in resource-constrained IoT environments that

incorporate the identified factors, and studying possible solution models to address them. The ability

to develop system models that extend the piggyback response feature of base CoAP congestion

control specifications to address the problem without degrading the system’s performance and

reliability, and considerably improve the performance of base CoAP over UDP.

• To demonstrate through appropriate evaluation that the proposed models are feasible and can be used

to improve on the timeout parameters of base CoAP congestion control specifications for efficient

resource utilisation.

The research questions that this study aims to answer include:

• How can we leverage CoAP over UDP in developing an efficient and comprehensive context-aware

congestion control mechanism in resource-constrained environments for a massive Internet of

Things?

• How can a particle swarm optimisation (PSO)-based adaptive algorithm be developed and evaluated

to achieve an optimal number of retransmissions and max-age values for optimal configurations in

baseline CoAP with Observe?

• How can the performance metrics of the developed models be evaluated and validated based on the

benchmark protocols for efficient resource utilisation and quality of service (QoS) delivery?
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1.4 HYPOTHESIS AND APPROACH

The hypothesis and approach for this research study are stated; hence, the promises of the emerging

IoT can be realised better if the potential constraints to achieving optimality in congestion control are

identified, and viable solutions provided to address such constraints. The null hypothesis would then

be that "identifying and addressing the limiting factors in achieving optimal solutions in congestion

control (CC) will not necessarily improve the IoT performance and/or thereby make it better equipped

to achieve its promises." If the hypothesis is true, as the results presented in subsequent chapters

of the thesis suggest, it is the basis for the proposition that "by proposing a context-aware solution

that recognises and addresses the various constraints of CC in CoAP, it can be shown that significant

and promising improvement can be achieved". This is certainly a positive contribution to the area of

congestion control in a constrained Internet of Things network.

The research study has followed the well-established pattern for conducting technical research in the

field of engineering, particularly in electronic engineering. The various stages in which this research

work was carried out are highlighted as follows:

• Literature survey: The first part of this research study has been dedicated to exploring in depth

the concept of the IoT, studying congestion control problems based on CoAP in comparison with

other related paradigms, identifying open research gaps and opportunities, and considering the

round-trip-time mechanism of CoAP and particle swarm optimisation technique and relevant bodies

of knowledge in CC. This output at this early stage, has not only elaborated on a comprehensive

foundation of the subject matter but also enabled identification of possible research gaps and

definition of a focus and direction for the research study carried out. Based on the findings from

these investigations at that early stage, a considerable amount of the information has been gathered

that makes up chapter two of this thesis.

• System modelling: Finding solutions to engineering problems demands the use of network and

system models. In this research work, various system models have been developed based on context-

aware CC and PSO-based algorithm to achieve optimal CC in constrained IoT networks. The

system models incorporate several identified factors that limit the realisation of optimal solutions in

CC for CoAP. The solution models developed employ concepts of three-RTO estimators, variable

retransmission count, lower-bound RTO restriction approach, aging mechanism and PSO-based
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algorithm to provide optimal solutions in base CoAP CC. These models, that capture and addresses

each of these constraints, have been thoroughly analysed and the results obtained are presented and

discussed in the related chapters of the thesis.

• Simulation and numerical analysis: The system models developed have been simulated by using

Contiki-OS, a toolset of the Cooja simulator environment. Detailed numerical analysis of the

performance of the proposed CACC model has been carried out and results have been obtained. The

concept of the PSO-based technique has been further employed in determining the best fitness value

based on retransmissions and max-age value to achieve an optimal CC solutions.

• Verification and validation of results: The results obtained through simulations have been verified

and validated by obtaining and comparing comparative results from related works in the literature

using baseline CoAP CC specification and CoCoA+ as benchmark protocols.

• Thesis write-up: The research study has been concluded with detailed documentation of the various

findings of the research which are presented in this thesis as a contribution to the body of knowledge.

1.5 RESEARCH GOALS

The research goals of this study are as follows:

• To leverage the base CoAP congestion control specification for improved and optimal congestion

control in constrained IoT environments.

• To leverage the default CoAP congestion control specification to develop a context-aware con-

gestion control (CACC) scheme for a lightweight CoAP/UDP-based system and demonstrate the

performance and efficiency of the proposed system.

• To leverage existing congestion control to develop a PSO-based adaptive congestion control al-

gorithm and evaluate the efficiency of the scheme with base CoAP with Observe.

1.6 RESEARCH CONTRIBUTION

The following contributions have been made to the body of knowledge of congestion control for the

IoT in the course of this research work:
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• The emerging applications of the IoT promise global connectivity among connected smart devices to

actualise the vision of the IoT. In this regard, a comprehensive literature review related to emerging

LPWA IoT solutions, including EC-GSM-IoT, eMTC, NB-IoT, and other existing technologies is

presented with a primary focus on 5G mobile networks envisaged to support the exponential traffic

growth, and on new service requirements, including mMTC, eMBB, critical communications, and

network operations towards enabling efficient IoT use cases. The review provides a complete scope

of MTC use cases, development and requirements, and explores the available connectivity landscape

solutions and promises a network enabler for the new 5G service requirements and presents a

"context-aware congestion control (CACC) approach for lightweight CoAP/UDP-based Internet of

Things traffic" for efficient resource utilisation. This survey has been published in the IEEE Access

Journal.

• In line with a critical research gap uncovered in the literature review, a context-aware congestion

control approach for lightweight CoAP/UDP-based Internet of Things traffic has been proposed. This

study designs and implements a context-aware CC scheme in Constrained Application Protocol for

efficient resource utilisation in resource-constrained Internet of Things networks. The performance

results based on the proposed mechanism are evaluated against baseline CoAP CC specification,

and CoCoA+ as benchmark protocols to demonstrate and validate the efficiency of the scheme.

This system and its associated performance evaluation of the proposed CACC scheme have been

submitted and published as a Journal article in the Transactions on Emerging Telecommunications

Technologies.

• This study has also made another novel research contribution that utilised a particle swarm

optimisation-based adaptive congestion control technique (PACT). For this evaluation, both the

random and optimal parameter-driven simulations have been implemented on default CoAP para-

meters in order to adapt to the traffic conditions. The goal of this contribution is to leverage the

number of retransmissions and max-age value to analyse the impact of these parameters, based on

the PSO fitness and velocity function against base CoAP with Observe while keeping the desired

QoS in terms of packet delivery, delay, and normalised overhead. This work has been submitted for

publication and is currently under review.
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1.7 RESEARCH OUTPUTS

The contributions from this research work have been published or are currently under review for

publication as full-length articles in peer-reviewed journals. As outputs, a list of the publications from

the research works as a contribution to the body of knowledge are presented below:

• G. A. Akpakwu, B. J. Silva, G. P. Hancke, and A. M. Abu-Mahfouz, "A survey on 5G networks for

the Internet of Things: Communication technologies and challenges," IEEE Access, vol. 6, no. 2,

pp. 3619-3647, 2017.

• G. A. Akpakwu, G. P. Hancke, and A. M. Abu-Mahfouz, "CACC: Context-aware congestion

control approach for lightweight CoAP/UDP-based Internet of Things traffic," Transactions on

Emerging Telecommunication Techologies, vol.31, no.2, p. e3822, 2020.

• G. A. Akpakwu, G. P. Hancke, and A. M. Abu-Mahfouz, "PACT: An Optimisation-based adaptive

congestion control technique for constrained application protocol," International Journal of Network

Management, (under review).

1.8 DELINEATION AND LIMITATIONS

The field of the emerging Internet of Things is still fairly new and the research study has encountered a

lack of IoT-test-beds for congestion control for experimentation at the time of this research. In this

regard, all performance evaluations carried out in the course of this research work have been simulation

based, using the Cooja simulator, as part of the Contiki operating system toolset for constrained devices

and the IoT to verify and evaluate the proposed work against validated benchmark protocols, baseline

CoAP congestion control specification, and the Erbium implementation of CoCoA+ obtained from the

author. The study has assumed and the validated congestion control scheme compiled for simulation

has been optimal, as expected.

1.9 THESIS OVERVIEW

The rest of this thesis is organised as follows: Chapter 2 presents a comprehensive literature overview

of wireless sensor networks as the building blocks for the Internet of Things, the emerging low-power

wide-area IoT solutions, including EC-GSM-IoT, eMTC, NB-IoT and other existing technologies, with
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the main focus on 5G mobile networks as the future telecommunications system, envisaged to support

the exponential traffic growth and new services and market technology enablers (SMARTER) for the

next-generation networks to enable efficient IoT use cases. Research gaps have been identified in this

area and a context-aware congestion control (CACC) mechanism for lightweight CoAP/UDP-based

Internet of Things traffic has been found for efficient resource utilisation. In Chapter 3, a novel CACC

scheme is proposed which includes all aspects of the system design and benchmark protocols used for

validation. The CACC model, including three RTO estimation algorithms, dynamic SRTT and RTO

overall estimation, RTT fluctuation-aware RTO, restricted RTO shrinkage, the context-aware RTO, and

analysis of the context-aware algorithms are presented and followed by the mode of implementation

strategy, including the simulation setup, presentation of results obtained and discussion in Chapter 4.

In Chapter 5, the investigation into particle swarm optimisation (PSO)-based algorithm for congestion

control in Constrained Application Protocol is proposed; the system and network model, optimisation

strategy for tuning base CoAP parameters, the fitness measurement based on PSO-algorithm are

presented, followed by the performance evaluation and discussion of results obtained in Chapter 6.

Finally, the thesis conclusion is drawn in Chapter 7 and research opportunities presented for future

consideration.
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CHAPTER 2 LITERATURE STUDY

2.1 CHAPTER OVERVIEW

The emerging Internet of Things (IoT) paradigm promises to provide a conducive networking envir-

onment through connected heterogeneous "things." These things (devices) are systems of embedded

smart sensors and actuators which are networked to communicate through a wireless communication

medium. The massive heterogeneous devices expected to be connected through enterprise networks,

optical networks, as well as mobile wireless communication networks, will play a vital role in driving

up the signaling load in the mobile network and presents more challenging issues confronting the

IoT in terms of data and service management, including data acquisition and aggregation, service

provisioning and control, as well as system performance of resource-constrained networks. This

chapter provides an overview of the current state-of-the-art the IoT from various perspectives. In

general, this study identifies the essential IoT applications and design requirements, their associated

IoT connectivity solutions, 5G enablers for the IoT and the research gaps associated with congestion

control for resource-constrained nodes in coming up with a context-aware congestion control (CACC)

approach for lightweight CoAP/UDP-based Internet of Things traffic. This work has been published in

"A survey on 5G networks for the Internet of Things: Communicaton technologies and challenges" [11],

a journal article that reveals an absolute concept of 5G mobile network for the IoT.

The rest of this chapter is outlined as follows. In Section 2.2 an overview of wireless sensor networks

(WSNs) as buildings block for IoT is provided and followed by a discussion about WSNs transport

protocols in Section 2.3. Section 2.4 presents the performance metrics for WSNs. Section 2.5 presents

a general overview of IoT application requirements, including emerging IoT applications and their

associated design requirements. In Section 2.6 a discussion about the current IoT communication

technology is presented, including long-range networks, short-range networks, and this is followed
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by the 3GPP cellular solutions for the IoT in Section 2.7. Section 2.8.1 discusses the Constrained

Application Protocol (CoAP) and its fundamental features, followed by a discussion about congestion

control in Section 2.9. Section 2.10 narrows down the discussion about 5G New Radio enhancements

for the IoT with emphasis on new services and markets technology enablers (SMARTER) for the IoT.

This is followed by a discussion of network enablers for the IoT, including software-defined wireless

sensor networks, network function virtualization, and cognitive radio networks for providing and

deploying connectivity solutions for the IoT applications in Section 2.11. Future research challenges

associated with network congestion and overhead are identified and in Section 2.12, a context-aware

congestion control scheme is proposed as a multi-objective function to manage and handle the network

congestion problem in constrained-IoT networks. The chapter summary is provided in Section

2.13.

2.2 OVERVIEW OF WIRELESS SENSOR NETWORKS

According to forecasts from Ericsson [12], it is estimated that about 28 billion smart devices will

be connected across the globe by 2021, with more than 15 billion of these devices to be connected

via M2M and consumer-electronic devices, and about 5 billion IoT devices to be connected through

cellular 3GPP-based solutions [13]. Research has also shown that roughly 7 billion of these devices will

be connected by cellular technologies such as 2G, 3G, and 4G which are currently being used for IoT

but not fully optimised for the IoT applications and Low-Power Wide-Area (LPWA) technology [14]

and with a revenue of about 4.3 trillion dollars [15] to be generated across the entire IoT sector globally.

The emergence of the IoT paradigm will continue to be pervasive in the future Internet and for the

Industrial Internet of Things (IIoT) [16].

The rapid development of smart sensors recently has given rise to the concept of connecting wireless

sensor networks (WSNs) to the Internet. These WSNs comprise micro-sensors and actuators that are

capable of sensing both physical and environmental factors, including humidity, temperature, motions,

vibrations, etc., process such information and give feedback to the sink. With the emergence of the

Internet of Things as a promising paradigm, WSNs will play a vital role in the IoT since most of the

smart sensor nodes will constitute the building blocks for the IoT [17]. The advancement in research

for Micro Electronics, Microelectromechanical Systems (MEMS), has made it easier for these sensor

nodes to be inexpensive, intelligent and networked through wireless and wired communications for the
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emerging IoT paradigm. In this section, we briefly discuss some of the unique features of WSNs as

building blocks for the IoT, namely; resource constraints, network topology, applications, message

size, and traffic characteristics which are unique to the IoT concept.

2.2.1 Resource Constraints

Most of these sensor nodes are faced with several challenges, including limited computational capability,

limited memory space, energy and low communication bandwidth which generally affect the efficiency

of the projected IoT paradigm. However, it is paramount that specific applications of layer protocols

which will enable typical machine-to-machine applications are considered for resource-constrained

environments.

2.2.2 Network Topology

These smart sensor nodes do have characteristics of unique network topology which are generally

arranged in a multi-hop star-tree form, most explicitly in a flat or hierarchical network form. The sink

node collects data and relays information to external networks at the root of the tree. The dynamic

nature of this topology is due to the condition of time-varying link and that of the node variation.

2.2.3 Diverse Application

Smart sensors can support diverse applications ranging from shipping environments, smart-homes and

smart-cities, intelligent power systems, agricultural monitoring environments, security surveillance,

traffic control and industrial control and tactile Internet etc. Depending on the nature of the applications

to be deployed, which require higher availability, higher reliability, safety and lower latency to guarantee

the end-user experience, as failure in such applications would result in severe consequences [11]. Care

must be taken when considering applications to be deployed for both massive to critical IoT based on

their unique requirements.
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2.2.4 Message Size

As regards the legacy networks, smart sensor networks are characterised by small message size when

compared with the existing systems. In this context, the concept of data segmentation is not an option

in most WSNs applications.

2.2.5 Traffic Characteristics

In WSNs, the direction of traffic for smart sensor nodes can be both upstream and downstream traffic.

The upstream traffic is the primary traffic from the intelligent sensor nodes to the sink node. This

type of traffic can be generalised as a many-to-one mode of communication. However, the sink node

can also be involved in communication known as downstream traffic for specific query and control

processes.

These unique features present new challenges in the design of WSNs to meet the future IoT application

requirements of energy conservation, reliability, extended coverage, and quality of service (QoS)

provision as depicted in Figure 2.1.

2.3 FUNCTIONS OF WSN TRANSPORT PROTOCOLS

WSNs transport protocol is designed to run on top of the network layer. These protocols enable and

guarantee end-to-end reliability, mitigate congestion and minimise the loss of packets and enable

adequate allocation of bandwidth in terms of fairness, etc. With the resource-constrained nature of

these nodes and wireless network or connection, congestion remains a significant problem in WSNs.

Congestion arises when the traffic load on the IoT network reaches the network capacity, and this

may lead to packet loss. Therefore, WSNs transport protocols must be able to cope with or handle the

problem of congestion and packet loss. However, the traditional transport protocols which are currently

in use for the Internet (i.e., user datagram protocol (UDP) and transmission control protocol (TCP)

are not easily implemented for WSNs constrained environments [18–20]. For instance, research has

shown that UDP does not support the delivery of reliable communication which is necessary for many

sensor applications, nor does it provide flow and congestion control which results in loss of packets

and wastage of energy.
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On the other hand, TCP has its drawbacks with a high overhead which might not be justifiable for most

event-driven applications in sensor networks. Therefore, the need for an application layer protocol to

implement a congestion control scheme by itself is of great importance. The rest of this section briefly

describes some of the performance metrics and the need for WSNs transport protocols.

2.4 WSNS PERFORMANCE METRICS

Sensor nodes constitute the main building blocks in realising the IoT vision through the integration of

various enabling telecommunication technologies to provide connectivity solutions for machine-type

communications (MTC). Therefore, WSNs transport protocols must ensure the provision of end-to-

end reliability and end-to-end QoS in an energy-efficient manner. To evaluate the performance of

WSNs transport protocols, specific metrics such as reliability, fairness, packet-loss ratio, latency, and

energy efficiency must be carefully considered to meet the demand of the IoT for an efficient QoS

provisioning.

2.4.1 Reliability

According to the authors [21] in WSNs, reliability can be categorized into packet reliability and event

reliability. In packet reliability, the applications consider loss-sensitivity and therefore require that all

packets are successfully transmitted or meet a specification of successful transmission. On the other

hand, event reliability involves applications which demand only successful event detection and not

the successful transmission of all packets. Therefore, in application deployment, reliability should be

taken into consideration to guarantee provision of efficient quality of service.

2.4.2 Energy Efficiency

Considering the resource-constrained nature of the sensor nodes, the transport protocol to be used

must be able to maintain high energy efficiency for effective utilisation of the system lifetime. Most of

the packet loss in WSNs occurs as a result of bit error rate and congestion, which affect the system’s

efficiency. Loss-sensitive applications require the lost packets to be retransmitted, which consumes the

battery power of these sensor nodes. Therefore, the number of packet retransmissions, the overhead

associated with control messages must be considered carefully for an efficient energy system.
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2.4.3 Quality of Service

For efficient system utilisation, it is paramount to take into consideration specific metrics such as

packet loss ratio, and bandwidth and latency or delay. These metrics for WSNs can be determined

based on the application demand. For instance, specific applications demand high-speed bandwidth for

continuous transmission of high-speed data streams when compared to event-based applications. In a

delay-sensitive applications, such as the tactile Internet, WSNs must deliver such data within a time

frame to provide efficient quality of service.

2.4.4 Fairness in Resource Allocation

Sensor nodes are generally scattered over a geographical location. With the many-to-one commu-

nication mode of upstream traffic, data transmission becomes more difficult, specifically for sensor

nodes which are at a distance away from the sink node. Therefore, transport protocols must ensure an

equitable allocation of bandwidth amongst all sensor nodes as this will enable the sink node to receive

a fair amount of data from all the connected sensor nodes.

2.5 OVERVIEW OF INTERNET OF THINGS APPLICATION REQUIREMENTS

The current demand for machine-type communications (MTC) applications such as smart buildings

and surveillance [22], smart cities [23], smart grid-monitoring systems [24–29], remote maintenance

[30–32], and smart water systems [33] etc., has brought about massive connected devices which

pose a major research issue in terms of capacity for currently deployed and future communication

networks [34]. In developing applications to implement MTC technologies, there are considerations

that need to be taken into account to ensure that each aspect is carefully examined, such as application

development protocols, suitability of network connection and available middleware frameworks.

Furthermore, the IoT devices are resource-constrained and characterised by low capabilities in terms

of both computation and energy capacity. Considering the heterogeneous nature of the IoT resource-

constrained devices and use cases for MTC, there are several requirements that need to be addressed.

One of the basic and most fundamental issues for the IoT applications is the support for low-power

operations, because most IoT devices are battery-powered sensor nodes which could either be installed

on bridges or in basements (for indoor applications for instance) in inaccessible regions [35], and
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replacing or recharging the batteries of such devices is not feasible. Consequently, such IoT devices

are expected to be functional and reliable for a specific number of years. Besides the issue of energy

efficiency as a requirement, inter-operability is a major issue for MTC applications because these

devices are manufactured by different vendors which lack of standardisation and this makes interaction

between heterogeneous devices a challenge. The IoT devices may communicate and disseminate data in

various formats, use different application protocols and interfaces for implementation, which presents

a challenge for heterogeneous devices to achieve MTC applications. Security and privacy are also very

important requirements to be considered for the IoT because of the inherent heterogeneity of Internet-

connected smart objects and the ability to ensure that sensitive information which is transmitted and

physical objects connected through the communication medium are properly monitored and controlled.

This section presents some of the emerging applications and design requirements for the IoT.

2.5.1 Emerging IoT Applications

Given recent advances in ubiquitous computing, there is currently a myriad diverse IoT applications for

many different environments that are expected to enhance and improve the quality of everyday life for

the end-user community. The variety of these applications dictates that there should be no one-fits-all

solution, as each of these applications has different characteristics, and they can be broadly categorized

into a number of different fields, since they also have different latency and data rate requirements.

Some of these applications are discussed below, with focus on the differences in requirements between

application domains.

2.5.1.1 Smart Home

The smart home [36] is a home where devices are connected to the Internet and can make decisions

autonomously, based on information originating from sensors, thereby contributing to and improving

the personal lifestyle of end-users which makes it easier to monitor and control home appliances and

systems. Smart homes are expected to communicate regularly with their environments (internal and

external) [26]. The internal environment can be considered as all Internet-connected smart devices and

home appliances. On the other hand,the external environment refers to entities that are not in control

of the smart home such as smart grid entities. An example is an automatic lighting system that senses

the presence of a human being and switches on the lights in a specific area of a house accordingly.
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This also includes smart appliances which can optimize their energy consumption based on clever

scheduling mechanisms and can be remotely switched ON or OFF over the Internet. From an IoT

perspective, smart home is one of the main application domains and there are various applications

that have been proposed [37]. ZigBee, based on IEEE 802.15.4, is perhaps the most popular standard

used in the smart home domain. Proprietary solutions such as Z-Wave [38] are also used but are not as

popular.

2.5.1.2 Intelligent Transportation System

Intelligent transportation systems (ITS) are used to ensure that the transportation network is efficiently

monitored and controlled [39, 40]. ITS is designed to make use of the following network components,

including vehicle subsystems (which are global position system (GPS), radio frequency identification

(RFID) reader, onboard unit (OBU), and communication), ITS monitoring unit, station subsystems

(such as road-side equipment) and security subsystems to ensure that system reliability, availability,

efficiency and safety of the transportation network are guaranteed. Recent research has shown the on-

going potential development in autonomous cars (i.e. self-driving cars). Google is a major pioneer in

this project. Google in its recent announcements, introduced their prototype vehicles which drove some

miles [41] and other autonomous car projects are in development from Audi (Piloted Driving), Ford

(Automated Fusion Hybrid), and Mercedes-Benz (Mercedes-Benz Intelligent Drive), etc. Regulatory

bodies are currently working on developments that will enable vehicle-to-vehicle communications in

new automobiles for future IoT use cases.

2.5.1.3 Smart City

There is an extensive number of applications (ubiquitous services) that are envisaged to improve and

enhance the quality of life and the lifestyle of city residents by gathering information that is relevant to

their needs [42, 43]. This will enable smart technologies to be interconnected in order to ensure that

basic services required by residents are provided, including (transportation, health, homes and buildings

etc.,) which fall under this category, with the most popular being environmental monitoring, smart

grid, traffic congestion (which includes vehicle-to-vehicle communication) and waste management

systems, amongst other applications [44]. Similar to smart homes, the communication devices in

these applications are meant for low-power operation but can also be spread out over very large
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areas and require much longer communication ranges than devices in smart homes. Typically, the

communications requirements can be considered similar to the smart home case. Meter reading for

electricity or water usage [45], for instance, requires much less frequent updates than other applications.

LoRa is prominent in smart city applications due to the long ranges it can readily provide.

2.5.1.4 Smart Healthcare

The IoT is expected to impact and influence the medical and healthcare systems strongly. Recent

developments in the wearables arena have opened up opportunities for connected healthcare, where

advanced sensor devices are attached to patients to collect medical data and vital signs (including

blood pressure, body temperature, cholesterol level, heart rate etc.,) from a patient to enable diagnosis

of conditions [46], track progress and indicate anomalies direct to the healthcare provider, without

significant human involvement. This simplifies the process of collecting patient data and providing

a vast quantity of data that can be used to advance scientific studies on cures for diseases, diagnosis,

etc. [47], where low-power wearables equipped with sensors serve as data-sourcing platforms for

doctors and service providers. For instance, Masimo Radical-7 is a special device that can be used

remotely to monitor the patient‘s current health status and report anomalies direct to the clinical

staff [48]. In recent research, IBM introduced RFID technology at the Ohio Health‘s hospital to be

used for tracking hand washing after patients have been diagnosed [49, 50]. This will definitely reduce

the high rate of infections that causes a high rate of death of patients.

2.5.1.5 Industrial Application

Unlike the smart city and smart home counterparts, data reliability in the Industrial Internet of Things

(IIoT) (especially in-process monitoring and control) has to be high [51]. For wireless communication in

industrial environments, data is usually deterministic as it has strict time constraints, and is characterised

by low latency and jitter for applications like motion control for instance [52]. For monitoring and

supervision such as vibration or temperature sensing, delays in the second scale are acceptable, but

for closed-loop control, latency in the millisecond scale (10-500) ms is required [52]. Therefore, the

medium access control (MAC) layer in industrial wireless networks usually makes use of Time Division

Multiple Access (TDMA) so that medium access by sensor nodes is deterministic. Two of the major

issues that have inhibited the vision of IIoT from being realised include the inability of low-power
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wireless networks to fulfil the requirements of high reliability and low energy consumption, and the

the fact that IP protocol stack for end-to-end communications has not adapted to the requirements of

constrained leaf devices [53]. Moreover, unlike the other application domains previously mentioned,

the industrial domain is notorious for proprietary solutions that limit inter-operability, whereas the

other application domains are usually more open and use standardized protocols more extensively.

Nevertheless, ISA100.11a and Wireless-HART are standards based on IEEE 802.15.4 which have

been specifically designed for industrial applications and can be connected to an Internet Protocol (IP)

network.

It is evident from the descriptions above that the requirements for these applications are different,

therefore a standard that supports them has to cater for this diversity. Table 2.1 highlights and

summarizes the differences in requirements for these applications. Although, as highlighted above,

IoT comprises a diverse set of applications with varying requirements, on the one hand, there are

delay-tolerant applications but there are also applications such as closed-loop control which requires

low latency and high reliability. With latencies in the region of 1 to 10 ms, this results in an ecosystem

with heterogeneous devices and technologies. Also, irrespective of what the data rate or latency is,

different applications require different reporting intervals. For industrial applications or alarms in

homes, the update interval might be much higher (i.e. every couple of seconds) than for application

domains such as smart cities, where only daily updates might be needed.

2.5.2 Internet of Things Design Requirements

In order to ensure that the cellular LPWA technologies are able to provide an efficient connectivity

solution for the different use cases from both Massive IoT to Critical IoT, this section presents some

of the key requirements to take into account when considering massive deployment of these services,

including low deployment cost, long battery life, low device cost, extended coverage area, support for

massive number of connected devices (scalability) and security and privacy. The key requirements for

the various use cases are shown in Figure 2.1.
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Table 2.1. Overview of typical characteristics/requirements of IoT application, taken from [11], ©

2017 IEEE.

Application scheme Application domain
Tolerable

delay

Update

frequency
Data rate

Structural health [54, 55] Smart city 30 min 10 min Low

Waste management [54, 55] Smart city 30 min 1 hour Low

Video surveillance [56] Smart city s Real Time High

Air quality monitoring [54, 55] Smart home 5 min 30 min Low

Monitoring and supervision [52] Industrial s or ms s Low

Closed-loop control [52] Industrial ms ms Low

Interlocking and control [52] Industrial ms ms Low

Patient‘s health delivery and

monitoring [56]
Healthcare Low (s)

1 Report per

hour/day
High

Real-time emergency response

and remote diagnostics [56]
Healthcare Low (s)

Requires Ad

hoc emergency

response

High

Real-time management and

accuracy of information across

supply chain [56]

ITS Low (s)
1 Report per

hour/day
High

2.5.2.1 Low Device Cost

IoT connectivity is expected to serve very low average revenue per user (ARPU) which is a reduction

in revenue generation when compared to mobile broadband subscriptions. This implies that a reduction

in the device complexity will at the same time be a key enabler for massive-volume, mass-market

applications, which will, therefore, enable most of the IoT use cases. Considering cellular LPWA

solutions for business perspective, it is expected that the total cost of production of devices shown,

including that of ownership, should be extremely low to promote the massive deployment of IoT use

cases.

The summary shown in Table 2.1 presents a diverse class of use cases with a wide range of requirements

in regard to tolerable delay, data throughput, and update frequency.
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2.5.2.2 Low Deployment Cost

To achieve Massive IoT applications, the entire network of IoT connectivity, including both the Capital

expenditure (CAPEX) and the annual Operational expenditure (OPEX), should be kept at a minimum

cost. This can be achieved by using software upgrades on existing cellular networks to deploy an

LPWA IoT connectivity solution which will reduce the entire cost of new hardware and site planning,

thereby maintaining both CAPEX and OPEX to the best minimum in order to deploy massive IoT use

cases.

2.5.2.3 Long Battery Life

Energy efficiency is perhaps the most important aspect of IoT, especially because most IoT devices are

battery powered and are expected to be operational for a very long time without human intervention. For

instance, let us imagine a scenario where a fire alarm system sends data direct to the fire management

department. The time interval for changing batteries for such a smart connected device is a major

cost factor to be considered. Previous research has shown that most energy expended in IoT devices

is for communication [57]. Energy efficiency has to be considered in the design of both hardware

and software. There are several medium access control (MAC) protocols that support duty cycling,

allowing the radio to be put to sleep (i.e.in low-power mode) for periods when it is not expecting to

receive data, therefore extending battery life. Energy management techniques also play an important

role in low-power operation through the use of lightweight protocols and scheduling optimisation, for

instance [58] as well as energy harvesting, where IoT devices have the capability of harvesting ambient

energy from various sources. Moreover, this would also allow the connectivity of new smart device

applications that are not currently deployed and a minimum of 10 years battery life span of operation

will also be achieved for daily connectivity of these devices.

2.5.2.4 Extended Coverage

Extended coverage is a major design requirement for massive IoT connectivity when applications are

considered such as smart metering with very low coverage installed in basements, and other indoor

applications such as elevators. The end goal is to ensure that deeper indoor coverage is provided as an

equivalent of a signal penetrating a wall or floor, which would at the same time increase the indoor
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coverage to support the massive deployment of the IoT use cases. A promising technique for an IoT

connectivity link budget for coverage enhancement is being targeted to increase the existing maximum

coupling loss (MCL) between the device or user equipment and the base station to a maximum of 164

dB.

2.5.2.5 Support for Massive Number of Devices

It has been envisaged that by 2025, the number of connected heterogeneous smart devices will reach

seven billion for cellular IoT technologies. This shows that IoT connectivity will grow faster than

legacy mobile broadband connections. This is a clear indication that some cell stations will have more

densely connected devices. Therefore, it is hoped that the LPWA IoT connectivity solutions will be

able to handle most of these connected smart devices simultaneously.

2.5.2.6 Security and Privacy

Several aspects of security and privacy are major design requirements to be considered in the IoT

applications. The mobile IoT user‘s real identity should be well protected from the public but should

be traceable by authorities if the need arises and location privacy is of critical importance as this can

reveal the physical location of the IoT device. Additionally, forward and backward security should be

supported for effective deployment of the IoT use cases [59].

2.6 EXISTING INTERNET OF THINGS COMMUNICATION TECHNOLOGY

Although there is still no unified solution for the IoT at this point, there have been several different

communication technologies that have been proposed and are currently in operation, having been

deployed in a number of devices worldwide. Both fixed and short-range communication standards

will be utilised for most connections to achieve both massive IoT and critical IoT connectivity through

either traditional cellular IoT or Low-Power Wide-Area Networks (LPWAN). LPWA technologies are

suitable for the IoT applications because of their unique features which include wide-area coverage,

high energy efficiency, channel bandwidth, data rate, and low power consumption. This technology

is a representation of the various technologies which are currently being used in connecting both

sensors and controllers to the Internet without the intervention of existing traditional Wi-Fi or cellular
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Figure 2.1. IoT design requirements for enabling application scenarios, taken from [11], © 2017 IEEE.

networks. Among these promising technologies are SigFox, Ingenu RPMA, and LoRa. Current

and future demand for connectivity to the Internet of Things has motivated cellular technology to

introduce their IoT device connectivity landscape solutions such as LTE Cat-M1 (also known as

eMTC), EC-GSM-IoT, and NB-IoT (also called LTE Cat-NB1) that will enhance and enable future IoT

use cases. LPWA networks are currently being deployed for IoT applications, including smart cities,

building management systems, asset monitoring, smart agriculture etc. This section briefly discusses

the main features of currently prominent technologies for the IoT and categorizes them into long-range

networks, short-range networks and cellular-based technology.

2.6.1 Long-Range Networks

Low-power wide area (LPWA) technologies are among the promising technologies to provide low-

power and long-range connectivity solutions for the IoT applications. This section discusses some of

the popular LPWAN to support long-range MTC such as SigFox, LoRa, Ingenu RPMA, Weightless,

and DASH7 which are relevant to achieve MTC use cases for the IoT.
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Figure 2.2. Architecture of a LoRa network, taken from [11], © 2017 IEEE.

2.6.1.1 LoRa

LoRa is a physical layer protocol [60] that has emerged as a promising technology for low-cost,

low-power and long-range communication. LoRa wireless technology is based on LoRaWAN, a

media access control (MAC) layer protocol based on ALOHA [61] for wide coverage area network.

LoRa networks are based on a star-to-star network topology where each node (i.e. end device) has

a direct single-hop connection to a LoRa gateway. The LoRa architecture consists of end devices

(nodes), server, a gateway and a remote terminal as depicted in Figure 2.2. LoRa‘s unique modulation

scheme uses a proprietary Chirp Spread Spectrum (CSS) with different bandwidths 7.8 kHz, 10.4

kHz, 15.6 kHz, 31.2 kHz, 41.7 kHz, 62.5 kHz, 125 kHz, 250 kHz, and 500 kHz [62], and provides

bi-directional communication. To mitigate the effect of interference, LoRa uses a Frequency-Hopping

Spread Spectrum (FHSS) which enables access to available channels. It has been shown that long

communication ranges (15 km+) are achievable in urban environments (i.e. with no clear line-of-

sight) [63]. LoRaWAN is based on LoRa and adds a network layer to handle network congestion

between connected end-devices (i.e. nodes) and central nodes. It uses the 868 and 915 MHz bands

for communication at a maximum data rate of 50 kbps, which is sufficient for most IoT applications.

LoRa is aimed specifically at IoT applications. Possible data rates with LoRa are dependent on channel

bandwidth and spreading factor, where the ALOHA medium access scheme enables multiple devices

to communicate by using different spreading factors.
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2.6.1.2 SigFox

SigFox [64] low-power wide-area network technology offers a complete end-to-end connectivity

solution which is based on their patented technologies by using ultra-narrowband (UNB). Since M2M

communications requires a small amount of data to be transferred efficiently on a low bandwidth,

SigFox suits such type of communication. This technology is deployed by using proprietary base

stations which are configured with cognitive software-defined radios by connecting them to backend

servers utilising IP-based network infrastructure. SigFox end devices connect to the network base

stations by using a unique modulation scheme called Binary Phase Shift keying (BPSK) [65] in an

ultra-narrowband of 100 Hz Sub-GHz Industrial, Scientific and Medical (ISM) band carrier. With

UNB, SigFox technology provides higher sensitivity, ultra-low power consumption and long ranges by

efficiently utilising its bandwidth at the expense of limited data rates, which is adequate for IoT since

most applications do not require high throughputs. SigFox networks use the unlicensed ISM band and

as such its frequency of operation varies accordingly between 868 MHz and 915 MHz and enables

wide coverage using line-of-sight communication. For instance, in rural areas, a range up to 30-50 km

and beyond can be achieved through frequency hopping, but this range is reduced to 3-10 km in urban

locations owing to the presence of obstacles.

The SigFox network supports up to 12 bytes of packet size for each message by using typical modulation

including Gaussian Frequency-Shift Keying (GFSK) for downlink and Differential Binary Phase Shift

Keying (DBPSK) for uplink transmission respectively. Uplink messages are restricted/limited to 140

12-bytes messages per day which conform to the regional regulations which allow no use of license-free

spectrum [66], while allowing 4 8-bytes of messages per day for downlink transmission from the base

stations to end connected devices. However, ultra-narrowband signals are susceptible to any aggressive

bursts exceeding the duration of a bit (i.e. 10 ms), causing devices in a SigFox network to retransmit

frames a number of times [67]. This in turn increases the traffic load.

2.6.1.3 INGENU-RPMA

Unlike other LPWA technologies, previously mentioned, that use the 2.4 GHz ISM band for commu-

nication, Ingenu-RPMA is a proprietary LPWA technology with more flexible regulations for the use

of spectrum across different regions [68], [66]. This means that higher throughput and more capacity
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can be achieved when compared to other technologies which are also operating in SUB-GHz band. At

the core of the wireless technology, Ingenu uses Random Phase Multiple Access (RPMA) [69] Direct

Sequence Spread Spectrum (DSSS), which is used for uplink communication, and allows multiple

transmitters to share a single time slot as a variation to Code Division Multiple Access (CDMA). This

is achieved by adding a random offset delay to each transmitter within the time slot, consequently

reducing overlapping between transmitters [70], and thereby increasing the signal-to-interference

ratio for each individual link. Ingenu also provides bi-directional communication. For downlink

communication, signals are continuously being spread by base stations to individually connected end

devices and such signals are broadcast by using CDMA. Ingenu RPMA is capable of achieving up to

-142 dBm receiver sensitivity and a link budget of 168 dB [68]. This technology is made compliant to

legacy IEEE 802.15.4k specifications.

2.6.1.4 DASH7

DASH7 is a long-range low-power wireless technology that operates in the 433 MHz ISM band and is

an extension of active RFID based on the ISO/IEC 18000 standard [71], where communication can

take place direct between devices and they can be used for non-RFID applications. DASH7 employs

narrow-band modulation by using two-level GFSK in SUB-GHz bands. This technology is aimed

at low-rate applications of a bursty nature, and offers data rates up to 167 kbps. It also supports

multi-hopping, albeit limited to 2 hops by default, but it can be extended to more hops. Ranges up to 2

km are possible with DASH7 [72].

2.6.1.5 WEIGHTLESS

Weightless is a new wireless technology which was introduced by the Weightless Special Interest

Group (SIP) [73] with three open LPWA standards known as Weightless-W, Weightless-N, and

Weightless-P, which operate in both licence-free and licensed spectrum for different ranges and low

power consumption. This technology uses cognitive radio and TV white-spaces which enable devices

to utilise these bands as opportunistic users without causing interference to the primary user devices as

licensed owners. Figure 2.3 depicts the architecture of a Weightless Network.
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Figure 2.3. Architecture of a Weightless network provider, taken from [11], © 2017 IEEE.

• WEIGHTLESS-N: This is an UNB standard which supports only one-way communication (i.e.

from end devices to the base station) by using a DBPSK modulation scheme. It exploits TV

white-space (SUB-1GHz) in the region of 470 to 790 MHz.

• WEIGHTLESS-W: This standard supports different modulation schemes such as Differential-

BPSK and 16-Quadrature Amplitude Modulation (16-QAM) with a data rate up to 10 mbps which

depends on the link budget. In order to improve energy consumption, end devices are enabled to

transmit at a lower power level to the base stations in a narrow band.

• WEIGHTLESS-P: This standard, on the other hand, uses GMSK and QPSK modulation and

achieves data rates of 100 kbps using narrow channels (12.5 kHz). The main drawback of Weightless-

N is the fact that it supports one-way communication, therefore it limits the number of IoT applica-

tions for which it can be used. However, the fact that bidirectional communication is not supported

extends the battery life for several years more than both Weightless-P and Weightless-W.

2.6.2 Short-Range Networks

This subsection presents some legacy short-range wireless network technologies currently being used

to support short-range M2M communication applications, including Bluetooth, ZigBee and low-power

Wi-Fi. These technologies are viable and best-fit for consumer use cases of the IoT, but may not be
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able to support civic, industrial and other related IoT applications for which the demands are beyond

the capacity of their features.

2.6.2.1 Bluetooth

Bluetooth was designed based on the IEEE‘s 802.15.1 wireless personal area communication standard

to be used for short-range ad hoc communication (i.e. Master and Slave configuration) between devices

operating in the 2.4 GHz ISM bands with achievable data rates in the low mbps. Bluetooth technical

specifications and developments are currently being managed by Bluetooth Special Interest Group

(SIG) [74]. Bluetooth Low Energy (BLE), which is also called Bluetooth 4.0, was introduced to

improve energy consumption. The most recent amendment to the standard uses 40 channels with

a width of 2 MHz channel spacing. The modulation scheme used is Gaussian Frequency Shift Key

(GFSK) modulation. To make it more robust against interference, and multi-path fading [75], Bluetooth

uses a frequency-hopping spread-spectrum (FHSS) scheme where the signal switches carriers over a

pre-determined pattern of channels [75].

Although, Bluetooth was originally intended as a replacement for wires in mobile devices, it has evolved

to be used in many different applications. However, one of the drawbacks is the restriction of only

one-on-one communication between only two devices at a time. The Bluetooth Smart Mesh working

group was proposed by the Bluetooth Special Interest Group in order to define and standardize a new

architecture for mesh networking for Bluetooth Low Energy which will enhance the communication

coverage and enable deployments of Bluetooth Low Energy for IoT. Bluetooth Low Energy is envisaged

as a connectivity solution for short-range communication in the IoT applications, including smart

energy, healthcare, and smart home applications [76].

2.6.2.2 IEEE 802.15.4 and ZigBee

This standard is currently the de facto standard for low-rate wireless personal area networks (LR-

WPAN). Three different frequency bands can be used with IEEE 802.15.4: 868 MHz, 914 MHz and

2.4 GHz supporting 1, 10 and 16 channels, respectively, each with a 2 MHz bandwidth. The maximum

supported data rate is 250 kbps [77]. Direct Sequence Spread Spectrum (DSSS) is used as a modulation

scheme for IEEE 802.15.4. This standard only defines physical (PHY) and data link layers (DLL).
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ZigBee uses the PHY and DLL as defined by IEEE 802.15.4, and builds on it by adding a network

layer. A drawback of the original version of IEEE 802.15.4 is the fact that a single static channel

is used for communication when the network is established, which is susceptible to interference. It

uses Carrier sense multiple access with collision avoidance (CMSA/CA) for channel access. This is

particularly important from the IoT perspective, given that a massive number of connected devices

might attempt to communicate concurrently. More recent amendments (i.e. 802.15.4e) of the standard

have incorporated frequency diversity to counter the impact of interference. The main differences

between ZigBee and LoRa are the communication ranges and topology options, as the latter supports

star, mesh and cluster tree topologies [78]. Figure 2.4 shows the different topologies - star, peer-to-peer

and cluster tree - of a ZigBee network.

Figure 2.4. ZigBee mesh network, taken from [11], © 2017 IEEE.

2.6.2.3 Wi-Fi

The early version of Wi-Fi was proposed by the IEEE for local area wireless communication which

was released without considering the application of modern IoT connectivity. This technology was

intentionally designed for high bandwidth communication between devices which are located within

a short range with the basic aim of providing high throughput connectivity. This technology is also

called wireless local area network (WLAN) and belongs to the IEEE 802.11 standard series [79]. In

order to provide Internet connectivity through wireless network access points, the network operates
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within the 5 GHz and 2.4 GHz ISM spectrum bands. The access points operate within a coverage area

of up to 1 km, which can be increased by using multiple overlapping hotspots. To improve the network

performance and throughput while considering dense and congested areas [80, 81] enhanced features

have been introduced into the 802.11ac release. In order to extend the Wi-Fi network applications

to meet the need and requirements of modern IoT connectivity (basically a large number of smart

connected devices, enhanced coverage area, and energy constraints), the IEEE proposed and established

low-power Wi-Fi, also called IEEE 802.11ah [82] as an amendment to the legacy standard.

This newly introduced standard aims to achieve low energy consumption down to 100‘s of milliwatts

which is suitable for IoT based devices, provides a large coverage area, and can achieve a data rate of

up to 347 Mbps. Research has shown that further enhancements are being introduced into low-power

Wi-Fi by the Wi-Fi alliance called Wi-Fi HaLow for M2M smart city [83]. Wi-Fi network can provide

M2M/IoT applications, including parking metering, autonomous lighting, smart security, smart home

thermostats, etc., [84].

Finally, considering the various attributes analysed for low-power wide-area wireless technology for

MTC use cases, it is observed that each of these technologies, given the trade-offs, is only able to

optimize certain parameters, including battery life-time, data rate, operating frequency band, possible

achievable range, scalability and channel bandwidth etc. Based on these attributes, application

developers can easily assess which alternative will be a best-fit or viable for deploying IoT use cases

for existing alternatives, which are currently available, and wireless network technologies for IoT

applications.

2.7 3GPP CELLULAR SOLUTIONS FOR THE INTERNET OF THINGS

Cellular-based technologies such as 3G, 4G and most especially the legacy Third-Generation Part-

nership Project Long-Term Evolution (3GPP LTE) networks are among the current and promising

technologies which are being considered as major landscape connectivity solutions to achieve the

modern IoT applications [85]. These promising and appealing technologies are capable of offering

wide coverage area, relatively low cost of deployment, high security, dedicated spectrum allocation

and efficient management systems. However, having been deployed for optimised broadband networks,

they are not suitable for current MTC.
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The current IoT landscape comprises different solutions of connectivity which need to be harmonized

among the various key industry players in order to ensure that the requirements of the IoT technical

key performance indicators (KPIs) are met. 3GPP in its desire to ensure that M2M applications

are efficiently supported on 4G broadband networks, including UMTS, and LTE, has been working

tremendously to make sure that M2M communications will be efficiently evolved in future and

promises 5G New Radio systems which are envisaged for massive IoT applications. 3GPP in its

current standardisation of Release-13, recently introduced three main key standards that will enable

and enhance the deployment of massive smart connected devices and services such as smart cities,

smart grid, wearable devices and connected homes. These introduced features are: EC-GSM-IoT [86],

eMTC [87] which are expected to enhance the effective communication of existing cellular-based

technologies such as the GSM [88], LTE [89] networks, and the NB-IoT [90]. It is hoped that with

these newly introduced LPWA solutions for the IoT, the connectivity profile and basic requirements

for the IoT will be achieved when compared to existing cellular networks.

These technologies were introduced in order to provide extensive coverage area, User Equipment

(UE) complexity reduction, efficient long battery lifetime, and backward compatibility with existing

cellular networks. However, the end goal of the newly emerging standards is to maximize the re-use of

legacy cellular network infrastructure which will enhance and support the massive connectivity of IoT

applications. In this section, we briefly discuss the emerging and promising technologies which are

envisaged as future technology for the Massive deployment of the IoT use cases.

2.7.1 Enhanced Machine-Type Communications

The eMTC, also called LTE Cat-M1, or Cat-M, is a promising cellular LPWA technology introduced

in the 3GPP Release-13 standardisation which intends to minimise modem complexity and cost, power

consumption, and extend coverage over existing legacy handset modems, such as category 0 user

equipment (UEs) from the Release-12 specification for MTC. This technology is an enhancement for

LTE networks to support MTC for the IoT.

Cat-M1 UE operates within a limited bandwidth of 1.08 MHz out of the available 1.4 MHz, allowing

Cat-M1 UE to use only six physical resource blocks (PRBs) out of the eight available 180 kHz LTE

physical resource blocks, which coexist in a broader, general legacy-purpose LTE system (5G Americas,
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2016). In order to mitigate the interference level, the two remaining PRBs are used as guard bands.

With the support for 1.08 MHz band (narrowband channel) for both radio frequency and baseband,

Cat-M1 devices are further reduced in complexity, cost and power over Cat-0 devices. Cat-M1 devices

are expected to achieve a maximum throughput of up to 1 Mbps in both uplink and downlink operations

for massive IoT. For common control messages, the maximum Transport Block Size (TBS) is further

reduced to 1000 bits from the 2216 bits of Cat-0 devices which is an equivalent of unicast data traffic,

allowing further processing and memory savings in Cat-M1 devices over the legacy Cat-0 UE.

The eMTC devices have been designed to support either 23 dBm or 20 dBm power classes, unlike the

MTC Cat-0 devices which were designed to support a maximum transmission power of 23 dBm, which

is approximately 200 mW for uplink (UL). The maximum transmission power of 20 dBm enable the

power amplifier (PA) to be integrated as opposed to using a dedicated power amplifier. Consequently,

this enables and supports the achievement of lower device cost.

Considering the current LTE numerology, eMTC technology can be deployed within the regular LTE

network up to 20 MHz of operation and also to co-exist with other available LTE network services.

In view of the reduced bandwidth for Cat-M1 devices, eMTC requires a new set of logical control

channels, MTC Physical Downlink Control Channel (MPDCCH) to be used to replace the existing

logical control channels such as Physical Downlink Control Channel (PDCCH), Physical Control

Format Indicator Channel (PCFICH), and Physical Hybrid Automatic Retransmission Request (ARC)

Indicator Channel (PHICH), which are no longer suitable within the new narrower bandwidth for

eMTC technology. With the deployment of the eMTC network, series of multiple narrowband regions

can be configured. That means that it is possible to configure 6 PRBs each within the LTE carrier

for narrowband Physical Downlink Shared Channel (PDSCH) and MPDCCH for data scheduling

purposes [56]. It is also important to note that eMTC is designed with an increased link budget of 15

dB with a Maximum Coupling Loss (MCL) of 155.7dB which exceeds the legacy LTE baseline of

140.7dB in order to ensure that coverage is extended for IoT devices which are deployed in remote

regions or locations.

eMTC is standardized to ensure that for Massive IoT deployment and coverage, it supports long battery

life of about 10 years with a 5 Watt-Hour battery system for effective utilisation. This technology uses

power savings management (PSM) and extended discontinuous reception (eDRX) as its power savings

mechanisms to achieve long battery life for Cat-M1 devices.

Department of Electrical, Electronic and Computer Engineering
University of Pretoria

33



CHAPTER 2 LITERATURE STUDY

2.7.2 Extended Coverage Global System for Mobile Communications for the Internet of

Things

GSM is one of the most dominant and compelling cellular technologies for the deployment of IoT

applications because of its extensive and established global and broad ecosystem. 3GPP standardisa-

tion in its Release-13 specification introduced EC-GSM-IoT as a standard-based LPWA emerging

technology which was designed for high capacity, long-range coverage, low energy and low complexity

cellular system based on enhanced General Packet Radio Service (eGPRS) for the IoT [86].

Existing GSM Networks can be upgraded by using a software application in order to ensure that

extensive coverage and accelerated time of deployment are determined through optimisation techniques

which have been deployed in EC-GSM-IoT and for efficient battery life of about 10 years for a wide

range of use cases. EC-GSM-IoT technology is standardized to ensure that its enhancements support

extended Discontinuous Reception (eDRX) which improves the power efficiency of devices, minimises

idle mode procedures and admission control in terms of QoS. With this technology, GPRS/EGPRS

Packet Switched Channels are fully enabled for multiplexing. For effective deployment of Massive

IoT applications, new logical channels which were introduced to support extended coverage in EC-

GSM-IoT technology are called EC-Channels. These include EC-Shared Channel (EC-SCH), EC-

Access Grant Channel (EC-AGCH), EC-Broadcast Control Channel (EC-BCCH), EC-Packet Data

Traffic Channel (EC-PDTCH), EC-Paging Channel (EC-PCH), and EC-Packet Associated Control

Channel (EC-PACCH). These new logical channels can be incorporated into legacy GPRS spectrum

to accommodate EC-GSM devices for IoT services. In order to reach the 20 dB extended coverage

which is required when compared to existing legacy GPRS networks, repetitions such as L2 (16

times) and L3 Hybrid Automatic Retransmission reQuest (HARQ) (4 times) are required for effective

extended coverage while considering effective utilisation of spectrum, blind repetitions and incremental

redundancy (HARQ type II) used for data traffic channels [56]. EC-GSM-IoT is designed with two

different modulation schemes which are Eight-Phase Shift Keying (8PSK) and Gaussian Minimum

Shift Keying (GMSK) for variable data rates. Figure 2.5 depicts the extended coverage for EC-GSM-

IoT technology indicating the various newly introduced logical channels.

Moreover, considering GSM as one of the most widely used wireless standard networks which has

been deployed globally, EC-GSM-IoT technology has enhanced legacy GSM networks to ensure that it
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Figure 2.5. Showing EC-GSM-IoT extended coverage, taken from [11], © 2017 IEEE.

supports the global cellular network and deployment of Massive IoT applications into the future which

requires low data rates services.

2.7.3 Narrowband-Internet of Things

The NB-IoT, also known as LTE Cat-NB1, is a new and promising cellular low-power wide-area

technology introduced in the 3GPP Release-13 specification as an evolution to LTE Cat-M1.

NB-IoT technology is expected to ease the massive deployment of the IoT by allowing an existing

operator to introduce NB-IoT within its small portion of legacy network and available spectrum.

This technology is designed to ensure that ultra-low end IoT applications, including remote sensors,

smart buildings and smart meters, are supported. LTE-Cat-NB1 (NB-IoT) is designed for optimal co-

existence performance with legacy GSM, GPRS and with LTE technologies. Cat-NB1 operates within

a minimum system bandwidth of 180 kHz for both the downlink and uplink operations, respectively.

Because of its choice of operation, it is possible for a GSM operator to replace one GSM carrier of

200 kHz with an NB-IoT application. On the other hand, an operator of the LTE network can as well

deploy NB-IoT applications into an LTE carrier by allocating one of its PRBs of 180 kHz to Cat-NB1.

The NB-IoT air interface is well optimised to ensure harmonious coexistence with LTE, which means,
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Figure 2.6. Cat-NB1 (NB-IoT) flexible deployment modes, taken from [11], © 2017 IEEE.

when an NB-IoT is deployed inside an LTE carrier, the performance of LTE or Cat-NB1 cannot be

compromised.

Therefor, NB-IoT enables flexible deployment of Massive IoT to network providers as:

• In-band, which is integrated as part of the resource regularly used for the eNB communication.

• Guard band, which makes use of the unused frequency band of 180 kHz which is between the last

PRB used and the channelization edge.

• Standalone system, which is based on a re-farmed channel (i.e. reusing GSM carrier frequencies) of

a legacy GSM/GPRS system which is operated by the service operator. Figure 2.6 shows the flexible

deployment options for NB-IoT systems when considering In-band, Guard band and Standalone

deployment options.

In order to ensure that the device complexity and cost of NB-IoT technology are limited, the peak

data rates for downlink are further reduced considering 32 kbps for in-band scenario, and 34 kbps for

standalone deployment, while the uplink peak data rates are limited to 66 kbps and 16.9 kbps for both

multi-tone and single-tone transmissions respectively [56].

Cat-NB1 technology is designed to reuse the existing LTE design structure, which includes the

numerology, Uplink Single-Carrier Frequency Division Multiple Access (SC-FDMA), downlink

Orthogonal Frequency Division Multiple Access (OFDMA), rate matching, Channel Coding, and

Interleaving, which reduces the time required to introduce a new system specification for NB-IoT [90].

The first normative phase for introducing NB-IoT in 3GPP started sometime in September 2015

with its core complete specification in June 2016. It has been expected that the commercial launch

of Cat-NB1 products and services would commence towards the end of 2016 and in the early part
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of 2017. It is forecast that IoT traffic will compound to an annual growth rate of 23 % between

2015 and 2023. Therefore, it is envisioned that the introduction of NB-IoT should have an optimal

capacity to accommodate and support such growth at the same time in the near future. Some of its key

performance indicators to support this are coverage extension, peak data rates, and high capacity to

support Massive IoT, latency, device complexity and battery lifetime. Table 2.2 presents a detailed

summary of the high-level complexity differences that have evolved between newly introduced LTE

IoT UE Categories.

In conclusion, the NB-IoT (Cat-NB1), is a pioneer technology towards building the 5G New Radio

Network which is intended to enable new use cases for the IoT. It is foreseen that NB-IoT will continue

to evolve towards meeting future 5G requirements.

In summary, having discussed the 3GPP cellular solutions for IoT aimed at fostering the next generation

of 5G new service requirements, and other non-3GPP LPWA technologies that could also be used for

deploying massive IoT use cases, a comparison analysis between the 3GPP cellular LPWA solutions

(eMTC, NB-IoT, EC-GSM-IoT) and non-cellular technologies such as SigFox, LoRa, and Ingenu

RPMA to enable connectivity solutions for MTC applications is summarized. The possibility of

deploying LPWAN anywhere around the world depends on the choice and availability of the frequency

band to be used without going through any process of modification. One major and noticeable difference

is the fact that promising LPWA cellular technologies such as eMTC, NB-IoT, and EC-GSM-IoT are

defined by the current 3GPP standardisation and operate within the licensed frequency band, including

existing LTE bands and GSM carriers, which offer a high level of security, interference-free, collision-

free and quality of service (QoS) guaranteed. LPWA cellular-based connectivity solutions will support

massive IoT applications by allocating spectrum resources needed for IoT services with an extended

coverage area and reduced complexity and cost as a result of eliminating the complex functional

radio by using single antennas and a half-duplex mode of communication. In addition, cellular-based

solutions are capable of supporting the trade-offs between network capacity and coverage for LPWAN

in terms of lower device and infrastructure costs because of its mature and global ecosystem which

supports a massive number of devices, high-throughput use cases, as well as the ability to scale down

in order to support low-performance use cases while utilising the same network infrastructure.

On the other hand, LPWA technologies, including SigFox, LoRa, and Ingenu RPMA, are proprietary-

based networks that have adopted the universal 2.4 GHz ISM band which operates in unlicensed
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Table 2.2. Complexity reduction summary for LTE IoT user equipments (UEs), taken from [11], ©

2017 IEEE.

Device category LTE-Cat-1 EC-GSM-IoT
LTE Cat-M1

(eMTC)

LTE Cat-NB1

(NB-IoT)

3GPP release 8 13 13 13

Peak data rate [56]
DL:10 Mbps; UL:5

Mbps

For DL and UL:74

kbps (GMSK), 240

kbps (8PSK)

DL:1 Mbps; UL:1

Mbps

DL:170 kbps;

UL:250 kbps

Duplex mode [56]
Supports full

duplex FDD/TDD

Supports half

duplex FDD only

Supports full

duplex FDD/TDD

Supports full

duplex FDD only

Bandwidth [56] 20 MHz 0.2 MHz

1.08 MHz (1.4

MHz carrier

bandwidth)

180 kHz (200 kHz

carrier bandwidth)

MCL [100] 140.7 dB

Support for:164 dB

(33dBm); 154 dB

(23dBm)

155.7 dB 164 dB

Rx antenna [56] Supports double Rx Supports single Rx Supports single Rx Supports single Rx

Coverage support

Complementary to

Cat-M1 and

NB-IoT

20 dB +15 dB +15 dB

Battery life Less than 10 years
Supports within

+10 years

Supports within

+10 years

Supports within

+10 years

Max transmit

power [56]
23 dBm 33 dBm or 23 dBm 20 dBm or 23 dBm 20 dBm or 23 dBm

PSM [100] PSM PSM, ext. I-DRX
PSM, ext. I-DRX,

C-DRX

PSM, ext. I-DRX,

C-DRX

Security
It supports 3GPP

(128-256bit)

It supports 3GPP

(128-256bit)

It supports 3GPP

(128-256bit)

It supports 3GPP

(128-256bit)

Spectrum
Supports licensed

LTE Bands In-band

Supports licensed

GSM bands

Supports licensed

LTE Bands In-band

Supports licensed

LTE In-band,

Guard-band and

Stand-alone
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frequency bands and are susceptible to interference from other networks using the same bandwidth. In

order to enhance and provide long-range communication, some of these technologies adopted the sub

1 GHz bands which are highly fragmented. Unlike SigFox and LoRa networks, Ingenu RPMA can

support a large-coverage network because of its receiver sensitivity of -145 dBm which is acceptable

worldwide without being restricted by the policy regulations for the 2.4 GHz band. Consequently, one

issue to be addressed is the scalability of these technologies to support massive capacity. In most of

these networks, new base-stations would have to be configured in order to scale up capacity when the

original capacity of the network has been exhausted.

Finally, the different attributes presented by LPWA technologies are enormous and there is a need

to ensure that the appropriate connectivity solution is considered when deploying IoT use cases.

Technologies, including LoRa, SigFox, and Ingenu RPMA, are already deployed in multiple markets,

while the promising cellular-based LPWA technologies such as LTE Cat-M1, NB-IoT, and EC-GSM-

IoT, are yet to be fully commercialized based on current demand. Therefore, the need for an application

layer protocol to support the various connectivity landscape solutions for application scenarios of the

IoT is very critical for efficient resource utilisation and for controlling or mitigating congestion due to

the massive number of devices that would be connected. There are various related application layer

protocols that can be used with different performance features for the IoT, including CoAP, MQTT,

AMQP, XMPP etc. For this research work, the CoAP is considered as the application layer protocol

over User Datagram Protocol (UDP) as its transport layer protocol for constrained-resource networks

to support the massive deployment of IoT applications.

2.8 INTERNET OF THINGS COMMUNICATION STANDARDS

With the ever-growing Internet-connectivity of things, different IoT communication standards are

being proposed and standardized to support and facilitate the effort of application programmers’ and

the network service providers’ for efficient QoS delivery for the various and emerging IoT-based

applications. Among these are the IETF, IEEE, EPCglobal, ETSI, and W3C. These protocols defined

by the various communication standards is a clear indication that there is no singular solution in the

deployment of IoT-based use cases. Moreover, base on the nature of the IoT use case to be deployed, it

is also critical to take note that some standards may not be needed to support such use cases.
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In the IoT, application layer protocols are responsible for orchestrating the network that is expected to

be used by resource-constrained environments. These application protocols include Message Queue

Telemetry Transport (MQTT), Extensible Messaging and Presence Protocol (XMPP), Advanced

Message Queuing Protocol (AMQP), Data Distribution Service (DSS) and CoAP. In this paper, our

work is based on the CC approaches with emphasis on CoAP in the UDP-application layer protocols

for resource-constrained environments.

2.8.1 Constrained Application Protocol

The IoT as an ubiquitous Internet Protocol (IP) technology will connect billions of devices such

as personal mobile gadgets, automation systems, cellular networks, the smart cities, smart grid,

and so on which will contribute to changing the world into a global digital system. Most of these

Things to be connected are resource-constrained devices with limited capabilities. Consequently, most

applications depend on the Web architecture to enable easy access to information and also to perform

updates, such as the hypertext transfer protocol (HTTP), as a Representational State Transfer (REST)

paradigm. The ever-growing IoT applications require the REST paradigm that would be suitable for

devices and networks in the constrained environments, unlike the HTTP. To achieve this, the IETF

Constrained RESTful Environment (CoRE) working group introduced the Constrained Application

Protocol (CoAP) [91] to meet the demand of the resource-constrained IoT environment and M2M

applications as a lightweight protocol.

CoAP is a unique approach to a Web application transfer protocol specifically designed to address

the limitations with resource-constrained nodes and memory-constrained networks. The CoAP base

specification supports the basic request methods defined in HTTP, including GET, POST, PUT,

and DELETE. CoAP operates over the UDP. But UDP being an unreliable transport protocol,

CoAP must ensure that it provides reliability and congestion control by itself for reliable message

communication. For message reliability, the CoAP makes use of confirmable (CON) message that

requires an acknowledgment (ACK) or a reset (RST) message from the destination endpoint. This

enables the CoAP to retransmit the sent packet within a timeout interval when the ACK is not received.

With the ACK message or CON message, a CoAP response can easily be carried, which on the other

hand prevents the duplication of messages based on the message ID used, and the RST message enables

the flagging of wrong parameters defined in the message. Another important message of the CoAP is a
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non-confirmable (NON) message used for messages that do not require ACK from the destination end

node. Fig. 2.7 presents CoAP protocol functionality for inter-connectivity conversion between HTTP

and CoAP.

CBS

L1L1

CBC

CoAP-Constrained Environment

RCBPC

REST Internet CloudC6 C7 C9C8 C10

C11 C12 C14C13 C15

C16 C17 C19C18 Cn

C1 C2 C4C3 C5
L2

Figure 2.7. Functionality of CoAP protocol showing the REST-CoAP proxies inter-connectivity

conversion between HTTP and CoAP. Where CBC, CBS, RCBPC, L1, and L2 represent heterogeneous

CoAP-based clients, CoAP-based server, REST-CoAP-based proxy, CoAP and HTTP communication

links respectively.

The current demand of Internet connectivity of Things motivates the cellular technology to introduce

their IoT device connectivity landscape solutions such as LTE Cat-M1 (also known as eMTC), EC-

GSM-IoT, and NB-IoT (also called LTE Cat-NB1) that will enhance and enable future IoT use cases.

LPWA networks are currently being deployed for the IoT applications, including smart cities, building

management systems, asset monitoring, smart agriculture, etc. The Constrained RESTful Environments

(CoRE) provides a framework architecture for applications in the constrained IP networks in the IoT

base on the progress of Web technology and promises of the REST paradigm. These networks are

made up of resource-constrained devices, based on their unique function capability . Accordingly, RFC

7228 defines three classes of terminology for constrained devices [92]. This section briefly discusses

the main features of the class-N devices.

• Class 0 devices are constrained explicitly in terms of memory and processing capabilities; this,

however, affects their ability to communicate smoothly over the Internet or IP-based IT systems in

a secure manner due to limited resources. Class 0 devices can communicate over the Internet by

using application-level devices to act as servers, proxies, or gateways for protocol translation. These

devices are very resource-constrained sensor-like Tmote Sky, used for management purposes, such
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as basic health indication systems, and keep-alive signals. The characteristic features of this platform

in terms of program flash, memory, are minimal and affect their essential capability functions.

• Class 1 devices remain one of the promising resource-constrained nodes that can easily connect

over the Internet because of their security mechanisms. These devices make use of protocol stack

for constrained nodes such as CoAP over UDP and communicate with the network without the use

of any such application-level gateway. These devices cannot employ full protocol stack such as the

HTTP over Transport Layer Security (TLS) because of their limited capability and processing power.

Moreover, they require a lightweight protocol with low memory and computational overhead.

• Class 2 devices are some of the most efficient resource-constrained devices that are capable of

supporting most protocol stacks as used on smartphones, notebooks, and/or servers. Furthermore,

these devices can benefit from lightweight and energy-efficient protocols for efficient resource

utilisation to applications. Class 1 devices most often use IEEE 802.15.4 or BLE as low-power

communications technology. The use of recommended protocol stacks which are defined explicitly

for constrained devices on Class 2 devices will help minimise the cost of development and improve

the inter-operability among connected-node networks.

In summary, the various classes of devices defined by the RFC 7228 are distinct and these devices, based

on their capability functions, can be used for different application layers. However, the constraints of

M2M solutions and the overheads of HTTP over TCP make them unsuitable for use in such resource-

constrained environments, hence, the need for RESTful protocol that is more compactible, with less

overhead, easily implemented over lossy communications links, to provide unique features that will

enable typical M2M applications.

2.8.2 CoAP Fundamental Features

The RESTful environment motivates the IETF working group to propose and implement CoAP as

a Web protocol [93]. CoAP is a client/server interaction model that operates between application-

constrained end nodes based on UDP. The performance of UDP in terms of less overhead need,

utilisation of smaller header, and enabling connectionless setup gives an edge for use in CoAP over

TCP in low-power wireless communication with lossy links [94–96]. Also, in most applications, the

need for an efficient QoS is critical as compared to that offered by UDP. To this end, CoAP introduces

a thin-control layer for efficient resource utilisation, as shown in Figure 3.1; the request-response
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communication model represents the RESTful interaction, and the message sub-layer represents

duplication and optional retransmissions. Briefly, this subsection further discusses these unique CoAP

protocol features that are of great importance in resource-constrained environments.

2.8.2.1 Message Format

Since CoAP is a binary-encoded model, it is a protocol system that enables message compatibility

with low complexity for micro-controller-based systems. The message format for CoAP is a four-byte

base header system, followed by a variable-length token, multiple header options, with a payload to

enable the CoAP message format citeshelby2014 as shown in Fig. 2.8.

Payload (if any)

Options (if any)

Token (if any, TKL bytes)

Ver Type TKL Code Message ID

0 1 2 3 4 5 6  7 8 16 31

Figure 2.8. CoAP Message Format showing the different fields in the header.

2.8.2.2 Messaging Sub-layer

The messaging sub-layer allows for multiple detection and also serves as an option for reliable message

transmission. The reliable transmission of messages in CoAP is based on the simple stop-and-wait

mechanism to enable retransmission with truncated binary exponential backoff. For this process to be

activated, the sub-layer makes use of 16-bit message identifiers (MIDs) along with unique message

types, including Confirmable (CON), Non-confirmable (NON), Acknowledgment (ACK), and Reset

(RST).
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2.8.2.3 Confirmable (CON)

CoAP uses the CON message type for reliable message transmission. The sender node keeps re-

transmitting the CON message until the receiver node confirms and acknowledges the message or

considers it as timeout at the expiry of the message. CoAP implements a random initial retransmission

timeout (RTO)tini using basic protocol timeout parameters such as T0 = 2 s and Crand = 1.5 to define

the interval bounds in Equation 2.1 [97] which helps to prevent the effect of node synchronization.

For each retransmission, CoAP doubles the current timeout until the retransmission counter is said

to reach its maximum limits of Rmax = 4. In reliable CoAP transmission, a CON message must be

acknowledged with an ACK to indicate successful delivery, otherwise the CON messages will have to

be retransmitted a maximum of four times to report loss of the CON or its corresponding ACK. To

enable this process of retransmission, the initial retransmission timeout of [2, 3 s] is multiplied after

each retransmission event.

T0 ≤ tini ≤ T0 ·Crand

2s≤ tini ≤ 3s
(2.1)

2.8.2.4 Acknowledgment (ACK)

ACK messages are used for reliable message transmission to acknowledge the presence of a specific

CON request based on the same MID for unique correlation. An Acknowledgement message cannot

be used to signify successful or failed transmission of any request that has been encapsulated in the

confirmable message on its own. Also, a piggybacked response may be carried along with the acknow-

ledgement message. Generally, a piggybacked response is rightly added to a CoAP acknowledgement

(ACK) message sent out to acknowledge the receipt of the Request for this Response.

2.8.2.5 Non-confirmable (NON)

Specific applications do not require reliability or acknowledgement for messages sent. Messages that

are retransmitted often for application requirements such as readings are repeated regularly from a
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sensor. For such messages that are routinely triggered, a Non-confirmable (NON) message is used as

best-effort delivery.

2.8.2.6 Reset (RST)

RST messages represent feedback to CON and NON messages to indicate the presence of message-

processing errors as a result of abnormal context on the receiving node. This unusual missing context

can occur during rebooting of nodes and therefore they cannot identify the actual message or are unable

to acknowledge the message. RST is often used to indicate failure and to reset the message. Also,

this can be ignored for received NON messages since most of these messages can be dropped quickly

without further notification.

2.8.2.7 Request-Response Sub-layer

The request-response sub-layer is based on RESTful architecture [93]. The CoAP protocol is similar

to the HTTP 1.1 [98], but with some unique features, since it is designed more specifically for the

constrained environments and to support the M2M applications. The code field can be either a method

or a status code. The method code turns the message into a request, while the status code changes

the message into a response. To communicate with resources, CoAP defines four different RESTful

syntaxes such as GET, PUT, POST, and DELETE. These RESTful verbs do have similar semantics to

those of their counterpart HTTP, which facilitate a stateless and transparent mapping. Moreover, these

response codes are based on HTTP 1.1, with some unique features to make the codes more suitable

generally for M2M communication. CoAP methods and response codes are currently defined by RFC

7252 [91].

The empty token can then be utilised to minimise the size of messages. Also, it is worth mentioning

that the token is independent of the MID, as this can only be used at the messaging sub-layer. In most

cases, an ACK used to confirm a CON request can be used to piggyback the response as represented in

Figure 2.9. The server defines different MID for separate responses which are either carried in a CON

or NON message that cannot be used for response correlation. Table 2.3 presents a summary of the

different CoAP message types that can be used for requests and responses.
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Figure 2.9. A request-response exchange, showing an ACK responding to a CON request with

piggyback response. Where Cn, and Sn represent the client nodes and server node respectively.

Table 2.3. CoAP message types for requests and responses: A CoAP ping can be used to represent an

empty CON which can be utilised to elicit a RST.

Message Request Response Empty

CON Ping

NON ×

ACK ×

RST × ×

2.8.2.8 Group Communication

With a UDP-based transport layer protocol, CoAP makes use of IP multicast to enable group commu-

nication. This is achievable by enabling a routing and forwarding protocol on specific gateway devices

such as routers, including the Multicast Protocol for Low-power and Lossy Networks (MPL) [99] or

Protocol Independent Multicast - Sparse Mode (PIM-SM) [100] which can be used for less constrained

networks. To effect requests to a multicast address, it is essential for the use of NON messages and

servers that the receiving end should ensure that it randomly delays the corresponding response for a

specific time frame, called Leisure, to prevent congestion. A default time of 5 s is usually considered;
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however, one can adapt the Leisure time TL to the actual group size G, if the message size S and target

data rate R can be estimated [97].

TL = S ·G/R (2.2)

Moreover, requests can be restricted by using idempotent methods such as (GET), (PUT), and (DE-

LETE), since the client node may not identify quickly which group members have acknowleged the

request. Accordingly, to enable RESTful group interaction, additional guidelines and constraints are

provided in the group reference documentation [101]. Furthermore, all group manipulation requests

are unicast and must be enabled by using a secured DTLS session. Since CoAP itself does not provide

secure, nor reliable group communication, it is paramount that multicast requests must operate by

using NoSec mode to enable secure group communication [97].

2.8.2.9 Security

The CoAP security model is similar to that of the conventional Web services (i.e. Transport Layer

Security (TLS)). In view of the resource-constrained nature and UDP binding, CoAP utilises a

UDP-based variant known as Datagram Transport Layer Security (DTLS), also known as a delta to

TLS 1.2 [102, 103]. This model is flexible with various cipher suites defining the specific class of

cryptographic algorithms to be implemented.

Irrespective of the NoSec mode, CoAP end nodes must ensure that they implement the Raw Public

Key mode for a secure system. With this implementation, each end node will have its asymmetric

key pair and unique identity. To enable node authentication, each device uses an out-of-band scheme

based on the public key instead of full X.509 certificates [104]. Otherwise, CoAP devices can

either implement the full X.509 or, preferably, the lightweight Pre-Shared-Key mode which uses the

well-known AES block cipher with symmetric keys (T LS_PSK_WIT H_AES_128_CCM_8) [97]. In

resource-constrained nodes, asymmetric public-key cryptography is enabled by using elliptic curve

cryptography (ECC) for a secure CoAP system.
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2.9 CONGESTION CONTROL

The ever-growing IoT is at the centre of the future Internet, which requires the deployment of smart

sensors for intensive IoT applications. Since these smart WSNs constitute the building blocks for the

IoT, congestion in WSNs affects the overall energy efficiency and QoS of its application. Congestion

occurs when the rate of packet arrival exceeds the packet service rate. Congestion takes place at the

sensor end-nodes close to the destination node, and also as a result of the link-level performance, which

could occur due to interference, contention, and bit-error-rate. Congestion in resource-constrained

nodes results in a buffer overflow which leads to more substantial queuing delays and also higher loss

of packets. Moreover, packet loss can also degrade the reliability and QoS of applications, and can

cause wastage of the constrained node energy. Besides, congestion can also affect the link utilisation.

Therefore, as the demand for resource-intensive applications in the IoT continues to grow, effective

and efficient congestion control mechanisms are a critical requirement, to either avoid or mitigate

congestion. Congestion control mechanisms for managing congestion in a resource-constrained

environment can be categorized into congestion recovery and congestion avoidance.

In congestion recovery, this approach is followed to reinstate an operating state; in other words,

a situation when the resource demand has already exceeded the resource capacity. On the other

hand, congestion avoidance is a preventive measure for congestion control. This mechanism helps

to maintain resource-demand on the network at a point close to its maximum power, to prevent

congestion. It is also important to ensure that congestion recovery is active since, without this, the

entire network may ultimately cease to be functional. This is known as zero throughput. Also,

irrespective of the effectiveness of the congestion avoidance in place, the congestion recovery approach

should nevertheless be maintained to sustain the throughput during unforeseen circumstances as a

result of the increase in resource-demand, and loss of resources which could also result in network

congestion.

2.9.1 Advanced Congestion Control

CoAP modularity makes it easier for resource-constrained application endpoints to enable their specific

required features. The CoRE working grouping improves the default protocol specification by providing

several extensions as a framework to support RESTful IoT applications in constrained environments.
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The advanced congestion control is a protocol extension for congestion control and is described in this

subsection.

Since CoAP is an Internet-based protocol, it must provide congestion control by itself to maintain

the backbone network, and also prevent running overhead of constrained networks. Therefore, the

base congestion control specification defines some conservative default parameter values for the

retransmission timers, the allowed number of open requests, and the permitted overall message rate.

However, these default parameters can be optimised by powerful CoAP endpoints for optimal and

efficient quality of service. The need to enhance the legacy congestion control specification motivates

the proposal for a more sophisticated congestion control mechanism called CoAP Congestion Control

Advanced (CoCoA) [105]. The primary aim of this scheme is to use RTT measurements to adapts

the RTOs for resource-constrained nodes. The CoCoA mechanism utilises two RTO estimators to

determine the RTT measurements: the strong RTO estimator is based on the Karn‘s algorithm [106]

and also conditions for TCP [107], for the successful transmission of the packet. In contrast, the

weak RTO estimator indicates the RTT measurements for messages that require retransmission. These

estimators are used to update the overall RTO estimator. CoCaA enhanced its scheme by introducing

the exponential backoff factor that can be combined with the initial RTO. CoCoA has shown significant

improvement to the base specification of CoAP [108] and since then has acted as a vital reference in

the research community for congestion control in constrained-IoT environments. The rationale behind

CoCoA is presented in detail in Chapter 3 as a benchmark protocol for evaluation.

2.10 5G NEW RADIO ENHANCEMENTS FOR THE INTERNET OF THINGS

Research has shown that the future 5G mobile networks will have to cater for the massive deployment

of IoT with billions of connected smart objects and sensors that will be a global representation of

the real world and to support the provision of mission critical IoT use cases, which will require real-

time responses and automation of dynamic processes across different fields of operations, including

vehicle-to-infrastructure (V2I), high-speed motion, vehicle-to-vehicle (V2V), as well as process control

systems [56].

The 5G new radio network which is currently under consideration is expected to cater for both Massive

and Critical IoT use cases as the demand for machine communications continues to grow extensively
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to connect a massive number of smart devices with the benefits of using cellular networks. In light of

this, further enhancements are currently being introduced in M2M and NB-IoT systems as specified

in the current 3GPP Release-14 for cellular IoT, which is the first normative phase for 5G standards.

Currently, 3GPP standardisation is working towards ensuring that further enhancements of KPIs are

introduced into existing 4G networks to ensure that the 5G mobile network is designed from scratch in

order to accommodate the growing span of the IoT use cases into the market, and minimise the cost of

developing new networks.

In 3GPP Release-14, some of the expected key performance features and enhancements for the

M2M and NB-IoT systems highlighted for Massive and Critical IoT applications to be considered for

discussion are briefly introduced as follows:

• General Enhancements to MTC

• Enhancements of NB-IoT

• NB-IoT RF requirement for co-existence with CDMA networks

• Release- 14 extensions for Cellular Internet of Things (CIoT)

• New band support for Release- 14 NB-IoT

• New services and Markets Technology Enablers

For this study, the new services and markets technology enablers for the IoT are highlighted..

2.10.1 New Services and Markets Technology Enablers

The 5G mobile network is being considered as the future telecommunications system that promises to

provide the opportunity to design a 3GPP network that can be easily optimised to support connected

devices and services. 3GPP is currently reviewing Rel-14 for potential 5G service requirements which

are expected to cover over 70 use cases under the New Services and Markets Technology Enablers

(SMARTER) as promising opportunities for next-generation telecommunications networks [109].

These newly introduced use cases cut across a wide range of new service markets from the IoT to

vehicular communications and control, drone control systems, tactile internet, and industrial automation,

as well as catering for new services such as device theft prevention and recovery. As some of the

applications for the IoT will be supported by current systems, there is a need for improvements in
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terms of efficient resource utilisation, adequate support for different access technologies, network

flexibility, and network slicing that needs to be implemented into the future 5G radio network which is

not readily retrofitted into already functional and existing networks. According to different industry

white papers [56], the objective of the future 5G mobile network is a new network system that is

expected to ensure that multiple service dimensions are efficiently and effectively supported. These

proposed use cases are further categorized as follows:

2.10.1.1 Massive Machine-Type Communications

This proposed Feasibility Study on New Services and Markets Technology Enablers for mIoT covers

different applications (use cases such as smart utilities, smart buildings and cities, e-health systems,

smart wearables and inventory control systems) with a massive number of connected heterogeneous

devices, including wearables, actuators and sensors etc., with various characteristics and demands,

which are specifically of importance when these new vertical services are considered [110]. For

instance, smart wearables are envisaged to ensure that human clothing is integrated with a number of

ultra-light, low-power, waterproof sensors which will be used to evaluate and determine environmental

and health conditions (attributes) including temperature, pressure, heartbeats, blood pressure, body

temperature, etc. However, it is important that a management system is put in place to control these

devices, as well as the data generated, and applications for effective deployment of mMTC.

2.10.1.2 Enhanced Mobile Broadband

This proposed Feasibility Study on New Services and Markets Technology Enablers - Enhanced Mobile

Broadband, envisages that users will be provided with accessibility to mobile broadband services

anywhere and anytime, including in constrained areas in terms of extended coverage (such as moving

from urban to suburban and rural areas). Use cases to be considered in this category are relevant

to higher data rates, high density, deployment and coverage (ultra-low cost networks), higher user

mobility, and fixed mobile convergence [111]. For instance, network infrastructure and its cost of

terminals are not readily deployed by network operators owing to the very low average revenue per

user (ARPU) in rural areas (low population density distribution). With this new service requirement,

5G mobile network is envisaged to be more flexible for deployment under ultra-low cost requirements
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in order to provide Internet access to such areas, and enable new business models and avenues in

underserved regions to be globally connected for efficient IoT applications.

2.10.1.3 Critical Communications

This proposed Feasibility Study on New Services and Markets Technology Enablers for Critical

Communications, use cases such as industrial control applications (Drone / Robot / Vehicle), and

tactile Internet should be considered. This family of use cases requires a strong demand for real-

time interaction with enhancements to be focused on mobility, latency (high throughput), critical

reliability and availability which can be achieved through improved radio interface and optimised

network architecture [112]. Use cases such as tactile interaction, require a typical tactile control signal

and audio or visual feedback system where humans can control real and virtual devices wirelessly. For

instance, considering running software applications on the cloud so that the end user interacting with

such environments is not aware of the difference between the local and remote contents. However, it is

also challenging because of the real-time reaction which is expected to be sub-millisecond in tactile

Internet use cases. (For Critical MTC use cases with Ultra-Reliable and Low Latency Communications

(URLLC).

2.10.1.4 Network Operation

This proposed Feasibility Study on New Services and Markets Technology Enablers - Network

Operation, use case scenario is expected to look into functional system requirements such as network

slicing, flexible functions and capabilities, routing, migration and inter-networking, optimisations and

enhancements, and security [113] to enable connectivity of heterogeneous networks as a unique feature

of 5G mobile networks.

2.10.1.5 Enhancement of Vehicle-to-Everything

These proposed use cases include autonomous driving, safety and non-safety aspects (which are

associated with vehicles), requiring provision of ultra-reliable communication based on real-time

response in order to prevent the occurrence of road accidents. It is hoped that emerging 5G mobile

networks will be able to provide low latency, high reliability, higher accuracy positioning and mission
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critical services which are required for future safety applications to reduce the occurrence of road

accidents, enhance traffic efficiency and enable the mobility of emergency vehicles, including fire

trucks, ambulances etc. Enhancement of Vehicle-to-Everything (eV2X) is foreseen not to be applicable

only to vehicle-to-vehicle (V2V) or vehicle to infrastructure communication, but to be also applicable

to other vulnerable road users.

The proposed use cases highlighted above as specified in 3GPP, are the basis of normative requirements

which are currently under consideration as service requirements for the future 5G next-generation

network. Figure 2.10 depicts the proposed new enhancements for service requirements for 5G mobile

networks that can efficiently and effectively support multiple service dimensions. Finally, we conclude

that with further research on the 3GPP New Radio (NR) (Release-13/14) for the emerging IoT standards,

5G mobile networks aim to enable the basic requirements and KPIs which are required for future 5G

new services to enable the IoT use cases. The IoT will continue to be more pervasive in future use

cases, which are expected to impact the everyday-life of the end user community positively. However,

the massive number of connected things and the heterogeneous nature of communication networks in

the IoT pose many research challenges.

Although the IoT paradigm has been the focus of research, there is a need for more intense research

work to ensure that the vision of the IoT is globally achieved as projected. The continuous contribution

and attention which have been given by academia, industries, and governments have definitely led to

great achievements in terms of research projects towards meeting new service requirements for the

IoT. Some of the IoT challenges, including security, extended coverage, low device cost, low power

consumption and network architecture, have been given some consideration over time while others,

including network management, heterogeneity and inter-operability, traffic congestion and control

which automatically guarantee the availability of network information, and QoS over a specific time,

are still broadly open for more intense research. With the current emerging cellular-based LPWA

solutions for the IoT, including eMTC, EC-GSM-IoT, and NB-IoT, there is a need for research into

the network positioning of smart connected things and context-aware services in view of the new

service requirements for the next-generation mobile telecommunications. Table 2.4 presents a summary

analysis of 5G KPIs [114] of the various existing and emerging technologies which have been presented

in detail, and considers their modern connectivity characteristics to address the IoT requirements in

terms of extended coverage, availability of dedicated spectrum, low deployment cost, battery lifetime,

and scalability for the new service requirements.
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Figure 2.10. SMARTER new service dimension, taken from [11], © 2017 IEEE.

2.11 NETWORK ENABLERS FOR THE INTERNET OF THINGS

5G mobile networks are envisaged as a promising next-generation technology to support the massive

deployment of simultaneously connected heterogeneous devices with new service requirements based

on wearable things, improved better coverage edge, low latency, high versatility and scalability for

efficiently enabling the massive to critical IoT applications. However, it is obvious that the conventional

network infrastructure is continuously becoming too outdated to support these features for the IoT

architecture with the existing conventional networking system. Consequently, the network management

complexity continues to increase because of the manual process which is used in network configurations

owing to the limitations of conventional hardware-based networking. Moreover, a network system

should be able to enable the ever-evolving networking technologies for future network infrastructure.

Moreover, the current traditional networks cannot meet the ever-growing networking technologies’

demand for future next-generation networks. To achieve these objectives, emerging technologies such

as Software-Defined Wireless Sensor Networking (SDWSN), Network Function Virtualization and
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Table 2.4. Key performance indicators (KPIs) analysis for modern IoT connectivity solutions, taken

from [11], © 2017 IEEE.

KPI ZigBee BLE
Wi-

Fi
SigFox LoRa

EC-

GSM-

IoT

eMTC
NB-

IoT

Extended coverage × × ×

Reliability × × ×

Low deployment

cost

Long battery life

Low latency × × ×

Network scalability × × × ×

Mobility support × × × × ×

SLA support × × × × ×

Support for

Roaming
× × × × ×

Dedicated spectrum × × × × ×

Cognitive Radio (CR) are among the few network enablers to be discussed briefly in this section to

overcome such limitations of the legacy networks by 5G mobile network for the IoT.

2.11.1 Software-Defined Wireless Sensor Network

Cellular technology, which is currently being deployed for wireless communications and most espe-

cially for the rapid growth and requirements of the IoT applications, is hardware-based designs and

therefore requires that emerging technologies for future next-generation networks are introduced to

enhance the flexibility of the network infrastructure to accommodate and process the massive inflow

of data for the IoT use cases. SDWSN is a promising new paradigm to achieve Low-Rate Wireless

Personal Area Networks (LR-WPAN) [17, 115, 116]. This network paradigm is achieved through the

infusion of the Software-Defined Networking (SDN) model into existing Wireless Sensor Networks
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(WSNs). SDN was primarily intended to be used in wired communication systems such as data

centres and for next-generation Internet connectivity [117–119] but has recently emerged in most

wireless communication networks [120], and is envisaged to be a future technology enabler for the next

generation of 5G mobile networks [121,122]. This intelligent network paradigm provides a centralized

network abstraction for programmability of the entire network.

The primary purpose of introducing SDN is to decentralise the control logical plane from the network

device, e.g., switch, and to enable an external network controller to define the nature and behaviour

of the network forwarding infrastructure (i.e. routing and major management processing). SDN also

facilitates the introduction and deployment of new application services, and enables the flexibility of

network management that would support the exponential traffic growth of the envisaged 5G mobile

networks [123] as a major network enabler for the IoT. WSNs is expected to be a vital enabler for

IoT systems since most of the sensor nodes are the main entities for this concept [124]. It is hoped

that SDWSN will be a key network enabler technology to address the issue of flexibility and inter-

operability of future multi-vendor infrastructure in 5G mobile networks for the IoT. With the massive

increase in the number of connected devices through Massive to Critical IoT, traditionally deployed

network architectures, which are hardware-based, will need to be enhanced to accommodate, manage,

and control the large amount of heterogeneous devices and inflow of data into the network.

Therefore, there is a need to introduce SDWSN into next-generation cellular networks that will simplify

the entire network infrastructure, manage and control the entire system’s requirements and maintain

the heterogeneity of the networked environments to enable future IoT use cases.

2.11.2 Network Function Virtualization

Network Function Virtualization (NFV) is highly complementary to SDN, which is envisaged as an

enabling network technology for next-generation service requirements for the IoT applications but

both are independent of each other. This means that NFV can be implemented successfully without

considering SDN and vice versa. In addition, it is possible that both solutions can be combined to

achieve optimal performance output.

According to [125], NFV technology can be used to virtualize a set of network functions which can be
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further implemented into software packages to be configured in order to provide efficiently for related

service requirements such as the existing network infrastructure. The concept of NFV has been realised

from the perspective of Virtual Machines (VM) which can be installed to run on various operating

systems on the same server machine. With the rapid growth of and increase in the number f connected

heterogeneous devices for massive to critical IoT applications towards new service requirements for

5G mobile networks, there is a need for a key technology enabler in 5G technology to enable the

massive deployment of MTC devices efficiently.

For network functions (i.e. by relocating the routing decision-making from local hardware and to be

implemented into general purpose computing and other storage devices such as servers and cloud),

NFV technology would ensure that the deployment of heterogeneous MTC devices to achieve Critical

and massive IoT applications is managed and controlled well. According to [126], NFV is being

considered in the context of virtualizing core networks, and centralizing base band processing within

Radio Access Networks (RAN). In addition, by virtualizing network functions in any deployed

network infrastructure, system scalability and flexibility of connected heterogeneous devices, reduction

in Capital Expenditure (CAPEX) and Operational Expenditure (OPEX), as well as power consumption,

can be achieved efficiently, which will, at the same time, support the market deployment of IoT use

cases.

2.11.3 Cognitive Radio Networks

The current demand for MTC to ensure that everything is connected, anywhere and at any time,

has resulted in drastic changes which are evolving in currently deployed cellular networks and next-

generation networks such as the 5G mobile network. Inter-connectivity of heterogeneous devices with

diverse service requirements presents a huge opportunity and challenge to cellular network operators

to deploy future IoT applications massively. The current service requirements for IoT applications

from both Massive to Critical IoT will definitely result in increased average revenue per user (ARPU)

which would be a result of newly introduced services. On the other hand, the massive demand for

connected things leads to overloading of certain cellular geographical areas which is a result of limited

spectrum resources which have been licensed to cellular network operators. Research has shown that a

deficit in broadband spectrum is likely to have approached 300 MHz in 2014, and the provision of

additional spectrum to be considered for mobile broadband would also lead to an excessive increase of
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100 billion dollars [127].

Cognitive Radio (CR) technology is a key network enabler for 5G mobile networks to utilise the limited

and scarce spectrum resources in order to support the increasing and high demand for new service

requirements of emerging and promising IoT applications. CR supports the capability of using or

sharing the licensed spectrum in an opportunistic manner [128]. Dynamic spectrum access techniques

allow the CR to operate in the best available channel. CR technology enables the identification of

available free spectrum and also enables the detection of licensed users present in the system (spectrum

sensing), the ability to select the best available channel (spectrum management), the ability to coordinate

accessibility to the available channel with other users (spectrum sharing) and finally the ability to

vacate the accessed channel on arrival of the licensed or primary user (spectrum mobility) [128].

CR technology can be used to augment next-generation cellular networks (such as LTE, WiMAX and

future 5G mobile networks) to dynamically access newly introduced spectrum (such as TV White

Space) which has been officially released by the Federal Communications Commission (FCC) for

unlicensed operation in the TV Broadcast Bands [129]. This can be achieved by introducing a spectrum

coordinator in the non-access stratum (NAS) which will enable cellular network technology to lease or

access spectrum markets dynamically and to determine/identify secondary license-exempt spectrum

opportunities which can be used in deploying IoT applications for a time in a given location. Another

major consideration where CR technology can be an enabler to achieve the massive deployment

of the IoT vision is the rural geographical area, which is generally known to have poor coverage.

Since licensed spectrum is limited and scarce, cellular network operators in most cases prefer not to

deploy their networks in rural areas owing to low population density distribution which is typically

not cost effective owing to the limited number of network subscribers. With CR technology, white

space spectrum, which has been proposed and made available for unlicensed use, can be explored for

back-haul by cellular network providers in order to ensure that their cell towers are connected to their

backbone networks, thereby providing and deploying connectivity solutions for IoT applications in

unserved and underserved geographical areas which will support the vision of connecting more MTC

devices for the IoT.
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2.12 RESEARCH CHALLENGES AND FUTURE DIRECTION

The current demand for MTC connectivity to provide the various new services and applications for

both the industrial and societal needs has introduced new challenges to meet the current requirements

for the IoT vision. It is important to ensure that special consideration is given in order to address

these challenges to support MTC devices, so that the security and QoS for both MTC devices and

human-to-human (H2H) users that utilise the same network infrastructure is not compromised.

Network congestion and overload present a major challenge that needs to be addressed in the evolution

of the IoT because the smart connected devices play a vital role in driving up the signaling load in the

mobile network when compared to the traditional H2H traffic in cellular networks. Network congestion

degrades the IoT performance and QoS. A challenging issue which is pertinent to MTC is the ability

to accommodate the huge traffic that would be generated as a result of the massive number of MTC

devices that would create congestion problems in the networks. Therefore, the IP will have to deal quite

efficiently with the network congestion problem. Most networks provide a stable Internet connection,

irrespective of the connection of the massive number of devices using TCP in the transport layer.

However, the existing TCP implementations are not suitable for the IoT application scenarios, and fail

to cope with the IoT traffic pattern since the traffic pattern of the IoT network is entirely different from

that of the conventional networks.

CoAP has been developed by the IETF as a lightweight protocol for resource-constrained devices and

lossy communication networks [91, 130, 131]. CoAP, being considered as an IP must be able to handle

congestion control in order to maintain the network backbone. Enabled IoT networks would have to

use different protocols to enable communication. There are different existing application protocols for

the IoT. These protocols are designed to perform for different application scenarios. A lot of research

is on-going by both the academics and industrials on congestion control mechanisms. Hence, without

incurring high overheads, there is a need for efficient handling of network congestion and BER to

compensate for the packet loss and delay in the IoT environment. In addition, the congestion control

mechanism in IoT should be capable of assuring safe network operation with efficient network resource

utilisation. Network congestion is unavoidable since with the massive number of connected things,

the huge traffic that would be generated would result in network congestion and lead to high packet

loss rate. Therefore, this demands an efficient QoS assurance system as a lightweight context-aware
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congestion control (CACC) mechanism to manage and handle the network congestion problem and bit

error rate in the IoT networks.

2.13 CHAPTER SUMMARY

The current expectation and future evolution of the IoT are promising to enable new services and quality

of experience (QoE) across the user community. This is very challenging at the same time because of

the resource-constrained nature of the network which has compelled the research community to ensure

that the requirements for massive deployment of MTC applications are met for globally connected

things.

This chapter has reviewed the unique features of the current state of IoT standard infrastructure.In

section 2.2, the overview of WSNs unique features as building blocks for the IoT are presented and

then followed by a discussion on functions of the WSNs transport protocols in section 2.3. Section 2.4

presents a discussion of the performance metrics for WSNs, including reliability, energy efficiency,

quality of service, and fairness in resource allocation. In section 2.5, the overview of the IoT application

requirements including those of the emerging IoT applications and the design requirements to enable

massive deployment of the IoT use cases are discussed. A discussion of the existing IoT communication

technology based on the non-cellular LPWA technologies, and the short-range networks is presented in

section 2.6 and followed by a discussion of cellular LPWA-based solutions including eMTC, EC-GSM-

IoT, and NB-IoT as connectivity landscape solutions for the future demand for Internet connectivity of

Things in section 2.7. Section 2.8.1 presents a discussion of the Constrained Application Protocol as a

unique approach for a Web application transfer protocol specifically designed to address the limitations

with resource-constrained nodes and memory-constrained networks and this is followed by a discussion

of congestion control in section 2.9. In section 2.10, the 5G new radio enhancements as a next-

generation network for the IoT, including massive machine-type communications, enhanced mobile

broadband, critical communications, network operation, and enhancement of vehicle-to-everything are

discussed to meet the new service requirements. Section 2.11 presents a discussion of network enablers

for the IoT, including SDWSN, NFV, and CR, to support dynamic data control, provide a centralized

network system and to enable the adaptation of new service requirements to enable massive to critical

IoT use cases with efficient coverage and high-capacity targets for lifetime resource-constrained

devices. However, there still are open research challenges for effective control and management
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of the IoT networks. For the future evolution of the IoT, it is therefore recommended to develop a

context-aware congestion control (CACC) scheme for a lightweight CoAP/UDP-based IoT network as

a multi-objective function that would support the exponential traffic growth pattern of the envisaged

massive number of connected IoT networks as an open research direction in section 2.12.
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CONTROL SCHEME

3.1 CHAPTER OVERVIEW

The Internet of Things (IoT) paradigm has drawn the attention of developers and the research com-

munity as a result of its applications that require the deployment of massive resource-constrained

nodes. These network devices are subject to limited memory and hardware processing capacities.

In addition, the communication technologies used by these constrained-devices are also faced with

low data rates, as well as relatively high bit error rates (BER), resulting in congestion in constrained

networks. Network congestion arises when the traffic load offered reaches the network capacity. In

view of this, the Internet Engineering Task Force (IETF) CoRE Working Group (CWG) has proposed

and designed the Constrained Application Protocol (CoAP) [91] as a lightweight RESTful protocol

for IoT resource-constrained devices as a request-response interaction model. However, as stated in

Chapter 2, there is a need for a context-aware congestion control (CACC) scheme as a multi-objective

function for efficient resource utilisation. In line with the identified research gap, Chapter 3 investigates

and fully presents the system model of the proposed CACC approach. As contribution to the body

of knowledge, the system model and analysis presented in this Chapter have been published as a

part of a journal article titled "CACC: Context-aware congestion control approach for lightweight

CoAP/UDP-based Internet of Things traffic" [1].

The outline of the rest of this Chapter is as follows: Section 3.2 presents the overview of IoT and

the need for congestion control (CC) in resource-constrained networks and this is followed by a

discussion of related literature on CC in Section 3.3. The background relating to the benchmark

protocols, including baseline CoAP CC specification and CoCoA+ for validation, is presented in
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Section 3.4. The overall system model for the proposed CACC scheme is then described, detailing all

interconnected tasks, including the three RTO estimation algorithm, dynamic SRTT and RTO overall

estimation, context-aware RTO, RTT fluctuation aware RTO, and restricted RTO shrinkage in Section

3.5 while Section 3.6 presents an analysis of the proposed CACC model. Section 3.7 summarises the

Chapter.

3.2 BACKGROUND

The emerging Internet of Things (IoT) is a revolutionary paradigm that combines several information

and communication technologies (ICT) as a result of the advancements in the electronics and commu-

nications fields. This paradigm promises to connect billions of smart objects that add intelligence by

collecting the information from the physical environment and exchanging the data globally through

the Internet [6] to enhance the environment and to affect human lives positively. In this context,

it is expected that the ICT, along with private organisations, will be a key enabler for the IoT to

offer innovative solutions to address challenges in services and applications for both the population

and industries at large [132, 133]. These network devices are characterized by limited memory and

processing capacities, as well as low radio bandwidth and a relatively high bit error rate (BER), which

are major consequences of congestion in constrained networks [134]. The need to catch up with the

expectations of the IoT has resulted in the design of protocols and standards that would be utilized

by constrained devices with limited hardware and computation capabilities. To this end, the Internet

Engineering Task Force (IETF) has proposed different layers of the communication protocol stack for

constrained devices in the IoT which operate in the lossy and low-powered networks (LLN). Amongst

these, the IETF CoRE Working Group (CWG) standardized the Constrained Application Protocol

(CoAP) [91], which enables the exchange of information within IoT networks.

The CoAP is designed to meet the requirements of LLN and to provide lightweight inter-operability

among the global Internet services [4,135]. By default, the CoAP has no end-to-end congestion control

mechanism, and therefore it includes a separate CC scheme as part of the CoAP base specification. Still,

the solution of a CC mechanism is not yet mature, especially when the traffic load on the IoT network

approaches the network capacity. The mechanisms supported by the Transmission Control Protocol

(TCP) in most conventional Internet applications support end-to-end CC. However, traditional Internet

protocols are not suitable for resource-constrained environments due to the dynamic characteristics of

Department of Electrical, Electronic and Computer Engineering
University of Pretoria

63



CHAPTER 3 CONTEXT-AWARE CONGESTION CONTROL SCHEME

LLN [20, 136]. Moreover, the CoAP does not rely on TCP, as it operates over a datagram transport

called User Datagram Protocol (UDP) to enable lightweight applications and to implement the CC

scheme by itself. The standard CoAP has two abstract layers. The upper layer implements the

request-response communication for RESTful model, whereas the lower layer implements the control

mechanism over CoAP message transmission through the underlying UDP protocol [137], as depicted

in Figure 3.1.

Request/Response Sub-layer
RESTful interaction

Message Sub-layer
Reliability

C
O

AP

UDP DTLS ...

Figure 3.1. CoAP sublayers, taken from [1], with permission.

The traffic pattern of the IoT differs significantly from that of conventional networks. The CoAP

employs Confirmable (CON), Non-confirmable (NON), Acknowledgement (ACK), and Reset (RST)

messages for packet transmission. The CoAP implemented over UDP especially requires ACKs to

ensure reliability when selecting the CON packet type. Even though, the IoT data size is small; the

sensor devices communicate periodically to notify their measurements and ACKs. This periodic

notification results in network congestion. From the core CoAP to the Advanced CC scheme for

CoAP also called (CoCoA+), a simple CC mechanism is implemented by using retransmission timeout

(RTO).

The standard CoAP CC under-performs when it is found to be too conservative in small networks or

too aggressive in large networks [131, 138, 139], instead of adapting to the network status information.

To improve on the base CoAP CC specification, new schemes have recently been proposed. Amongst

Department of Electrical, Electronic and Computer Engineering
University of Pretoria

64



CHAPTER 3 CONTEXT-AWARE CONGESTION CONTROL SCHEME

these is the CoCoA+ [134, 140] which is currently being standardized by the IETF CWG [105].

CoCoA+ makes the system sensitive to the network dynamics by incorporating a novel round-trip-time

(RTT) estimation scheme which automatically sets the RTO value, along with a variable backoff factor

(VBF) and aging mechanism for the transmission of CoAP messages. However, CoCoA+ is still

deficient in choosing the exact RTO value during burst traffic because of the inability to determine

the RTT of retransmitted request-response accurately, thereby resulting in unnecessary spurious

retransmissions [141]. Without incurring high overhead, efficient handling of network congestion is

essential to mitigate the packet loss and delay for efficient resource utilisation [11]. The IoT traffic

patterns, together with their resource constrained-nature, present challenges to the efficiency of the CC

mechanism for CoAP.

The major obstacle to identifying the actual RTT for packet retransmission is the unavailability of

the context-aware information needed to identify the exact origin of the relevant packet. According

to Karn‘s algorithm [106], this issue has been raised as a major concern. However, CoCoA+ still

considers fixed RTO value for packet retransmission. Many CC techniques employ RTT as the leading

metric to decide the RTO. However, the estimation is carried out without adapting its behaviour

to the network status information which is available to CoAP. To address this problem in CC, we

propose a context-aware congestion control (CACC) scheme for CoAP that utilizes the available

retransmission count (RC) of the request-response communication model to estimate the actual RTT in

order to determine the RTO value and effectively control congestion for constrained devices in the

IoT networks. Also, the proposed CACC scheme applies the lower bound RTO restriction approach,

which avoids unnecessary spurious retransmissions to adequately improve the efficiency of the scheme.

To validate the performance of the proposed scheme against the baseline CoAP congestion control

specification and CoCoA+, comprehensive model analysis and evaluation have been developed which

use the Cooja simulation environment, a toolset of the Contiki OS. The results show that the proposed

CACC scheme can reduce the overall number of retransmissions effectively with increased network

throughput compared to that of baseline CoAP and CoCoA+. Therefore, the proposed work adapts the

CC mechanism based on the available network status information.
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3.3 RELATED WORK ON CONGESTION CONTROL

There are several works in Wireless ad hoc and Sensor Networks for CC. However, our work is based

on the CC mechanisms in the UDP-application layer protocols for constrained networks.

The author in [20], emphasises the need to introduce a CC mechanism for CoAP UDP-based application

layer protocols. [142], Eggert and Fairhurst, in their study, acknowledge categorically that the traditional

IETF CC schemes are not suitable for CoAP as a low-data-volume application protocol. The authors

recommend that an estimate of RTT should be maintained for the destination being communicated, or

a conservative fixed value of 3 s should be assumed when there is no RTT estimate.

In [91], the Internet Requests for Comments, RFC 7252, which defines the CoAP, states that a base

specification should be used for CC. This base specification of the CC does not take into consideration

the actual RTT estimate values based on previous transactions. In [143], Dashkova et al. in their

argument emphasize the need to introduce more advanced CC mechanisms to improve the network

and energy resources of constrained nodes while maintaining maximum throughput.

In response to these observations, several protocols have been proposed recently to support the

application layer in the IoT. An advanced CC protocol CoCoA for CoAP has been proposed [105,

137, 144] to deal effectively with the issues of CC in constrained IoT networks. To ascertain the

reliability of end-to-end communication for constrained networks, the authors in [137] have analysed

the performance evaluation for various CoAP CC schemes. Their results have shown that the recently

proposed CoCoA+ CC scheme for CoAP [105] outperforms, and is better than or equal to the base

CoAP CC mechanism for end-to-end communication.

In [140], for instance, CoCoA+ was evaluated in a typical IoT communication scenario in which

General Packet Radio Service (GPRS) was used to connect IoT devices. In their analysis, the authors

compared CoCoA+ to existing CC schemes available for TCP applications. Their results showed that

CoCoA+ performed equally to or outperfored all other TCP-based algorithms. Similarly, in [139],

the authors compared CoCoA+ against two TCP-based CC mechanisms on an emulated ZigBee-

based network. The results showed that CoCoA+ and all other alternatives to CC were scalable and

more efficient when compared to the default CoAP. In [145], the authors evaluated CC mechanisms

implemented in the base CoAP and CoCoA+ for two different IoT traffic patterns. Their performance
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analysis showed that in a network of bursty traffic, the performance of CoCoA+ could be significantly

worse than the default CoAP owing to the inability to select a proper RTO value adequately. The

authors in [146] proposed a new congestion control mechanism for CoAP based on the CAIA delay

gradient (CDG) to predict and determine the network congestion, obtain the gradient of RTT over

time and use a probabilistic backoff factor (PBF) to monitor and control the network congestion

and to enable the adjustment of RTO based on the inferred condition. Results showed that, with

the implementation of the delay gradients, it was quite effective to determine the accurate level of

congestion and reduce the RTO with minimal delays and high packet-sending rates.

A Precise Congestion Control Algorithm (pCoCoA) [147] for CoAP has introduced the modified

algorithm of CoCoA+ that overcomes the limitations in the existing algorithm. In pCoCoA, the use of

a weak estimator is eliminated, and a transmission count is applied for matching the ACK messages

with CON messages even during retransmission. This method also detects unnecessary retransmissions

that occur in the network by comparing the transmission counter value of the retransmission with

the transmission counter value of the ACK message. The pCoCoA has the advantage that it has

reduced retransmissions and the ability to work in bursty traffic occurrence-based scenarios. However,

considering the wide range of IoT scenarios, some of the fixed values used in this scheme might not be

suitable. In the bid to improve on the CoCoA algorithm, the authors in [148], have proposed CoCoA

4-state-Strong as a modification to CoCoA that employed 4-state estimators in order to differentiate

the wireless losses from the congestion losses. Their results have shown an improvement in the

performance of maximizing throughput and the rate of packet loss at the same time. In [149] the

authors propose a new rate-based congestion control for CoAP (CoAP-R) as an improvement to

ascertain the performance of CoAP in bursty traffic environments. To control the network traffic,

this mechanism monitors the sending rate of CoAP sources and use a rate-based scheme instead of

the usual window-based mechanisms. This scheme is aimed at achieving maximum bandwidth and

network resource allocation based on fairness. It has been observed that CoAP-R ensures a uniform

distribution of network resources amongst all the senders with reduced delay compared to CoAP and

CoCoA. For instance, in [150], the authors propose an enhancement of the CC mechanism for CoAP

and CC/advanced which we call (E-CoCA), that uses the RC of the request packet to estimate the actual

RTT by matching the request-response packet to determine the RTO value. The results have shown

that the proposed mechanism improves the efficiency of CC when compared to the base specification

of CoAP and CoCoA+.
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A new mechanism called Fast-Slow RTO (FASOR) [151] based on retransmission timeout and a

congestion control mechanism for CoAP is introduced to address the problem of packet loss which

is either due to the wireless link environment or due to congestion by considering three unique

features, including Self-adaptive retransmission timer backoff, Slow RTO computation, and Fast RTO

computation mechanisms. One promising advantage of the scheme is the fact that, unlike traditional

CoAP and CoCoA mechanisms, the FASOR scheme can handle a high congestion level, even in the

buffer-bloat environment, but suffers from high latency cost owing to the slow RTOs involved in the

scheme. In [152] a new mechanism based on dynamic model selection has been proposed by the

author, which enables the extension of battery life. The mathematical model developed for CoAP

makes use of MLE in order to predict both confirmable and non-confirmable application layer packet

losses which are based on certain network layer parameters. In order to enable the switching of CoAP

between transmission modes to limit the number of retransmissions and also reduce the level of data

rates, as well as power consumption, the estimated confirmable and non-confirmable packet losses

were dynamically compared with packet loss goals. Results show that the dynamic model can extend

the battery life with minimal delay and transmission rates while improving the overall performance of

the system.

A summary of the recently proposed CC mechanisms, with their unique characteristic features, is

presented in Table 3.1

Table 3.1. Summary of congestion control algorithms, taken from [1], with permission.

Scheme RTO aging Backoff method RC RTT estimators
Existing

scheme

CoAP No BBF NO No None

CoCoA Yes VBF NO Yes-2 LinuxRTO

4-state

strong
Yes VBF NO Yes-4 CoCoA

CoCoA-S Yes VBF No Yes-1 CoCoA

E-CoCoA Yes VBF YES Yes-1 CoCoA

CoCoA++ No PBF
Yes-

TC
No-CDG CoCoA
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3.4 BACKGROUND ON BENCHMARK PROTOCOLS

This section presents an overview of the baseline protocols used for validation against the proposed

CACC scheme.

3.4.1 The Base CoAP Congestion Control

CoAP is a Representational State Transfer style (RESTful) [107] protocol that uses GET, PUT, POST,

and DELETE to maintain the servers’ resources. As a lightweight RESTful application layer protocol

for constrained devices, its interaction model (request-response) between clients and servers takes

place asynchronously over an unreliable transport protocol called UDP. CoAP must ensure that the CC

problem is taken care of by itself [140] to implement end-to-end reliability for CON messages. These

messages require an ACK from the destination endpoint. Contrary to this, where the application does

not require end-to-end reliability, NON-messages are used which do not require an ACK. CoAP makes

use of a basic technique called RTO to identify packet losses. Basically, for a CON message to be sent

from the sender to the destination endpoint, CoAP randomly selects an initial RTO value from a fixed

interval of [2,3] s for the initial message transmission [134]. The CoAP message is retransmitted up

to four times before it is considered to have failed when the CoAP assumes that a loss has occurred

at expiry of the timer, and the initiator of the message is yet to receive an ACK from the destination

node.

In order to control the network congestion, the base CoAP CC specification uses a Binary Exponential

Backoff (BEB) technique to double the RTO value for packet retransmission, which is insensitive to

the network conditions. Base CoAP CC applies the NSTART parameter to determine the number of

simultaneous exchanges that can be allowed towards a particular destination. With the base CoAP CC,

NSTART is set to one, which can be used by most applications running CoAP. In summary, the base

CoAP CC mechanism adapts the following:

i) Calculation of RTO for the initial transmission of a CON CoAP message.

ii) The application of classical BEB to the RTO before initiating retransmission of any CON CoAP

message.

iii) The use of state information on destinations of CON CoAP messages.
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3.4.2 CoCoA+: Advanced Congestion Control for CoAP

CoCoA+ is an advanced CC that enables the base CoAP CC to be dynamically sensitive to the

network conditions. CoCoA+ utilises the RTT information which is obtainable from the ACK packets

in order to adapt the RTO values for transmitted messages. The CoCoA+ technique makes use of

two different RTO estimators: i) the strong RTO estimator (RTOs) and ii) the weak RTO estimator

(RTOw). The strong RTO estimator is used to define RTT measurements for successful completion of

transmissions that have taken place at the initial transmission, while a weak RTO estimator indicates

RTT measurements for message exchanges that require at most two retransmissions as a result of

packet loss at the initial transmission.

CoCoA+ mechanism takes into consideration three unique components, including adaptive RTO

calculation, a variable backoff factor (VBF), and RTO aging mechanisms in order to determine dynamic

RTO estimators for CoAP message transmissions. To achieve this, CoCoA+ utilises the RFC 6298

principles of the IETF for adaptive RTO calculation and measurement of RTT. In TCP implementations,

the RFC 6298 is used for RTO computation using an exponentially weighted moving average of RTT

and RTT variation estimates [140]. For efficient IoT communications, CoCoA+ mechanism employs

this algorithm for its advanced congestion control. It is also worthwhile to mention that in TCP, the

loss of packets is assumed to have resulted from network congestion. However, in IoT networks, a

very high rate of packet loss is also expected to occur as a result of BER.

In RFC 6298, a strong RTO estimator is used as RTT measurements to indicate ACK received for

packets before the sender node runs into retransmissions. To improve on this mechanism, CoCoA+ has

introduced a weak RTO estimator that makes use of weak RTTs to represent the RTT measurements

for packets that require at least two retransmissions. This enables the updating of either the weak or

strong RTO (RTOx) based on the weak or strong RTT measurements, by using the same principle of

RFC 6298 as given in Equation 3.1 [140].

RTOx = SRT Tx +Kx +RT TVARx (3.1)
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In Equation 3.1, x represents either a weak or strong, SRTT and RTTVAR represent the smoothed RTT

and RTT variation, where Kx denotes Kstrong, and Kweak with a value of 4 and 1 respectively. This gives

a new value for the overall retransmission timeout RTOover based on weighted average values as in

Equation 3.2 [140].

RTOover = α×RTOx +(1−α)×RTOover (3.2)

Where α represents 0.5 and 0.25 for both strong and weak RTO estimators respectively. To address

the problem of small initial RTOs which could result in spurious retransmissions or large initial RTOs

which could also lead to unnecessary increase in delay based on the use of BEB, CoCoA+ introduces

a variable backoff factor (VBF) to adjust the backoff factor based on the initial RTO value for a

transmission. To enable the VBF for an initial RTO value that is very small, either below 1 s, or for a

large RTO value above 3 s, a backoff factor of either 3 or 1.5 is applied respectively for retransmissions.

A VBF of 2, which is an equivalent of BEB, is used for a transaction that initiates with an RTO value

between 1 and 3 s. The RTO aging mechanism is applied to update the estimated RTO values for a

specific period due to the IoT network conditions which can cause the RTT to change quickly. In order

to prevent the occurrance of bogus RTO values, CoCoA+ applies the aging mechanism to both small

and large RTO estimations. This mechanism is used to enable an RTO that is small or large (either

below 1 s or above 3 s, respectively), with no new measurement of RTT for 16 or 4 times the present

RTO, respectively, then the RTO value can be adjusted based on the default initial value [140]. In

summary, CoCoA+ adapts the following modifications as an improvement to the CC mechanism for

CoAP. For a comprehensive illustration of this mechanism, the interested reader is referred to [134] for

the rationale behind it.

i) A modification was introduced to the calculations of the weak estimator in order to reduce the

impact of RT Tweak variations and their impact on RTOover.

ii) The introduction of a Variable Backoff Factor (VBF) scheme as a replacement to BEB for retrans-

missions.

iii) The addition of the RTO aging mechanism that is used to update RTO estimators in situations

where new RTT measurements are not taken for a long period and therefore the current RTO values

become outdated.
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3.5 CONTEXT-AWARE CONGESTION CONTROL

In this section, a detailed description of the proposed context-aware congestion control scheme is

provided. The CACC model consists of a number of separate but interconnected tasks as shown in

Figure 3.2

3.5.1 CACC: Proposed Work

The design of an efficient context-aware congestion control scheme for IoT traffic is paramount. The

RTO is a critical factor in the CC mechanism of CoAP. After the RTO has elapsed, the sender considers

it a packet loss and initiates the packet retransmission. Previous works that exploit the RTT have set

RTO value automatically [141]. However, proper estimation of RTT and assignment of RTO value

are difficult during congestion in a burst traffic environment. The main hurdle in the estimation of

accurate RTT value is the unavailability of complete context information on the receiver side. It is

essential to take two different policies of RTO recalculation into account to estimate the accurate RTT

and RTO. Improper selection of the RTO value below the RTT tends to spurious retransmissions and

packet losses due to congestion. On the contrary, too large an RTO value compared to RTT tends to

unnecessary packet delay.

In order to cope with these issues, the proposed methodology contributes to context-aware RTO

estimators along with three other RTO estimators. The network congestion is not the only reason

behind the unexpected packet loss and delay, but also the network collision. The primary aim of the

three RTO estimators is to differentiate the congestion and the collision dropping scenario to decide

the appropriate RTO value. The proposed three RTO estimators decide how well a transmission has

performed over time, instead of only relying on the RTO based on the last received acknowledgement

packet. Three RTO estimators consider the success, delayed, and failed packets as Strong RTT (RT Ts),

Weak RTT (RT Tw), and Failed RTT (RT Tf ) respectively. The highly normalised value of the RT Ts

and RT Tf over time reflects the scenario of collision dropping, whereas the high contribution of RT Tw

and RT Tf reflects the congested environment. Hence, the three RTO estimators efficiently handle the

network congestion problem and ensure the trade-off between packet loss and delay without incurring

high overheads. The second contribution is a context-aware RTO estimator that takes the RTT variation

correctly into account. The RTT variation below the lower bound shrinks the new RTO, whereas too
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Figure 3.2. Block diagram of the proposed context-aware three RTO estimators, taken from [1], with

permission.

high RTT variation tends to unnecessary delay. The context-aware RTO estimator takes into account

the RC and lower bound RTT to avoid the excessively shrunk RTO value as well as unnecessary latency.

Figure 3.2 depicts the block diagram of the proposed CACC Three RTO estimators over CoAP/UDP in

the IoT environment.

3.5.2 Three RTO Estimation Algorithms

Most of the CC mechanisms implemented in CoAP assume that the packet losses are caused only

by network congestion. In the IoT traffic, a high packet loss rate is also expected owing to network

collision. The packet drop and delay occur when many nodes compete for the network resources,

resulting in network congestion at both the node and communication links. The network congestion

at the node level tends to packet delay, whereas the link level congestion tends to high data collision.

Since the nodes overhear each other‘s radio transmissions in a densely populated area, it results in link

level congestion. The link level congestion causes persistent collisions at the link layer and disturbs
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the data flow. Congestion at node level produces packet losses only under very stressing network

conditions, and therefore the CACC neglects packet drop caused by network congestion. However,

congestion delay has a significant impact on the data flow. The CACC mechanism takes into account

the collision dropping of link level and node level congestion delay in RTO measurement.

The CACC mechanism runs three RTO estimators which use immediate ACKs of the transmissions, a

weak estimator that uses delayed ACKs of transmissions, and a failed estimator that uses no ACKs for

the last four transmissions. The RT Ts represents the successful transmission of packets from the client

nodes to the server node. Immediate ACKs is used to identify the RT Ts for which the packets have

been successfully transmitted. The RT Tw represents a delayed transmission of packets from the client

nodes to the server node. The delayed ACKs is used to identify the RT Tw for which the packets have

been transmitted within the retransmission. The RT Tf represents the failed transmission of packets

from the client nodes to the server node. No ACKs is used to identify the RT Tf for which the same

packet has been retransmitted and failed to be delivered for up to four times. The combination of RT Ts

and RT Tf represents the successful packet delivery as well as packet dropping. It signifies that there is

a chance for link level packet collision, as some of the packets are delivered, and the remaining are

dropped. Moreover, the congestion scenario turns the RT Tw value to high owing to the node level

congestion delay. According to the principles of the proposed methodology, the RT T and adapted

RTO measurements are implemented.

3.5.3 Dynamic SRTT and RTO Overall Estimation

The CC protocol exploits RTO to ensure reliability with minimum retransmissions. The default CC

mechanism used in CoAP utilises the Smoothed RTT (SRT T ) and RTT variation (RT TVAR). The

CoAP decides on the RTT value for packet transmission according to the maximum latency and

processing delay. After having received the first RTT sample, CACC employs the following formulae

for RTO calculation, where K is equal to 4. The SRTT is a mean of previous RTTs. RTTVAR represents

the variation in consecutive RTT values. In the CoAP protocol, a CON message mandates an ACK

from the receiver, and if the ACK is not received, the packet is retransmitted four times by the sender

node, before the transmission is considered to have failed.
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SRT T = RT T

RT TVAR =
RT T

2

RTO = SRT T +K×RT TVAR

(3.3)

For subsequent transmissions, the last four retransmissions are considered to take a firm decision on

RTO measurement. Equation 3.3 is improved by using the RTOover and RT TVAR. The RTOover is

an average of the currently calculated SRT T and the RTOover value obtained in the previous step. To

avoid a steep RTO increase/decrease after measuring a current RTO value, the RTOover maintains the

consistent increment/decrement in RTO value. The RTOover is estimated by using equation 3.4.

RTOover = 0.5×SRT Tx +0.5×RTOover(prev) (3.4)

Where SRT Tx is given in equation 3.5 as ;

SRT Tx =



[(
(1−α)

RT Tf

FR

)
+

(
(α)

RT Ts

SR

)
ifFR&&SR > 0&&FR > SR

]
[(

(1−α)
RT Tf

FR

)
+

(
(α)

RT Tw

WR

)
ifFR&&WR > 0||FR <WR

]
[(

(1−α)
RT Ts

SR

)
+

(
(α)

RT Tw

WR

)
ifSR > 0&&SR >WR||SR > FR

] (3.5)

In subsequent transmissions, the SRT T is measured by using RT Ts, RT Tw, and RT Tf over the last four

(re)transmissions. The RT Ts, RT Tw, and RT Tf represent the RT T in a normal scenario, node level

congestion delay, and link level collision dropping respectively. The measurement of SRT T is modified

to distinguish the scenarios of congestion and collision. Notably, RT Ts, « RT Tw « RT Tf , and RT T are

the summation of RT Ts, RT Tw, and RT Tf over the last four transmissions. Where, FR, SR, and WR

represent the frequency of RT Tf , RT Ts, and RT Tw over the last four transmissions respectively. The

value of α is always greater than (1−α).

In the first scenario, the contribution of RT Ts, is greater than that of the RT Tf , since such case reflects

the collision scenario. If the FR increases more than the SR, more packets are dropped owing to the
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link level collision, and some of the packets are received properly on time. In that case, the congestion

window is of minimum size since there is no use to increase the congestion window size in the collision

environment. In another scenario, the RT Tw, factor contributes to higher value than the RT Tf ,. A high

value of WR represents the network delay owing to the node level congestion scenario. Therefore, the

sender increases RTO at a maximum level. It reduces the impact of network congestion and eventually,

the CACC in CoAP considerably improves the performance of IoT traffic. Moreover, the final case

represents the normal scenario, where the SR is greater than others. Therefore, there is no need to

increase the congestion window size. Where, x is either the combination of RT Ts and RT Tf , or RT Tw

and RT Tf . By substituting equation 3.5 into 3.4, the value of RTOover is estimated. It is essential to

adapt the RTO to contextual information by using the estimation of three RTO. However, the SRT Tx

value is uncertain when there is an ambiguity in receiving an ACK, for which transmission the ACK

packet has been received.

3.5.4 Context-Aware RTO by Applying Three RTO Estimator Adaptations

The standard CoAP protocol supports reliable communication using SRT Tx and RTOover based RTO

measurement. The RTO measurement forces the receiver node to acknowledge the received data

with an ACK packet before the timeout expires. Otherwise, the sender node retransmits the same

packet up to four times. The nodes identify all CoAP acknowledgement messages using a Message

ID (MID), and it assists the system to detect duplicate packets. In the congested scenario, the packet

exchanges with the MID information that has run into retransmission and considers the transmission

as the weak estimator. For the second, there is some ambiguity whether a response is a delayed ACK

of transmission or immediate ACK of the retransmission. MID information alone is inadequate for the

congestion scenarios when the sender plans to make multiple consecutive requests to the receiving

node, and it requires modifications to the messages. The use of MID information alone tends to result

in two problems when deciding the RTO. First, deciding on too large an RTO compared to RTT tends

to unnecessary packet delay. Secondly, improper selection of RTO below the RTT tends to spurious

retransmissions and packet losses owing to congestion. The parameter decided on is essential to

enforce accurate estimation of RTT and retransmission timeout, RTOx. Therefore, the proposed work

takes into account the RC value, appended to the ACK packet. This provides feasibility to estimate the

SRT Tx value more accurately.
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The proposed CACC utilises the field of RC to avoid both steep increment and excessive shrunk of

the RTO. To append a new field such as RC, the option registry policy described in CoAP is utilized.

With this field information, the nodes generate request, response, and ACK messages. The value of

RC is assigned as zero when the retransmission does not occur. The RC value is incremented by one

for every retransmitted packet. By utilizing the count information, the proposed CACC algorithm

avoids unexpected delay and loss, due to proper SRT Tx and RTO measurement. Figure 3.3 compares

the transmissions of default CoAP and the proposed scheme. Figure 3.3 (a) shows the default CC

mechanism of CoAP, and it shows that node A cannot achieve the correct RTT since there is no

information in the ACK packet, for which the CON request was generated. Figure 3.3 (b) illustrates

the implementation of CACC in CoAP, and it shows that node A can obtain the correct RTT because

the ACK packet carries the RC information. Case 1 considers that the frequency of both the failed

and weak RTT is 1. After sending the CON RC = 2, ACK for the first RC is received. Therefore, it is

considered as weak RTT, and the first CON request is a failed RTT. However, the second case differs

from the first one. First and second CON requests are failed RTT. For the third one, the ACK packet is

received. According to the existing CC algorithms, the ACK for retransmission is considered to be the

weak RTT.

In contrast, the proposed CACC considers it an immediate response to the CON request and strong

RTT. By applying the comparison of transmission time of CON and reception time of ACK with the

same RC value, CACC enables the sender node to measure the actual RTT of the packet. Moreover,

the RT TVARx is estimated with the knowledge of RTT fluctuation. The RT TVARx based RTOx

measurement minimises the unnecessary extension, as well as shrinkage, of RTO in subsequent

transmissions.

3.5.5 RTT Fluctuation Aware RTO

In CACC, the SRT Tx acts as a low pass filter for subsequent RTT measurements. Therefore, RTT

experiences considerable variation. The default CoAP employs RTTVAR as a factor to detect the

changes in RTT and prevent it from skewing and steeping changes. To measure the RTO value, the

RTT fluctuation over time also plays a central role. The difference between the transmission time

of CON and the reception time of ACK with the same RC value is RTT. CACC enables the sender

node to measure the actual RTOx of the packet by using SRT Tx, RT T , and RT TVARx. The RT TVARx
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Figure 3.3. Flow of retransmission: A, default CoAP; B, Case 1: and C, Case 2: for three RTO

estimator in CoAP, taken from [1], with permission.

keeps the history of RTT variation. Equation 3.6 returns the RT TVARx value. The value of β is set

as 0.125. In case 1 of Figure 3.3, both the RT T and SRT Tx are nearly equal, and so the current value

of RT TVARx mostly depends on the past RT TVARx. In contrast, the second case has less RTT value

than that of SRT Tx. Therefore, the value of RT TVARx decreases.

RT TVARx = (1−β )×RT TVARx(prev)+(β )× (RT T −SRT Tx) (3.6)

At the rapid increase of incoming packets, packets are delayed owing to congestion, and the RTT

of each packet increases unexpectedly. This results in high RT TVARx in a congestion scenario. In

contrast, to reduce the impact of collision on congestion window size, a high contribution of strong RTT

in SRT Tx measurement degrades the value of RT TVARx. The RTT fluctuation-aware RTO estimation

describes how the maximum value of RTO is limited.

The usage of context-aware measurement of RT TVARx and SRT Tx differentiates the congestion and

collision scenarios successfully and effectively controls the tuning of RTO to a maximum value. Like

the maximum RTO value, the lower bound of RTO also decides the efficiency of the CC mechanism.
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Thus, proposed CACC successfully restricts the RTO lower bound value by using the RTO shrinkage

scheme.

3.5.6 Restricted RTO Shrinkage

Small RTT value cannot cover the entire range of fluctuation in RTT. The negative variation in RTT

shrinks the RTO more than the RTT value, and this scenario leads to spurious retransmission. This

in turn leads to high collision and congestion. Therefore, the proposed methodology appends the

condition of max(−L,K×RT TVARx) in restricted RTO (RTOrest) measurement, as shown in equation

3.7. L is the lower bound of the RTT, and it is recommended to select the L value not greater than 10 s

initially. In subsequent RTO measurement, the L value is increased by 10, if the negative variation

in RTT increases. Otherwise, the L value is kept constant. The value of L is reset to 10 s when the

positive variation in RTT is experienced. Therefore, The CACC algorithm decides on the minimum

level of RTO shrinkage as well as spurious retransmissions of the CON message. Figure 3.4 shows

the impact of lower bound RTO on the CC mechanism. Figure 3.4(a) depicts the problem of the CC

mechanism with negative RTTVAR.

RTOrest(x) = SRT T +max(−L,K×RT TVARx) (3.7)

The value of K is always set as 4, and the RTOx measurement employs the SRTT value. It significantly

reduces the impact of RTTVAR on the weak RTO estimation. Owing to the minimal RTT value, the

RTTVAR is reduced drastically in Figure 3.4(a). This causes a steep reduction in RTO and incurs

spurious retransmissions. However, the proposed CACC approach reduces L value from RTT, and so

the sender node receives the ACK message before its time expires. This process avoids the unnecessary

packet retransmissions and delay.

3.5.7 CoAP Integration with the Context-Aware CC Scheme

To measure the RTT value for every retransmission accurately, the CACC perfectly balances RTO value

between the SRT Tx based RTOover and RT TVARx based RTOrest . This scheme updates the RTO value
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Figure 3.4. Impact of lower bound RTO on congestion control scheme, taken from [1], with permission.

to improve the packet transmission efficiency of CoAP. For subsequent transmissions, the following

formula is applied to update the RTO value.

RTOnew(x) = 0.5× (RTOover +0.5×RTOrest(x) (3.8)

The aging concept is executed, when the estimated RTO values are not updated for an extended period.

Minimum and maximum values of RTOnew(x) should not be valid for a longer time. Considering the

IoT environmental factors, the RTT changes fast. To avoid false RTO values due to such changes that

are likely to occur, the proposed CACC scheme applies an aging mechanism to small and large RTO

estimations based on CoCoA+ mechanism [140]. If an RTO estimation is small (below 1 s) or large

(above 3 s), and also no new RTT measurement is performed for 16 times, the RTO value is assigned

as the initial default value. Eventually, the context-aware CC in CoAP/UDP considerably improves the

performance of IoT traffic by using three RTO estimators, lower-bound restriction on RTO value, RTT

fluctuation-handling scheme, and aging concept.
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3.6 ANALYSIS OF CONTEXT-AWARE CC ALGORITHM

The Transmission Rate (T R) defines the rate of transmitting the data packets from a client to the server.

It is an important metric to assess the quality of the proposed CC mechanism in CoAP. In normal

network conditions, the transmission rate depends on the RTO. However, in a congested network, the

RTO plays a central role in maximizing the network performance. Let us consider that the total time

taken by a client to transmit the data packets is denoted as Tmp. If the network congestion takes place

during Tmp, then the relationship existing between the time interval for normal transmission Tmn, and

the retransmission time due to loss of packet, Tmrt , decides on the protocol performance. Assuming

that Sp, Sn, and Srt represent the total number of packets sent during Tmp, Tmn, and Tmrt , respectively.

Therefore;

Tmp = Tmn +Tmrt (3.9)

Sp = Sn +Srt (3.10)

From equation 3.10, the summation of a total number of packets transmitted during normal network

conditions and also transmitted in congested network conditions denotes the Sp. The data transmission

time during normal network conditions is measured by using the average RTT, RT Tavg, and the number

of packets, i. Therefore, the T R value is as follows:

T R =
SnTmrt

TmnSrt
(3.11)

Sn =
Tmn

RT Tavg
(3.12)
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The network congestion causes continual retransmission timeouts. Considering that Ps denotes the

probability of successful transmission between the client and server and k represents the number of

retransmissions. Probability is analyzed as a value between 0 and 1 in all cases of transmissions . The

probability of packet transmission failure (Pf ) until the packets are successfully transmitted to the

server is modelled as follows:

Pf =
(1−Ps)

k

Ps
(3.13)

The expected value of successfully retransmitted packets Srt is estimated by using equation 3.14.

E[Srt ] =
(1−Pf )

Pf
(3.14)

The CACC sets the default RTO limit to 4. During retransmission, CoAP keeps doubling the initial

RTO (RTOinit). However, the CACC increases the RTO when the possibility of network congestion is

high. Otherwise, it retransmits the packet without increasing the RTO. Therefore, the waiting time for

k packet retransmissions, RTO for CACC, is as follows:

RTOcacc = RTOinit +
4

∑
k=1

(RTOnew)k (3.15)

When the IoT environment does not experience the network collision, increasing the value of RTO is

meaningful, that means the only cause of packet dropping is network congestion. Otherwise, it wastes

network resources. Therefore, the proposed CACC algorithm decides on the RTO value based on the

network conditions by using strong, weak, and failed RTT measurements. Moreover, the usage of the

RC factor assists the CACC algorithms to balance the RTO and protocol performance effectively in

terms of delay and resource utilisation. The expected packet waiting time during congestion, E[Trt ], is

estimated by using equation 3.15 and 3.13.
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E[Trt ] =

(
RTOinit +

4

∑
k=1

(RTOnew)k

)
×Pf (3.16)

Therefore, the transmission rate of CACC is determined by using equation 3.16 and is 3.14, as

follows:

T R =

(
P2

f [RTOinit +
4
∑

k=1
(RTOnew)k]

)
RT Tavg(1−Pf )

(3.17)

This shows that the waiting time and packet retransmission time as a result of packet loss Tmrt rely on

the network collision and RTO estimator in the proposed CACC scheme. Moreover, the total number

of packets sent during Tmrt is maximally delivered successfully without reaching the maximum k

value.

Furthermore, in default CoAP, the waiting time for k packet retransmissions, RTO is estimated by

using equation 3.18.

RTOcoap = RTOinit +
4

∑
k=1

2k(RTOinit) (3.18)

In congested and collision IoT environments, the difference of RTO between the CoAP and CACC is

great, since there is no need to increase the RTO in a collision environment as the CACC provides

optimal RTO measurements in a congested IoT environment.

RTOdi f f = RTOinit +
4

∑
k=1

2k(RTOinit)−RTOinit +
4

∑
k=1

(RTOnew)k (3.19)

Department of Electrical, Electronic and Computer Engineering
University of Pretoria

83



CHAPTER 3 CONTEXT-AWARE CONGESTION CONTROL SCHEME

In the worst case, considering that the client node attempts four retransmissions to deliver data to the

server, CoAP increases the RTOCoAP nearly 210 times RTOinit . However, in the same environment,

CACC increases RTO more than four times RTOnew. Notably, the RTOnew varies slightly from the

RTOinit . In such a case, equation (16) is rewritten as follows.

(
RTOcoap ≈ 210× (RTOinit)

)
>> (RTOcacc ≈ 22× (RTOnew) (3.20)

When the server delays sending the ACK packets, the CoAP fails to match the ACK packet with the

corresponding data retransmission. However, with the knowledge of RC, CACC avoids both steep

increment and excessive shrunk of the RTO. Even in the worst case, the CACC improves performance

in both the CC and in packet delay.

3.7 CHAPTER SUMMARY

Congestion control remains a critical issue that demands attention for reliable communication in

networks of resource-constrained nodes for efficient resource utilisation and for optimal network

performance by the research community. In this Chapter, a context-aware congestion control scheme

has been presented along with its system analysis for evaluation against the baseline CoAP congestion

control specification and the Advanced congestion control mechanism (CoCoA+) as benchmark

protocols for validation.

Department of Electrical, Electronic and Computer Engineering
University of Pretoria

84



CHAPTER 4 PERFORMANCE EVALUATION AND

DISCUSSION

4.1 CHAPTER OVERVIEW

This Chapter evaluates and discusses the network performance of implementing such a system model

for congestion control (CC) in resource-constrained networks whose core components have been

presented and discussed earlier. To validate the performance of this scheme, the proposed CACC is

compared to that of a baseline CoAP CC specification and that of an advanced congestion control

mechanism for CoAP (CoCoA+) as benchmark protocols. The aim of this evaluation is to present

an efficient resource utilisation and derive optimal results of the proposed scheme for congestion

control. The basis of this evaluation takes into consideration the performance metrics, including

throughput, packet loss, delay and energy consumption, of the entire network to achieve results

based on the proposed CACC to analyse the performance of the proposed system model. The results

include evaluation involving three network configurations, grid, chain, and dumbbell topology. Within

the scope of this research work, the validation of the proposed CACC scheme is solely based on

simulation using Contiki OS and the Cooja simulator only against the benchmark protocols. The actual

experimentation in this study is presented as part of future work owing to the unavailability of access

to an IoT-test bed for congestion control at the time of this research work. As contribution to the

body of knowledge, the work presented in this Chapter has been published as a journal article titled

"CACC: Context-aware congestion control approach for lightweight CoAP/UDP-based Internet of

Things traffic" [1].

The outline of the rest of this Chapter is as follows: The system implementation strategy, including the

implementation tool, simulation setup, network topology, and CC performance metrics, is presented in
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Section 4.2. In Section 4.3, the CACC results for validation against the benchmark protocol of several

quality of service performance metrics from simulations are presented, while Section 4.4 discusses

the results presented in detail, with subsections 6.4.2, 4.4.2, and 4.4.3, represent the discussion of

results based on grid, chain, and dumbbell network topologies respectively. Section 4.5 summarises

the Chapter.

4.2 IMPLEMENTATION TOOL

Cooja is a java-based Contiki operating system (OS) [153] simulation tool as an open source for

both traditional wireless sensor networks and for the IoT, to connect tiny low-cost, low-power micro-

controllers, and resource-constrained devices to the Internet and to implement most sensor motes.

Figure 4.1 presents a comparison of the IETF communication protocol stack on the left against the

Contiki implementation platform on the right, along with its specific layers. For the provision of

IPv6 networking functionality, Contiki implements the uIPv6 stack. With the uIPv6, the Contiki-

RPL enables the implementation of the routing protocol for low-power lossy IPv6 networks, as

well as SICSlowpan, for the implementation of a 6LoWPAN adaptation layer [137]. The Erbium

implementation of CoAP [135] also comes as part of the Contiki, in which CoAP is located at the top

of the uIPv6 of the application layer [137]. To enable the routing of packets, formation of network, and

for maintaining the network topology, RPL which is part of the uIPv6 stack, plays a major role for these

functionalities. This platform enables the execution of Contiki OS-based code and a simulation output

that can be collected, processed, and can obtain the performance metrics. This network simulator

supports the simulation of sensor networks at three different levels, which are: the machine code

instruction set, the application level and the operating system [154]. This platform enables Cooja motes

to emulate an off-the-shelf wireless sensor node that takes into consideration the capability functions

of real nodes in the simulation environment. The Cooja simulation tool, including the simulation script

editor, the control panel and the serial socket (server) port connection plugin, are shown in Figure

4.2.
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Figure 4.1. The default IETF communication protocol stack against its implementation in Contiki

platform, taken from [1], with permission.

Figure 4.2. Contiki Cooja simulation environment.
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4.2.1 Simulation Setup

With the Cooja simulator [154], two of the IEEE 802.15.4 capable motes with the same radio transceiver

(CC2420) [155] have been carefully chosen for this simulation: the Tmote Sky from Moteiv [156],

which is a hardware equivalent of the TelosB motes and the Z1 mote from Zolertia. The relevant

specifications for the different motes used are defined in Table 4.1 which shows their unique capability

features. The table shows the different RAM and ROM capabilities, and the MCU for the motes.

Table 4.1. Hardware Simulation Parameters for the Zolertia Z1 and Moteiv Tmote Sky Wireless Sensor

Nodes, taken from [1], with permission.

Features Z1 Tmote Sky

RAM 8 KB 10 KB

ROM 92 KB 48 KB

MCU MSP430F1611 MSP430F2617

RADIO CC2420 CC2420

Network topology: To evaluate the performance of CoAP CC mechanisms, we consider three different

network topologies for the simulations. In each deployment, the number of nodes and their positioning

differ, which will also be apparent in certain differences, such as in the number of direct neighbours

of the nodes, the distance of routes between the source CoAP request and the destination, as well

as the number of nodes to compete simultaneously for the radio channel. The network topology

used to evaluate the performance analysis for the constant traffic scenario comprises: i) a grid of

36 nodes (6x6), ii) a chain of 22 nodes and iii) a dumbbell topology with 20 nodes. Figure 4.3

represents a two-dimensional positioning for the various nodes in the three-network topology of the

Cooja simulator Graphical User Interface (GUI). The communication range of the nodes is set to 50m,

with an interference range of 100m. For radio transmissions, the simulation exploits a Unit Disk Graph

Medium (UDGM) radio model with circular transmission and applies interference areas. When the

UDGM radio model is used, a Static Link Delivery Ratio (LDR) setting is applied. Moreover, Radio

Duty Cycling (RDC) of the MAC layer is turned off. RPL and UDP protocols are used in the network

and transport layers respectively.

Department of Electrical, Electronic and Computer Engineering
University of Pretoria

88



CHAPTER 4 PERFORMANCE EVALUATION AND DISCUSSION

Figure 4.3. Starting from the upper left and going clockwise shows the three-network topology

considered for the performance analysis (grid, dumbbell, and chain). 1, 2 represent RPL border routers

and sink node respectively, and all other motes in the network topologies represent nodes for running

the full Contiki OS stack and the Erbium implementation of CoAP taken from [1], with permission.

The CoAP messages are created by each CoAP node which periodically sends data at certain intervals

towards a sink node in all the topology. In order to generate traffic of different levels, the periodic

interval is varied from 1 s to 30 s. Periodic transmissions of messages from multiple nodes are assigned

to a sink node to simulate the congested situation together with the collision network scenario. The

duration of simulation for which the CoAP requests are generated is set to 300 s. After this time

should have elapsed, all nodes stop spawning further CoAP requests, and subsequently, this leads to

termination of the simulation phase. The following performance metrics have been evaluated for the

various-network topology for the constant traffic scenario.

1. The first performance metric considered to evaluate the simulation results is system throughput.

We define the throughput as the total number of delivered bits per second in a given time interval.

2. The second performance metric is the end-to-end delay of CoAP messages. The delay is the average

time taken for a CoAP message to reach its final destination node from the moment it is sent at the

application layer of the source node.
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3. The third performance metric chosen for the analysis of the CC mechanism for CoAP is the message

loss, which indicates the total number of undelivered data messages to the server.

4. And finally, the energy efficiency based on the amount of energy in joules consumed by all the

nodes in the network.

4.3 SIMULATION RESULTS

To evaluate the performance of the congestion control scheme, a series of simulations s set up for the

three different network topologies. This section presents the results of the evaluation for the congestion

control mechanism in CoAP for a constant traffic scenario for the three different network topologies

for varying data transmission intervals to analyse the performance of the congestion-control scheme

for 300 s simulations running at 200 % speed, each with 36, 22, and 20 nodes for grid, chain, and

dumbbell network topology respectively. Results are obtained while running baseline CoAP, CoCoA+,

and also the proposed CACC. Then these results are evaluated by comparing them. The results

obtained while considering the performance metrics for the various network topologies are presented

in Figures 4.4, 4.5, 4.6, and 4.7 for grid network topology while Figures 4.8, 4.9, 4.10, and 4.11

represent chain network topology and Figures 4.12, 4.13, 4.14, and 4.15 for dumbbell network topology.
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Figure 4.4. Throughput performance for data transmission interval in grid network topology, taken

from [1], with permission.
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Figure 4.5. Packet loss performance for data transmission interval in grid network topology, taken

from [1], with permission.
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Figure 4.6. Delay performance for data transmission interval in grid network topology, taken from [1],

with permission.
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Figure 4.7. Energy consumption performance for data transmission interval in grid network topology,

taken from [1], with permission.

Table 4.2. Summary of generated values for grid network topology, taken from [1], with permission.

DTx Default CoAP (((%))) CoCoA+ (((%))) CACC (((%)))

TP LPkts D EC TP LPkts D EC TP LPkts D EC

1 451.89 129 10.643 1.711 446.75 147 9.264 2.429 462.21 105 12.3326 2.585

5 64.4 102 2.738 0.246 194.67 57 7.621 1.428 185.10 83 6.368 1.868

10 98.2 138 3.98 1.27 109.2 108 7.46 1.45 121.4 75 6.58 1.367

15 65.5 105 3.27 1.065 71.76 88 6.25 1.34 75.4 78 6.15 1.364

20 52.9 67 2.68 1.19 43.05 94 3.78 1.10 52.9 94 3.78 1.28

25 35.69 76 2.77 1.05 35.3 77 3.033 1.126 41.26 61 4.56 1.19

30 27.23 63 2.64 1.17 28.3 60 3.39 1.17 31.2 52 2.70 1.22
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Figure 4.8. Throughput performance for data transmission interval in chain network topology, taken

from [1], with permission.
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Figure 4.9. Packet loss performance for data transmission interval in chain network topology, taken

from [1], with permission.
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Figure 4.10. Delay performance for data transmission interval in chain network topology, taken

from [1], with permission.
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Figure 4.11. Energy consumption performance for data transmission interval in chain network topology,

taken from [1], with permission.
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Table 4.3. Summary of generated values for chain network topology, taken from [1], with permission.

DTx Default CoAP (((%))) CoCoA+ (((%))) CACC (((%)))

TP LPkts D EC TP LPkts D EC TP LPkts D EC

1 249.50 440 7.768 1.999 327.15 229 13.576 1.823 388.60 62 17.554 2.501

5 160.81 35 8.685 1.366 165.23 23 12.742 1.452 148.67 68 6.669 1.418

10 78.01 66 6.12 0.92 69.55 70 8.4 1.13 98.25 11 5.97 1.10

15 53.72 32 3.28 1.00 60.32 14 8.69 1.04 59.98 15 6.51 1.05

20 37.53 36 3.90 0.97 40.11 29 7.82 1.09 45.2 15 5.23 1.08

25 28.33 15 1.85 0.99 29.07 13 4.54 0.94 27.33 18 3.59 0.96

30 23.92 14 1.58 0.84 23.55 15 3.79 0.9 25.02 11 2.69 0.91
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Figure 4.12. Throughput performance for data transmission interval in dumbbell network topology,

taken from [1], with permission.
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Figure 4.13. Packet loss performance for data transmission interval in dumbbell network topology,

taken from [1], with permission.

0 5 10 15 20 25 30
Data Transmission Interval (sec)

0

5

10

15

20

25

D
e
la

y
 (

se
c)

CACC
COCOA+
COAP

Figure 4.14. Delay performance for data transmission interval in dumbbell network topology, taken

from [1], with permission.
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Figure 4.15. Energy consumption performance for data transmission interval in dumbbell network

topology, taken from [1], with permission.

Table 4.4. Summary of generated values for dumbbell network topology, taken from [1], with permis-

sion.

DTx Default CoAP (((%))) CoCoA+ (((%))) CACC (((%)))

TP LPkts D EC TP LPkts D EC TP LPkts D EC

1 555.31 147 16.278 1.765 544.27 177 16.646 2.190 593.95 42 22.798 2.603

5 145.72 126 7.841 1.111 187.31 13 11.934 1.238 190.62 4 8.971 1.324

10 78.75 2 2.39 1.15 82.04 24 7.38 1.04 92.3 1 2.06 1.11

15 54.09 6 5.06 1.03 57.04 7 5.93 0.989 58.14 4 3.69 1.03

20 39 20 4.10 1.09 43.05 3 4.98 0.988 41.21 8 2.86 1.04

25 23.92 25 3.1 0.88 32.75 1 5.08 0.95 32.75 1 2.84 0.99

30 23.92 25 3.1 0.88 24.65 3 4.21 0.94 23.55 6 1.88 0.87

4.4 DISCUSSION

This section presents a discussion of the results obtained for evaluation of the different network

scenarios during varying data transmission interval. Subsection 4.4.1 discusses the results obtained for

grid network topology while Subsection 4.4.2 presents the discussion of the results obtained for chain
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network topology and this is followed by the discussion of results for dumbbell network topology in

Subsection 4.4.3.

4.4.1 Results based on periodic message transmission for grid network topology

In the grid topology, 36 clients are positioned to generate the periodic transmissions to compare the

performance of the schemes. With reduced network traffic, the possibility of a network collision

is less, and most of the packet loss is caused by network congestion only. The CACC outperforms

CoCoA+ and base CoAP during various data transmission intervals as shown in Figure 4.4. The CACC

delivers most of the data packets within a minimum number of retransmissions during high traffic on

the network. As the data transmission interval increases from 1 s to 30 s, the network throughput starts

to degrade due to less network traffic. The proposed CACC drops its throughput from 462.21 bps to

31.2 bps. The CoCoA+ performs better than or similar to the CoAP. However, to ensure low packet

loss and less retransmission, the energy consumption and delay of CACC increases marginally with

improved packet delivery compared to that of other baseline protocols.

Figure 4.5 shows a minimal packet loss for CACC compared to the existing works. For instance,

the CACC, CoCoA+, and CoAP experience loss in 105, 147, and 129 packets respectively during

high traffic on the network of 1 s data transmission interval. The proposed CACC avoids both steep

increment and excessive shrunk of the RTO which avoids excessive retransmission in the network by

utilising the field of RC in RTO measurement. Without incorporation of the RC factor, CoCoA+ and

base CoAP protocols may fail to provide the exact status of the packet retransmission and this results

in unnecessary packet loss.

Figure 4.6 shows delay performance for the propose and existing schemes. In a high-traffic environment,

the number of successfully delivered packets increases the delay in the CACC mechanism. For instance,

on a highly congested network with a great number of generated packets, the CACC, CoCoA+, and base

CoAP successfully transmit 1256, 1214, and 1232 packets respectively. The CACC delivers in 12.332

s, CoCoA+ in 9.264 s, while the base CoAP delivers in 10.643 s for each successful transmitted packet.

With the three estimators based on RTO measurement along with the overall estimator, the CACC

updates RTO only in the congested network, but not in the collision environment. In a low-traffic

environment, the CACC experiences more delay than CoCoA+. For instance, in a data transmission
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interval of 25 s, the difference between CACC and CoCoA+ is 1.52 s. With improved packet delivery in

terms of throughput, low packet loss and retransmission, the CACC compromises the delay, compared

to other baseline protocols.

Figure 4.7 shows the level of energy consumption for the various schemes for the overall network.

The proposed CACC achieves higher packet delivery with a compromise of energy consumption. It

mainly targets the packet delivery factor, even when there is high congestion. For instance, with a

data transmission interval of 1 s, the energy consumption of CACC is 2.585 Joules with successful

transmission of 1256 packets, whereas the CoCoA+ utilises 2.429 Joules for the successful transmission

of 1214 packets and the base CoAP uses 1.711 Joules for the successful transmission of 1232 packets.

This shows clearly that the proposed CACC expends more energy in order to deliver the packets

successfully with a minimal number of retransmissions.

Table 4.2 presents a summary of the generated values based on the various data transmission intervals

for grid network topology.

4.4.2 Results based on periodic message transmission for chain network topology

The number of nodes of packet transmission increases the possibility of network congestion as well as

collision, as analysed by varying the data transmission interval over the chain topology. The context-

aware three RTO estimators improve the throughput in the CACC scheme over the existing baseline

protocols as shown in Figure 4.8. When the packet interval is longer than 15 s, network congestion

occurs with less probability only. In such a case, most of the communication is successful. Some of

the data packets are retransmitted with CoCoA+ and base CoAP due to the unavailability of context-

aware RTO measurement. In a high-traffic environment, CoCoA+ fails in differentiating the collision

environment from the congested network, and this tends to fluctuate RTO significantly. This causes

frequent retransmission and poor network throughput in CoCoA+. For a data transmission interval of

1 s at high levels of network traffic, CACC attains 388.60 bps throughput, whereas the CoCoA+ and

base CoAP attain 327.15 bps and 249.50 bps respectively. As the data transmission interval increases,

the throughput for various network topologies degrades significantly. The exponential increment of

RTO in CoAP causes no retransmission until the RTO expires and leads to network under-utilisation

and thereby reduces the network throughput.
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Figure 4.9 represents the packet loss for the various mechanisms. The message interval is directly

proportional to the network traffic and congestion. CoCoA+ increases the RTO value unnecessarily

because of unawareness of network collision, and this may lead to RTO shrinkage and spurious

retransmission to the server. The proposed CACC appends the L factor in RTOrest measurement and

prevents too much shrinkage in RTO, which improves the network throughput and reduces packet

loss. CACC reduces the packet loss rate tremendously when compared to CoCoA+ and base CoAP.

The proposed CACC mechanism detects the weak RTT in the request-response interaction model and

estimates the smoothed RTT value accurately by incorporating the RC information to balance the

fluctuation in IoT traffic effectively and to improve the packet delivery ratio considerably. For a data

transmission interval of 1 s during high traffic on the network, base CoAP attains a total throughput

of 249.50 bps, while CoCoA+ achieves a total of 327.15 bps and the proposed CACC attains 388.60

bps. As the data transmission interval increases from 1 s to 30 s, the system throughput degrades

significantly.

Figure 4.10 shows delayed performance for the proposed and existing baseline protocols. The CACC

outperforms CoCoA+, where the congested network environment starts to affect the protocol perform-

ance. As with the network traffic, improved performance in throughput is achieved by the CACC

when compared to the CoCoA+ and base CoAP. The network delay in the proposed CACC increases

with the number of successfully transmitted packets. CoCoA+ delivers the packets with multiple

retransmissions and this results in much delay. The three RTO estimators make the CACC quite

effective in improving the network performance. For instance, on a highly congested network of 1

s data transmission interval, the CACC and CoCoA+ successfully transmit 1056 and 889 packets in

17.554 s and 13.576 s respectively. However, the base CoAP successfully delivers only 678 packets

using 7.768 s.

Figure 4.11 shows the results of the energy consumption level for CACC, CoCoA+, and base CoAP

for different message intervals. As observed, since the proposed CACC delivers a considerable number

of successfully transmitted packets due to the adjustment of RTO with context awareness, the energy

consumption of CACC is considerable to ensure low packet loss and retransmission. However, the

CoCoA+ attains less throughput, and at the same time consumes more energy when compared to

the proposed CACC. For instance, in a 10 s data transmission interval, the CACC has a total energy

consumption of 1.10 joules. However, CoCoA+ and base CoAP consume 1.13 joules and 0.92 joules

respectively. Although, CoAP consumes less energy compared to other protocols, it delivers only a
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few messages to the server.

Table 4.3 presents a summary of generated values based on the various data transmission intervals for

chain network topology.

4.4.3 Results based on periodic message transmission for dumbbell network topology

Figure 4.12 shows the influence of the data transmission interval on the performance of CC mechanisms.

Compared to other protocols, CACC demonstrates its performance by a considerable number of

retransmissions, especially in a high traffic scenario. With high network traffic, CACC adapts to

the network conditions and estimates the actual RTO value by incorporating the RC factor when

determining the correct RTT value. While the data transmission interval increases, the throughput of

the entire system decreases owing to the reduction in network traffic. For instance, the CACC attains

593.952 bps of throughput, whereas CoCoA+ and base CoAP attain 544.272 bps and 555.312 bps

respectively for a data transmission interval of 1 s.

Figure 4.13 illustrates the performance of the proposed CACC over the existing baseline protocols

when the data transmission interval is varied from 1 s to 30 s. CACC reduces the packet loss in most

of the points by measuring RTO properly, which considerably reduces the spurious retransmissions, as

well as an unnecessary delay, in communication. CACC successfully transmits most of the generated

packets to the server and reduces the packet loss drastically when compared to baseline protocols. For

a data transmission interval of 1 s, the proposed CACC scheme incurs loss of 42 packets, whereas

CoCoA+ and base CoAP incur loss of 177 and 147 packets respectively. In a low-traffic environment,

the message loss is reduced in CACC and CoCoA+, since there is less possibility of network congestion

and collision. CoAP employs fixed RTO, which results in a significant number of packets lost as

observed with the dumbbell network topology.

In Figure 4.14, CACC delivers a significant number of messages and at the same time maintains the

delay. For a data transmission interval of 1 s, the proposed CACC scheme successfully transmits 1614

packets with a delay of 22.798 s, whereas CoCoA+ and base CoAP successfully transmit 1479 and

1509 packets with delays of 16.646 s and 16.278 s respectively. The accurate RT T measurement tends

to measure the RTO accurately and avoids the skewing and abrupt changes in RTO. These changes in
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CoCoA+ and base CoAP result in spurious retransmission and unnecessary delay in communication as

observed with the dumbbell network topology.

Figure 4.15, shows that the energy consumption of CACC is marginal compared to that of base CoAP.

Baseline CoAP and CoCoA+ protocols assume that network congestion causes all packet losses and

delays. However, this is not correct in the case of a network collision. The energy consumption of

CACC is reduced, compared to that of the CoAP. CACC consumes 2.603 joules for the successful

transmission of 1614 packets with the CoAP consuming 1.765 joules for delivering 1509 packets while

the CoCoA+ consumes 2.190 joules for successfully transmitting 1479 packets for a data transmission

interval of 1 s. As the data transmission interval increases, the message delay decreases linearly and

the amount of energy consumed by the entire network, based on each network topology, is also reduced

marginally.

Table 4.4 presents a summary of generated values based on the various data transmission intervals for

grid network topology.

4.5 CHAPTER SUMMARY

Congestion control remains a critical issue that demands attention for reliable communication in

networks of resource-constrained nodes for efficient resource utilisation and optimal network perform-

ance from both the research community and industry at large. In this Chapter, we have carried out a

performance evaluation of baseline CoAP CC and CoCoA+ against the new proposal, CACC. For

this validation, the Cooja simulation environment was used to evaluate base CoAP within the Contiki

communication protocol stack for constrained networks. For this analysis, three different network

topologies were simulated with varying data transmission intervals.

The utilisation of strong, weak and failed RTT estimators enables the CACC successfully to identify the

exact network status, RTT of request-response interactions to mitigate the issue of large fluctuated RTT

estimates, and to provide adaptive congestion control. The incorporation of an RC factor in RTT estim-

ation and lower-bound restriction prevent the issue of fluctuated IoT traffic. The resulting algorithm,

named CACC, is demonstrated to be effective in reducing the overall number of retransmissions while

guaranteeing higher throughput and minimized packet loss comparable to those obtained with baseline

Department of Electrical, Electronic and Computer Engineering
University of Pretoria

102



CHAPTER 4 PERFORMANCE EVALUATION AND DISCUSSION

CoAP and CoCoA+ in all the network scenarios. The proposed 3-state estimators help to differentiate

the loss scenario due to congestion and collision and provide an efficient context-aware scheme in

CoAP through underlying UDP. The results also show a significant performance improvement over

both baseline CoAP and CoCoA+ for the various networks in different data transmission intervals.

Possible future work is needed to decide on the optimal value of the number of retransmissions and

max-age value based on the particle swarm optimization (PSO) algorithm to optimise the base CoAP

default parameters for optimal solutions in the network congestion scenarios, and also the queuing

analysis technique for congestion control in constrained-IoT networks.
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CHAPTER 5 PARTICLE SWARM

OPTIMISATION-BASED CONGESTION

CONTROL

5.1 CHAPTER OVERVIEW

In the previous chapter, a context-aware congestion control approach is proposed and evaluated against

baseline CoAP and CoCoA+. Results obtained show significant improvements in all network scenarios.

However, the need for further research into congestion control mechanisms for resource-constrained

IoT networks calls for exploration of potential techniques to optimise the CoAP default parameters for

optimal solutions. This chapter substantiates the proposal for a Particle Swarm Optimisation (PSO)-

based Adaptive Congestion Control Technique (PACT) that significantly enhances the performance of

the base CoAP protocol by tuning the retransmission count to an optimal value along with a varying

max-age value by enabling the Observe option in the CoAP protocol. As contribution to the body of

knowledge, the work presented in this Chapter has been submitted and is currently under review as

part of a journal article titled "PACT: An Optimisation-based adaptive congestion control technique

for constrained application protocol" [157].

The rest of this chapter is organised as follows: In Section 5.2, a general overview is presented,

followed by a discussion of related work on congestion control in Section 5.3. Section 5.4 delves into

the general overview of the proposed (PACT) methodology, including the system and network model,

preliminaries of base CoAP CC specification, an optimisation strategy for tuning the CoAP default

parameters, a fitness measurement based on (PSO) algorithm and tuning inertia weight, and network

congestion level measurement for various congestion scenarios.



CHAPTER 5 PARTICLE SWARM OPTIMISATION-BASED CONGESTION CONTROL

5.2 BACKGROUND

The ever-growing Internet of Things (IoT) is paving the way for the global network infrastructure, and

the number of devices interconnected to the IoT is proliferating, which in turn leads to several diverse

smart applications and services [158]. In view of the tremendous potential of the IoT, it is predicted

that more than 50 billion Internet-capable smart things will be connected over the Internet shortly and

this will tend to revolutionize the global world [11]. The IoT connects numerous heterogeneous devices

by applying a wide range of technologies that include communication, networking, and information

processing and ensures inter-operability among global Internet services by integrating smart objects

into the existing network and information systems [6, 138, 159]. In IoT network, the involvement of

heterogeneous devices with a wide range of applications creates network congestion when the traffic

load reaches its maximum capacity. Considering the massive number of devices to be connected, the

design of an efficient and reliable IoT network is a requirement for processing the large amounts of data,

irrespective of the limited computational and communication capabilities of IoT-connected devices.

The traffic pattern in the IoT network is different from that of conventional networks, and congestion

is a significant factor that degrades the performance of data communications [160]. Therefore it is

necessary to introduce congestion control (CC) mechanisms into IoT to provide real-time quality of

service (QoS).

CC mechanisms are employed to detect congestion in various network traffic patterns and to take

preferable measures to avoid or remove congestion in the network [137]. In traditional networks, Trans-

mission Control Protocol (TCP) provides end-to-end congestion control [161]. However, conventional

Internet protocols are not suitable for resource-constrained environments. The varying communication

patterns in different IoT applications make TCP inefficient and that leads to unnecessary delay, high

overheads, and unfeasible connections. Hence, for lightweight applications, Constrained Application

Protocol (CoAP) operating over user datagram protocol (UDP) is suitable as it handles congestion by

itself. As a result, different protocols have been considered [162].

In the IoT, the application layer protocols are responsible for orchestrating the network and one of

the standard protocols in the application layer is Constrained Application Protocol (CoAP) [163,

164]. CoAP [91] is a lightweight protocol stack which adapts the Representational State Transfer

(REST) paradigm [165] for easy compatibility with the current Internet trend. CoAP has specialized

features, including multicast support, very low overheads, and suitability for resource-constrained
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lossy networks [91, 166, 167]. CoAP end-nodes exchange requests-responses by using messages

exchanged asynchronously through User Datagram Protocol (UDP) [168]. Since UDP is unreliable for

message transfer, CoAP must ensure and handle message reliability and congestion over the unreliable

UDP transport protocol by itself. To this end, CoAP uses the confirmable message which requires

an acknowledgment or a reset message to ascertain the message reliability from the destination end

node. Typically, memory-constrained and CPU-constrained nodes are used in IoT communications

with limited processing and memory capabilities, which makes CoAP suitable for these extreme

constraints.

Accordingly, RFC 7641 [2], extends CoAP with Observe, a publish-subscribe mechanism for support-

ing unreliable CoAP communication with the introduction of an upper limit on the permitted rate of

outgoing messages. By enabling an observe mechanism, servers can inform the interested parties about

any changes in the state of resources. The standard CoAP CC specification doubles the retransmission

timeout (RTO) at the expiration of the timeout. CoAP under-performs when it is found to be too

conservative in small networks or too aggressive in large networks [131,139], instead of adapting to the

network status information. Another extension of CoAP CC specification is CoCoA [134, 140] which

is currently being standardized by the IETF CWG [105], as an adaptive, advanced congestion control

mechanism. CoCoA+ makes the system more sensitive to the network dynamics by incorporating a

novel round-trip-time (RTT) estimation scheme which automatically sets the RTO value, along with

a variable backoff factor (VBF) and aging mechanism for the transmission of CoAP messages [1].

It has been proven that CoCoA significantly improves the performance over CoAP in congested

networks [139, 148]. However, CoCoA is still deficient in choosing the exact RTO value during burst

traffic because of the inability to determine the RTT of retransmitted request-response accurately [150],

thereby resulting in unnecessary spurious retransmissions [141].

This chapter presents a Particle Swarm Optimisation (PSO)-based Adaptive Congestion control

Technique (PACT) that significantly improves the performance of the CoAP protocol by tuning the

retransmission count to an optimal value, along with a varying max-age value, under various network

conditions. The observe option is enabled in the CoAP protocol for max-age value. The optimal

MAX_RETRANSMIT and max-age value are obtained by applying optimal parameter-driven simula-

tions for different congestion levels,and employing the PSO technique, using the Cooja simulation

environment, a toolset of the Contiki OS. The proposed PACT incorporates the random and optimal

parameter-driven simulation based on different network congestion scenarios and applies the fitness
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measure obtained from previous scenarios to update the velocity for which the fitness function is

computed for the optimal number of retransmissions and max-age values. The proposed PACT-based

algorithm leverages on the RTTVAR which is used to allocate the default values for CoAP timeout

parameters in order to estimate the network congestion level, mitigate the network fluctuations, and to

enhance the convergence for a stable network condition.

5.3 RELATED WORK ON CONGESTION CONTROL

Several works have been presented in Wireless Ad hoc and Sensor Networks for CC in constrained

application protocol; notable contributions on CC for reliable exchanges of CoAP communications

include [20, 134, 137, 139, 140, 144, 148]. The Internet Engineering Task Force (IETF) RFC 7641 [2]

provides an extension of the CoAP base specification for CC in unreliable CoAP communications as

CoAP with Observe, which uses a publish-subscribe mechanism, with the introduction of an upper

limit for the permitted rate of outgoing messages. These schemes play an important role in providing

CC for constrained networks.

The experimental evaluation of CC for the CoAP protocol is presented in [169] for unreliable CoAP

communication without end-to-end reliability between connected devices over emulated GPRS/UMTS

links and also in a real IEEE 802.15.4 multi-hop testbed of constrained devices. The experimental

results show that CoCoA performs better by maintaining high performance in almost all the scenarios

considered, due to its flexibility when compared to default CoAP protocol, whereas, owing to the

requirement of an adjustment period, the rate control applied by CoCoA may not perform optimally, a

result which is reflected in a slightly lower packet delivery ratio (PDR) due to the varying condition

of the network [145, 148]. In [170], the authors propose a new rate-based CC for CoAP (CoAP-R)

as an improvement to determine the performance of CoAP in bursty traffic environments. To control

the network traffic, this mechanism monitors the sending rate of CoAP sources and uses a rate-based

scheme instead of the usual window-based mechanisms. This scheme is aimed at achieving maximum

bandwidth and network resource allocation based on fairness. It is observed that CoAP-R ensures

uniform distribution of network resources amongst all the senders with reduced delay compared to

CoAP and CoCoA. For instance, in [150], the authors proposed an enhancement of the CC mechanism

for CoAP and CC/advanced which we called (E-CoCoA), that makes use of the RC of the request

packet to estimate the actual RTT by matching the request-response packet to determine the RTO value.
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The results show that the proposed mechanism improves the efficiency of CC when compared to the

base specifications of CoAP and CoCoA+.

A new mechanism called Fast-Slow RTO (FASOR) [151] based on retransmission timeout and CC

mechanism for CoAP is introduced to address the problem of packet loss, which is either due to the

wireless link environment or to congestion, by considering three unique features, including self-adaptive

retransmission timer backoff, Slow RTO computation, and Fast RTO computation mechanisms. One

promising advantage of the scheme is the fact that, unlike traditional CoAP and CoCoA mechanisms,

the FASOR scheme can handle a high congestion level, even in the buffer-bloat environment, but

suffers from high-latency cost due to the slow RTOs involved in the scheme.

A Precise CC Algorithm (pCoCoA) [147] for CoAP introduces the modified algorithm of CoCoA+

that overcomes the limitations in the existing algorithm. In pCoCoA, the use of a weak estimator

is eliminated, and a transmission count is applied to match the ACK messages with CON messages,

even during retransmission. This method also detects unnecessary retransmissions in the network by

comparing the transmission counter value of the retransmission with the transmission counter value of

the ACK message. The advantage of pCoCoA is the fact that it has reduced retransmissions and the

ability to work in bursty traffic occurrence-based scenarios. However, considering the wide range of

IoT scenarios, some of the fixed values used in this scheme might not be suitable. In [1], the authors

present a context-aware CC (CACC) approach for lightweight CoAP/UDP-Based IoT Traffic which

improves the modification of CoCoA+ [134] by utilising mechanisms that include an RTO estimator,

RC-based smoothed RTT observation, a lower-bound RTO restriction approach, the aging concept and

a 3-RTO estimator to identify the exact network status and provide adaptive CC. The results show

that the resulting scheme called CACC, is effective in reducing the overall number of retransmissions,

while guaranteeing higher throughput and minimised packet loss compared to those obtained with

the base CoAP and CoCoA+ in all the network scenarios. However, to the best of the knowledge

on optimal parameter tuning, this is the only work on CC for CoAP communications based on the

PSO-algorithm.

A summary of some of the proposed CC mechanisms, with their unique characteristic features, is

presented in Table 5.1
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Table 5.1. Summary of Congestion Control Algorithms with their unique features [1].

Scheme RTO aging Backoff method RC RTT estimators Existing scheme

CoAP No BBF No No None

CoCoA Yes VBF No Yes - 2 LinuxRTO

4-State Strong Yes VBF No Yes - 4 CoCoA

E-CoCoA Yes VBF Yes Yes - 1 CoCoA

CACC Yes VBF Yes Yes - 3 CoCoA

5.4 OVERVIEW OF PROPOSED PACT METHODOLOGY

The base CoAP CC specification is designed, based on the initial RTO and an exponential backoff

for the RTO timer. Basically, for a reliable message exchange between the sender and destination

endpoint, CoAP randomly chooses the initial RTO value from a fixed interval of [2,3] s for the initial

message transmission. However, the base CoAP is deficient in controlling the congestion properly

in a buffer-bloat IoT environment, which leads to spurious retransmissions and unnecessary delays

that result in wastage of network resource-capacity. Several approaches attempt to improve the CoAP

protocol to solve this issue.

Figure 5.1 illustrates the idea of the proposed methodology. CoAP’s main limitations rely in the

variability of its performance, irrespective of its significant advantages, which is induced by the

choice of its default parameters, including the number of retransmissions and max-age value. The

inability to assign appropriate values to these parameters and their impact on the network’s behaviour

is still a difficult process for base CoAP CC specification. The number of retransmissions is tunable

without a clear default value, while the max-age, is chosen as 5 and 20 s. Based on this, the proposed

system identifies an appropriate MAX_RETRANSMIT and obtains a considerable configuration better

than the default parameters for the various IoT-congested scenarios by employing the PSO-based

technique. In the random parameter-driven simulation, the existing CoAP algorithm is performed

using default parameters, and the process is then repeated for different congestion scenarios by varying

the retransmission and max-age values using the optimisation algorithm. Furthermore, the system

builds on low, medium, and high- traffic scenarios by varying the number of retransmissions and

max-age value to analyse the impact of these parameters on base CoAP performance. The variation in
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Figure 5.1. Proposed context-aware PSO methodology

these parameters is decided on based on a PSO fitness and velocity function. An optimal value of the

MAX_RETRANSMIT is decided on to use the best fitness value. The velocity variation is adaptive to

the network congestion level. Thus, the proposed PACT assigns an optimal value to the number of

retransmissions with a fixed set of max-age values, according to the network congestion level, and

improves performance of the base CoAP CC protocol in different IoT scenarios.

5.4.1 System and Network Model

CoAP is a stateless request-response protocol constructed in IEEE 802.15.4-based multi-hop networks

of constrained devices. The standard CoAP model has two abstract layers. The upper layer implements

the request-response communication for RESTful model, whereas the lower layer implements the

control mechanism over CoAP message transmission through the underlying UDP protocol, which

supports both reliable and unreliable modes in the network. In reliable transmission, the ACKs is
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required to ensure reliability when selecting the CON packet type, while in unreliable mode, non-

confirmable (NON) messages are used for unreliable communication where the sender does not expect

an ACK as confirmation. In the Observe option, the NON-messages are mainly utilised during the

transmission of notification messages. With the Observe, the server makes use of the max-age option to

specify the exact expiry time for the CoAP response resource representation. The maximum message

size is typically 128 bytes (block-wise) payload with a header size of 48 bytes. The primary CC

specification of the CoAP lacks in supporting unreliable exchange of messages and is insensitive

to network conditions. In order to overcome this limitation, the Observe extension is introduced to

support CC in unreliable data communication.

Particle swarm optimization is an optimization base technique designed and developed by [171], and

inspired based on the social behaviour of bird flocking and fish schooling. The PSO technique is a very

simple concept, and easy to implements with the adjustment of few parameters including the number

of particles (solutions), range of solutions, learning factors, inertia weight, Vmax (which represents the

maximum change for a particle during one iteration), global and local best positions. This technique is

computationally inexpensive, and by the use of only primitive mathematical operators, the process

can be achieved [172]. The basic equations which are generally utilised by the PSO technique are

velocity and position update equations to optimize the problem as given by Equation 5.1, and 5.2

respectively [173]. These equations are modified in each iteration of PSO algorithm to achieve optimum

solution.

V =V +C1×RND× (Pbest −PRS)+C2×RND× (Gbest −PRS) (5.1)

PRS = PRS+V (5.2)

Where V, RND, PRS, and Pbest and Gbest is the particle velocity, random number between (0,1), the

current particle (solution), the local best position and global best position respectively, and C1, C2 are

the leaning factors.

The PSO problem presents possible solutions (particles) that randomly send requests to a server node

in the network. In this scenario, there is only one server in the network to respond to requests of the
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connected CoAP nodes. The PSO technique learned from this, to apply and solve the optimisation

problem. For this process, each single particle is a CoAP node in the network. This we can also call a

solution. All solutions are characterised with fitness values which can be assessed by the fitness function

to be optimised, and have velocities which direct the path of the solutions. The solutions request

through the network to obtain the current optimum solutions. In the proposed methodology, CoAP with

Observe protocol is used to consider both reliable and unreliable CoAP communication. The proposed

PACT considers the process as a random and an optimal parameter-driven simulation. In the random

parameter-driven simulation, the first iteration is based on the primary CC mechanism with a default

transmission parameter. With PACT, the fitness values in PSO rely on the performance metrics obtained

at the end of the simulation results from the perspective of validation. The velocity reflects the distance

travelled by this particle at each iteration. Each particle (solution) has to maintain its position Pbest ,

known as the local best position and the Gbest , known as the global best position among all the particles.

In the initial iteration of PSO, the current fitness value is considered as Pbest , and one is assigned as Gbest .

In the progressing iterations, the Pbest and Gbest are updated based on the fitness value in consideration

of optimal values of performance metrics. The velocity is added with MAX_RETRANSMIT for

optimal tuning along with adjustment of the max-age value. During the simulation with adjusted

parameters, the resultant value of the metrics is taken as a fitness value for the next iteration. The

inertia weight, w, is adjusted, based on the network traffic, which controls the momentum of particle by

weighing the contribution of the previous velocity in controlling the new velocity. In the proposed CC

mechanism, round-trip-time (RTT) value is employed to determine the congestion level. For further

iterations, the optimal number of retransmissions is obtained for different congestion scenarios. In

the optimal parameter-driven simulation, the optimal tuned MAX_RETRANSMIT with the adjusted

max-age are used, based on the network traffic, to control the congestion in the network.

5.4.2 Preliminaries of Base CoAP Specification

The CoAP is a web-specific protocol developed especially for resource-constrained sensor nodes and

low-power networks (6lowPAN). The IoT network experiences high packet error rates, packet loss,

and relatively small throughput. To mitigate these issues, CoAP implements the primary CC by using

an exponential backoff mechanism. Initially, the client sends a CON message to a server node. The

initial value of RTO in CoAP is assigned randomly within the interval between ACK_TIMEOUT and

ACK_RANDOM_FACTOR, where ACK_TIMEOUT and ACK_RANDOM_FACTOR represent the
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transmission parameters, and the default values of these factors are 2, and 1.5 s respectively. However,

these factors are utilised only at the initial RTO measurement. Thus, the proposed methodology does

not apply the PSO-based optimal value selection to those factors. After sending the CON message, the

sender waits to receive an ACK before the RTO expires. If the sender node has not received the ACK

before the RTO expires, CoAP doubles the RTO value. The sender node keeps on retransmitting the

CON message until it reaches the maximum number of retransmissions MAX_RETRANSMIT and

moreover the CoAP assigns MAX_RETRANSMIT value as 4. After four unsuccessful attempts of

retransmission, CoAP enables the sender node to close the session. CoAP selects the initial RTO value

randomly between ACK_TIMEOUT and (ACK_TIMEOUT x ACK_RANDOM_FACTOR).

Figure 5.2 illustrates the CC mechanism used in CoAP. Baseline CoAP CC specification enables the

sender node to transmit the messages after having acknowledged the ACK message from the server.

When congestion occurs and the ACK is not received, the RTO interval increases to double. The

default CC scheme keeps doubling the RTO value each time until the client receives the ACK message.

The client node increases the RTO value and retransmits the CON message up to four times and

attempts to find the correct RTO value. Another important parameter in CoAP for consideration is

freshness in terms of max-age value. When a response is considered to be fresh, it is used in further

processes without requesting the server again and this improves the communication efficiency of

CoAP. The mechanism for determining the freshness in CoAP is the exploitation of the expiry time

by using the max-age value. The max-age value indicates that the response is invalid after its age has

expired. By default, CoAP assigns the max-age value as 60 s. When a max-age value remains the

same when its age is greater than 60 s, it is considered to be invalid. The shortcoming of the base

specification scheme in CoAP is the fact that both the max-age value and MAX_RETRANSMIT are

not set automatically. These parameters have to be assigned based on network congestion to improve

the communication efficiency of CoAP. Table 5.2 presents a summary of default values chosen in the

presence of congestion for CoAP delay and timeout parameters.

5.4.3 Optimisation Strategy for Tuning CoAP Parameters

The base CoAP protocol can perform better in different scenarios, but this is not an optimal solution

for CC. The primary problem that recurrently emerges is due to the improper configuration of the

default CoAP parameters. Therefore, the proposed PACT scheme utilises the optimisation algorithm

Department of Electrical, Electronic and Computer Engineering
University of Pretoria

113



CHAPTER 5 PARTICLE SWARM OPTIMISATION-BASED CONGESTION CONTROL

C
O

N

A
C

K

M
S

G

C
O

N

C
O

N

A
C

K M
SG

RTT

Normal 
Scenario

RTO 2RTO

Congested Scenario

Figure 5.2. CoAP congestion control mechanism.

Table 5.2. Base values of CoAP delay and timeout parameters [2].

Parameter Base value

ACK_TIMEOUT 2 s

ACK_RANDOM_FACTOR 1.5

MAX_RETRANSMIT 4

PROCESSING DELAY 2 s

DATA FRESHNESS T̄s = 60 s

MAX_RTT 202 s

MAX_TRANSMIT_SPAN 45 s

DEFAULT_LEISURE 5 s

for deciding the optimal values for the parameters and providing an optimal configuration for CoAP

in various IoT congestion scenarios. The proposed methodology consists of two parts: Random and

Optimal Parameter-driven Simulations. The default CoAP specification exploits the random parameter-

driven simulation, in which the base CoAP parameters are fixed with default values. The simulation of

the IoT environment is carried out with the default values of these parameters. Based on the results

obtained, the optimisation algorithm decides on the number of retransmissions and the max-age value

to carry out the simulation. With the results of random parameter-driven simulations, the optimisation

algorithm determines the optimal values for CoAP parameters. Assigning the same value to various

congestion scenarios is not valid. Therefore, the proposed PACT considers the IoT congestion network
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in three categories, namely, low, medium, and high-level congestion scenarios. For each category, the

proposed PACT assigns the parameter values differently. The random parameter-driven simulation is a

way of assigning the appropriate values to the parameters that regulate the performance of the base

CoAP specification. This leads to optimal configurations for this protocol, tailored for various IoT

scenarios.

5.4.3.1 Fitness Measurement using PSO Algorithm and Tuning Inertia Weight

The problem of data insufficiency at the server node during access by multiple clients simultaneously

is a major cause of network congestion in resource-constrained networks. The proposed PACT creates

several test scenarios to determine the network congestion levels. In the initial scenario, the default

values are set for the CoAP parameters. The performance results realized from the first scenario are

used to tune the default values of these parameters step by step. The proposed PACT continues this

process for multiple times by using the PSO technique. The PSO technique applies the fitness measure

of the results retrieved from the first scenario and updates the velocity to continue the process towards

achieving an optimal number of retransmissions and max-age value. After the random parameter-driven

simulation, it returns the simulation results of the packet delivery ratio PDR, the normalised overhead

NO, and delay D of the communication scenario. This information is then used to compute the fitness

function F as follows:

F =W1× (PDR)+W2× (−NO)+W3 × (−D) × C (5.3)

The objective of the PSO-based function is to maximize the packet delivery ratio and minimise both the

packet loss and delay. For this reason, we formulate the system, such that the packet delivery ratio has

a positive sign and the others have a negative sign. In Equation 5.3, factors W1, W2, and W3 represent

the influence of each metric on the resulted fitness value. These metrics are assigned with 0.5, 0.3, and

0.2, respectively. By applying such weighting factors, the packet delivery ratio takes priority over other

metrics. The negative polarity in the weighing factors is considered for influencing the importance of

each performance metric in both individual and combined perspectives. The delay is also multiplied

by the constant value (C = 0.01) to deal with a similar range of packet delivery ratios and normalised

overheads. After the fitness for results of the random parameter-driven simulation has been measured,
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the velocity value for each parameter is estimated by using the improved PSO based on the level of

network congestion.

Wα =
{(Wmax−Wmin)− (Fmax−Fmin)}

(Favg−Fmin)
(5.4)

V SOL+1
j =WV SOL

j + c1r1(PBest −XSOL
j ) + c2r2(GBest −XSOL

j ) (5.5)

IW =



[(Wmin +(Wα)]

2
if a,

Wmin +(Wα) if b,

Wmax +(Wα) if c.

(5.6)

Where a, b, and c represent when congestion is low or normal, when congestion is medium, and when

congestion is high respectively.

Here, the particles represent the possible values of several retransmissions and the max-age value. It

is important to note that the PSO generates k solutions (SOL) and among them, the best solution is

considered to be GBest . The previous position of a particle acts as PBest for the next solution. Moreover,

XSOL
j represents the position of a particle in a solution, and r1 and r2 are the random values, which

are selected in the range of [0,1]. The factors c1 and c2 represent the acceleration constant. The

fitness represents the quality of a solution for every particle movement. The inertia weight IW factor

W , is estimated by using Equation 5.4, 5.5 and 5.6, where Wmax and Wmin denote the maximum and

minimum values of W , and Fmin and Favg denote the minimum and average fitness of particles in

previous solutions. Each particle moves from the current position to the next one at the estimated

velocity used in Equation 5.5. The inertia weight controls the velocity of a particle in the next solution.

Notably, the inertia weights for the first and second particles are selected randomly, since the terms

(Wmax−Wmin), (Fmax−Fmin), and (Favg−Fmin) are zero for the second solution. From the third solution,

the inertia weight starts to update according to the fitness of its solutions and improves the efficiency

of the PSO-based algorithm.
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A PSO algorithm employs the inertia weight to mitigate the effect of the previous velocity on the

current one. Significant inertia weight leads the particle to a global search, while the smaller factor

guides the particle to a local search by using the previously estimated best solution. In Equation 5.6,

the inertia weight is updated based on the level of network congestion. For low network congestion,

the proposed PACT forces the PSO to perform a local search only by increasing the inertia weight

and velocity at a minimum level, compared to the medium and high congestion levels. The network

with a high congestion level increases the inertia weight and the velocity of a particle significantly to

perform a global search. Low inertia weight controls the velocity of a particle towards the solution.

In the PSO-based algorithm, it is crucial to determine a proper termination criterion as this affects

performance, solution quality and algorithmic efficiency. The termination of the algorithm is based on

the closeness of the potential performance to the tuned retransmission count, provided that solution

constraints are resolved. The number of retransmissions is controlled while tuning the parameter to

avoid the possibility of getting a larger retransmission count, which in turn affects the performance

efficiency of the system. Network congestion aware PSO-based factor tuning improves the efficiency

of deciding on the base CoAP specification default parameters.

5.4.4 Network Congestion Level Measurement

The random parameter-driven simulation controls the network traffic to create various congestion

scenarios differently. During the simulation of the real-time environment, it is hard to predict how

many sensors will be connected with the server at a time. This creates significant challenges for the

detection of network congestion levels. The key idea of the proposed PACT to estimate the level

of network congestion is to utilise RTTVAR. The growth of RTT variance indicates the network

state as a contention, and it leads to high packet loss and higher variability in communication delay.

Therefore, the PACT leverages on the RTTVAR variable are proposed to define the characteristics of

the network state, which are used in allocating the default values for the CoAP parameters, such as

MAX_RETRANSMIT and max-age value.

RTOx(y) =


[(SRT Tx− γ×RT TVARx)]

SRT Tx

[(SRT Tx + γ×RT TVARx)]

SRT Tx

(5.7)
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Where: γ value is 1 if ACK is received in the first transmission, otherwise γ value varies from 1 to 3 if

ACK is not received in the first transmission.

In Equation 5.7, the RTOx(y) represents the confidence level of the network congestion, as it is a

measure based on RTT variability. By using Equation 5.6, we identify three characteristic regions as

follows:

Case 1 (Low Congestion or Normal Scenario): 1 > RTOx(1)

In this state, the RTOx(1) denotes that there is no or less congestion in the network, as the negative

RTTVAR leads to high RTOx(1). Consequently, the sending rate can be slightly increased.

Case 2 (Medium Congestion Scenario): RTOx(1) > 1 << RTOx(2)

This state represents the short-term RTT variability increment and this indicates the network congestion.

Therefore, there is a need for transmitting messages in a controlled manner to avoid congestion.

Case 3 (High Congestion Scenario): 1 << RTOx(3)

In this state, the term RTOx(3) indicates the high congestion scenario, due to the huge variation in

RTTVAR. Therefore, the CoAP has aggressively to reduce the sending rate and mitigate the impact of

the congested network on message transmission.

5.4.4.1 Tuning the Optimal Number of retransmissions with Fixed Max-Age Values

The proposed PACT initially assigns a single sending rate to each message exchange and updates the

sending rate on every ACK reception, based on the estimated level of network congestion. Specifically,

the CoAP sender always maintains the maximum number of retransmissions and max-age value as 4

and 60 s, respectively. Since the proposed PACT is aimed at keeping the values of those parameters

optimal, it employs the PSO-based optimal value search to achieve optimal maximum retransmission.

The scheme uses max-age value 5 and 20 as these provide better performance with a tuned optimal
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maximum retransmission value. This approach is known to mitigate the effect of network condition

fluctuations and to facilitate the convergence to stable network behaviour.

Algorithm 1 explains how the inertia weight factor in PSO is updated based on network congestion. By

applying the algorithm, PSO-based parameters are measured. The solution with the highest fitness is

considered to be the optimal value in each network category. The proposed PACT estimates the conges-

tion level of the network and sets the parameters of CoAP optimally. As MAX_RETRANSMIT is freely

adjusted, including the possibility of obtaining more significant value than the default, it requires further

adjustments to the time values such as ACK_RANDOM_FACTOR and ACK_TIMEOUT to avoid

unnecessary waiting time. These parameters are adjusted based on the optimal MAX_RETRANSMIT

value achieved during the optimal parameter-driven simulation. Therefore, the PSO-based CoAP

parameter tuning assists in improving the efficiency and performance of the IoT network, compared to

the CoAP with Observe in various congestion network scenarios.

5.5 CHAPTER SUMMARY

This chapter presents a Particle Swarm optimisation (PSO)-based Adaptive Congestion Control

Technique (PACT) that significantly improves the performance of the base CoAP protocol by tuning

the retransmission count to an optimal value along with a varying max-age value under various

network conditions. The Observe option is enabled in the CoAP protocol for max-age value. The

optimal MAX_RETRANSMIT and max-age value are obtained by applying optimal parameter-driven

simulations for different congestion levels, employing the PSO technique, using the Cooja simulation

environment, a toolset of the Contiki OS. The proposed PACT incorporates the random and optimal

parameter-driven simulation based on different network congestion scenarios and applies the fitness

measure obtained from previous scenarios to update the velocity for which the fitness function is

computed for the optimal number of retransmissions and max-age value. The proposed PACT-based

algorithm leverages on the RTTVAR which is used to allocate the default values for CoAP timeout

parameters in order to estimate the network congestion level, mitigate the network fluctuations, and

enhance the convergence for a stable network condition.
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Algorithm 1 Network Congestion-Based Inertia Weight Update.
Input: Measurement of network congestion level

Output: Allocation of optimal values to number of retransmissions and max-age value

1: function for optimal allocation (SRT Tx, RT TVARx)

2: measurement of RTOx(y);

3: If RTOx(1) > 1 then

4: Low Network Congestion;

5: Else if RTOx(1) > 1 << RTOx(2) then

6: Medium Network Congestion;

7: Else if 1 << RTOx(3) then

8: High Network Congestion;

9: End if

10: End function

11: If (network congestion = Low) then

12: Update the inertia weight using (Wmin +(Wα))/2;

13: Measurement of Velocity and Fitness;

14: Else if (network congestion = Medium) then

15: update the inertia weight using Wmin +(Wα);

16: measurement of velocity and fitness;

17: Else if (network congestion = High) then

18: update the inertia weight using Wmax +(Wα);

19: measurement of velocity and fitness;

20: End if
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CHAPTER 6 PERFORMANCE EVALUATION AND

DISCUSSION

6.1 CHAPTER OVERVIEW

This Chapter evaluates and discusses the network performance for implementing the proposed PACT-

based congestion control (CC) in the Constrained Application Protocol whose core components have

been presented and discussed in Chapter 5. The performance of the proposed PACT is validated against

baseline CoAP with Observe to highlight its significance by running simulations using the Cooja

simulator, a tool set of the Contiki-OS. The performance metrics considered for evaluation are packet

loss, delay, and normalised overhead of the entire network and achieve results based on the proposed

PACT to analyse the performance of the system model. CoCoA+ provides a flexible CC mechanism

by combining an adaptive RTO calculation, with the use of weak RTTs, and an aging mechanism to

optimise performance. The proposed PACT employs a flexible CC mechanism by tuning the parameters

for corresponding network traffic. The results include evaluation involving two network configurations,

random and grid-topology-based simulations. Within the scope of this research work, the validation of

the proposed PACT model is based solely on simulation and the actual experimentation of this study is

presented as part of future work owing to the unavailability of access to an IoT-test bed for congestion

control at the time of this research work. However, both CoAP with Observe and CoCoA+ provide

distinct CC mechanisms by considering a different set of parameters that have a significant impact

on the network performance. The proposed PACT is compared to CoAP with Observe to illustrate

the impact of tuned parameters in various network traffic scenarios. As contribution to the body of

knowledge, the work presented in this Chapter has been submitted and is currently under review as

part of a journal article titled "PACT: Optimisation-based adaptive congestion control technique for

constrained application protocol" [157].
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The outline for the rest of this Chapter is as follows: The system implementation strategy, including the

implementation tool, simulation setup, network topology, and CC performance metrics are provided in

Section 6.2. In Section 6.3, the PACT results for validation against the benchmark protocol of several

quality of service performance metrics from simulations are presented while Section 6.4 presents a

detailed discussion of the results achieved with Subsections 6.4.1, and 6.4.2 represents the discussion

of results based on random, and grid network topologies respectively. Section 6.5 summarises the

Chapter.

6.2 IMPLEMENTATION TOOL

Cooja is a Java-based Contiki operating system (OS) simulation tool as an open source for both

traditional wireless sensor networks and for the IoT, to connect tiny low-cost, and low-power micro-

controllers to the Internet. This platform enables the execution of Contiki OS-based code and a

simulation output that can be collected and processed, and obtain the performance metrics. With this

platform, a Cooja inbuilt java-script simulator editor called gedit can be used to set the simulation time

and also to calculate the performance metrics. This network simulator supports the simulation of sensor

networks at three different levels which are: the machine code instruction set, the application level and

the operating system [154]. This platform enables Cooja motes to emulate an off-the-shelf wireless

sensor node that takes into consideration the capability functions of real nodes in the simulation

environment. The Cooja simulation tool, including the script editor, the control panel and the serial

socket (server) port connection plugin, is shown in Figure 6.1.

6.2.1 Simulation Setup

The performance evaluation of the proposed PACT utilises the Cooja simulator of the Contiki-OS

for constrained devices and the IoT to check the network performance of the proposed work. This

platform permits the execution of Contiki OS-based code and enables Cooja motes to emulate an

off-the-shelf wireless sensor node that takes into consideration the capability functions of real nodes in

the simulation environment. The proposed work creates the sensor nodes and border router by using

two of the IEEE 802.15.4 capable motes, Wismote and SkyMote, in a Cooja simulator, respectively.

The simulation model of the proposed scheme consists of varying nodes in terms of 20, 30, 40, and 50

with the transmission range of each node as 50m. The network is constructed with 100m×100m area.
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Figure 6.1. Contiki Cooja simulation environment showing the random network topology. 1 and 2

represent RPL border router and sink node respectively, while all other motes in the network represent

nodes for running the full Contiki OS stack and the Erbium implementation of CoAP

For radio transmissions, the simulation exploits a Unit Disk Graph Medium (UDGM) radio model

with circular transmission and applies interference areas. When applying the UDGM radio model, a

static Link Delivery Ratio (LDR) setting is applied. The 802.15.4 MAC layer protocol and UDGM

propagation model are used in the MAC and physical layer, respectively.

Moreover, RPL and UDP are used in the network and transport layer respectively. Different traffic

loads are created by varying the packet intervals 4 s, 8 s, and 15 s for high, medium, and low traffic

scenarios respectively. The total simulation time taken is 180 s. The proposed scheme shows the

performance analysis for the variation of nodes in terms of 20 30, 40, and 50 for three traffic scenarios.

The traffic scenarios are varied based on the number of packets generated per second, and for each

scenario, their respective tuning factors such as the number of retransmissions and fixed max-age values

of 5 and 20 are considered to achievev the performance of the proposed scheme. In the core CoAP

with Observe extension, the default values of transmission parameters such as MAX_RETRANSMIT,

ACK_TIMEOUT, and ACK_RANDOM_FACTOR are 4, 2, and 1.5 s respectively. The default max-

age value is 60. The three traffic scenarios with the tuned parameters deliver improved maximum

outputs in terms of packet delivery ratio, delay and normalised overhead. The simulation deploys
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randomly distributed clients in two different test scenarios, such as random topology and grid topology.

The hardware specifications with their unique capability features are presented in Table 6.1, and the

details of the Cooja simulation parameter setup are presented in Table 6.2. The performance analysis

of the proposed methodology is evaluated, based on the following metrics:

1. The first performance metric chosen for the analysis of the CC mechanism for CoAP is the packet

loss, which indicates the total number of undelivered data packets to the server.

2. The second performance metric is the end-to-end delay of CoAP messages. The delay is the average

time taken for a CoAP message to reach its final destination node from the moment it is sent at the

application layer of the source node.

3. And finally, the normalised overhead is calculated based on the ratio of the number of observed

request packets involved in the network by the total number of packets generated.

Table 6.1. Hardware Simulation Parameters for the WisMote and Moteiv Tmote Sky Wireless Sensor

Nodes.

Features Wismote Tmote Sky

RAM 16 KB 10 KB

ROM 256 KB 48 KB

MCU MSP430 MSP430F2617

RADIO CC2520 CC2420

Department of Electrical, Electronic and Computer Engineering
University of Pretoria

124



CHAPTER 6 PERFORMANCE EVALUATION AND DISCUSSION

Table 6.2. Summary of simulation setup specifications.

Parameter Value Specification

Congestion mechanisms Base CoAP with Observe, PACT

Wireless channel model Unit Disk Graph model, TR = 50m

Transport and network UDP + uIPv6 + 6LoWPAN

Routing protocol Routing Protocol for LLN (RPL)

Radio duty cycling (RDC) Null-RDC

Media access control (CSMA/CA)

max-age value 5, 20

Network area 100m×100m

Radio band 2.4GHz

Physical IEEE 802.15.4 PHY

Simulation time 180 s

Traffic loads 4, 8, and 15 s

Cooja simulation speed 200 %

6.3 SIMULATION RESULTS

In this section, we present the result validation for the proposed PACT against CoAP with Observe

for different traffic scenarios as low (L), medium (M), and high (H) to evaluate the performance of

the CC scheme. The set-up includes two 180 s simulations running at 200 % speed by varying the

max-age values of 5 and 20, with tuned retransmissions, each with 20, 30, 40, and 50 nodes, to analyse

the performance in a random and grid topology-based simulation, respectively. The simulation set

generates results necessary to evaluate the performance in terms of packet loss (packets), delay in (s),

and normalised overhead. The results obtained for the various performance metrics are presented in

Figures 6.2, 6.3, 6.4, 6.5, 6.6, 6.7, 6.8, and 6.9 for random-based topology while Figures 6.10, 6.11,

6.12, 6.13, 6.14, 6.15, 6.16, and 6.17 are for grid-based topology.
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Figure 6.2. Packet Loss with Max-Age 5 for random topology.
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Figure 6.3. Packet Loss with Max-Age 20 for random topology.
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Figure 6.4. Delay with Max-Age 5 for random topology.
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Figure 6.5. Delay with Max-Age 20 for random topology.
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Figure 6.6. Normalised Overhead with Max-Age 5 for random topology.
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Figure 6.7. Normalised Overhead with Max-Age 20 for random topology.
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Figure 6.8. Normalised Overhead with Max-Age 5 for random topology.
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Figure 6.9. Normalised Overhead with Max-Age 20 for random topology.
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Table 6.3. Normalised Overhead with Max-Age 5 for Random Topology.

Nodes

Base CoAP with Observe PACT

L (%) M (%) H (%) L (%) M (%) H (%)

20 0.944 0.974 0.984 0.509 0.636 0.757

30 0.964 0.983 0.989 0.642 0.758 0.831

40 0.973 0.987 0.990 0.728 0.774 0.816

50 0.979 0.990 0.993 0.795 0.840 0.877

Table 6.4. Normalised Overhead with Max-Age 20 for Random Topology.

Nodes

Base CoAP with Observe PACT

L (%) M (%) H (%) L (%) M (%) H (%)

20 0.944 0.974 0.984 0.805 0.910 0.939

30 0.964 0.983 0.989 0.875 0.930 0.957

40 0.973 0.987 0.990 0.907 0.939 0.955

50 0.979 0.990 0.993 0.927 0.963 0.970
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Figure 6.10. Packet Loss with Max-Age 5 for grid topology.
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Figure 6.11. Packet Loss with Max-Age 20 for grid topology.
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Figure 6.12. Delay with Max-Age 5 for grid topology.
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Figure 6.13. Delay with Max-Age 20 for grid topology.
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Figure 6.14. Normalised Overhead with Max-Age 5 for grid topology.
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Figure 6.15. Normalised Overhead with Max-Age 20 for grid topology.
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Figure 6.16. Normalised Overhead with Max-Age 5 for grid topology.
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Figure 6.17. Normalised Overhead with Max-Age 20 for grid topology.

Table 6.5. Normalised Overhead with Max-Age 5 for grid topology.

Nodes

Base CoAP with Observe PACT

L (%) M (%) H (%) L (%) M (%) H (%)

20 0.944 0.973 0.980 0.435 0.562 0.626

30 0.964 0.983 0.989 0.672 0.700 0.741

40 0.973 0.987 0.989 0.719 0.779 0.804

50 0.979 0.989 0.991 0.788 0.826 0.856

Table 6.6. Normalised Overhead with Max-Age 20 for grid topology.

Nodes

Base CoAP with Observe PACT

L (%) M (%) H (%) L (%) M (%) H (%)

20 0.944 0.973 0.980 0.796 0.895 0.906

30 0.964 0.983 0.989 0.875 0.930 0.940

40 0.973 0.987 0.989 0.907 0.948 0.949

50 0.979 0.989 0.991 0.934 0.957 0.962
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6.4 DISCUSSION

This section presents a discussion of the results obtained for performance evaluation of the proposed

PACT against baseline CoAP with Observe in different network traffic scenarios. Subsection 6.4.1

discusses the results for random network topology and Subsection 6.4.2 presents the discussion for

grid network topology.

6.4.1 Results based on network traffic with max-age value for random topology

The results obtained show that the implementation of PSO-based CC improves the performance of

base CoAP with Observe parameters if it is developed in several key ways. The PSO-based algorithm

considers the RTT and RTO values during packet retransmission in order to determine the congestion

levels, which helps in the selection of an optimal retransmission count with efficient resource utilisation.

Whereas baseline CoAP with Observe lacks in adjusting transmission parameters based on the network

congestion levels, thereby resulting in high packet loss in all traffic scenarios, the PACT shows a

notable improvement in packet loss, compared to baseline CoAP with Observe, as the connected nodes

are increased from 20 to 50 by setting the optimal retransmission count with a max-age value of 5

and 20 as depicted in Figures 6.2 and 6.3 respectively, for different traffic scenarios. For a maximum

number of nodes considered, the packet loss in the proposed PACT is less for 45 %, 24 %, and 34 %

for the L, M and H congestion scenarios compared to baseline CoAP with Observe.

The proposed methodology shows a significant reduction in delay and normalised overhead compared

to baseline CoAP with Observe in each case. For the system delay with max-age values of 5 and 20 as

depicted in Figure 6.4 and 6.5 respectively, PACT maintains a minimised delay compared to baseline

CoAP with Observe for node variation from 20 to 50. This shows a significant reduction in delay to 20

% and 32 % for medium and high-traffic scenarios respectively, even with the maximum number of

nodes. In baseline CoAP with Observe, the MAX_RETRANSMIT is fixed at 4, irrespective of the

network traffic scenarios, which leads to high packet loss and delay. However, in PACT, the PSO-based

algorithm considers the results obtained for each varied number of retransmissions to choose the

optimal MAX_RETRANSMIT, based on each network condition, which significantly improves the

performance of the system. The number of nodes and the different traffic flows increase the possibility

of network congestion, as well as a collision.
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The normalised overhead results show the PSO-based algorithm controlling the overhead packets

by reducing the load in the network, by using the optimal number of retransmissions and max-age

values comparison to baseline CoAP with Observe. As depicted in Figures 6.8, and 6.9 with max-age

values of 5 and 20 for different traffic scenarios, respectively, PACT shows a significant reduction in

computation cost of normalised overhead compared to baseline CoAP with Observe for 50-connected

nodes as a result of improved optimal transmission parameters. Tables 6.3, and 6.4 show a summary of

the values generated for normalised overhead with max-age values of 5 and 20 respectively for varying

traffic loads.

6.4.2 Results based on network traffic with max-age value for grid topology

In a resource-constrained network, packet loss remains one of the critical performance metrics, most

especially for applications that require immediate reactions, short notification periods, and data integrity.

The performance analysis reveals that the packet loss of the proposed PACT is significantly reduced

compared to that of base CoAP with Observe as shown in Figures 6.10, and 6.11 with a max-age value

of 5 and 20, respectively. The results show a notable improvement in packet loss even as the nodes are

increased from 20 to 50. The proposed PACT experiences packet loss in low, medium and high traffic

scenarios as 33, 44, and 36 packets respectively, whereas, in the baseline CoAP with Observe there

are 49, 57, and 58 packets respectively, in a similar network scenario. It is obvious that the significant

decrease in the packet loss realized in the PSO-based algorithm is due to the avoidance of both steep

increment and excessive shrunk of the RTO, by utilizing the field of retransmission count.

The proposed PACT shows a significant improvement in reduction for both the delay and normalised

overhead even as the nodes are increased from 20 to 50 in various network traffic scenarios. In Figures

6.12, and 6.13 the PACT outperforms baseline CoAP with Observe, especially at small packet intervals,

where the congested network environment starts to build up and affect the protocol performance. For

instance, for 20 connected nodes, the delay experienced between the PSO-based algorithm and the

baseline CoAP with Observe in the low-traffic scenario is 0.14 s, while the delay difference in the

medium traffic scenario is 0.09 s. The proposed PACT experiences 0.31 s less delay compared to

the base CoAP with Observe protocol in high network traffic. The fixed parameter values in CoAP

with Observe and insensitivity to network conditions lead to longer delays and packet loss. However,

the consideration of the congestion level and application of optimal transmission parameters provide
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efficient and better packet delivery with reduced delay in the proposed PSO-based CC.

The performance evaluation for normalised overhead between the proposed PACT and baseline CoAP

with Observe for varying traffic scenarios is shown in Figures 6.14, and 6.15 with max-age values

of 5 and 20, respectively. The PSO-based CC shows a reduced computational overhead for both

max-age 5 and 20 compared to baseline CoAP with Observe. For instance, at 50 connected nodes with

max-age 5, the proposed PACT shows a lesser overhead of 0.191 in a low-traffic scenario compared

to that of the baseline CoAP with Observe. As shown in Figures 6.16, and 6.17 with max-age values

of 5 and 20 for different traffic conditions respectively, PACT shows reduced computation cost for

normalised overhead compared to those obtained with baseline CoAP with Observe for a 50-nodes

connected network. Tables 6.5, and 6.6 present a summary of the values with max-age values of 5

and 20, respectively. The use of optimal transmission parameters by the PSO-based algorithm helps

to improve the default CoAP parameters, improves the delivery of packet loss with reduced delay,

and minimises the computational overhead, thereby improving the efficiency of the overall system

performance.

6.5 CHAPTER SUMMARY

CC remains a critical issue that demands continuous research for reliable communication in resource-

constrained networks for efficient resource utilisation and for optimal network performance. In this

chapter a solution has been proposed for congestion control that significantly improves the reliability

of base CoAP protocol at various congestion levels with a varying number of connected nodes. The

proposed PACT methodology utilises PSO-based optimisation for transmission parameters such as

MAX_RETRANSMIT with varying max-age values by applying random and optimal parameter-driven

simulation. The PSO-based algorithm determines the optimal number of retransmissions for different

traffic scenarios, and these parameters, in turn, yield better performance, even when the network

condition fluctuates.

The performance validation of the proposed scheme shows significant improvement in packet loss,

delay, and computational overhead compared to the results obtained with baseline CoAP with Observe.

Possible future work would be further enhancement of the performance of congestion control mechan-

isms by obtaining optimal parameters to develop a system framework for Internet of Things service
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provisioning as a three-state system base on queuing analysis and an intelligent machine-learning-based

congestion control approach to Internet of Things traffic that will improve the performance of certain

Internet communication components for an efficient user-friendly service experience.

Department of Electrical, Electronic and Computer Engineering
University of Pretoria

138



CHAPTER 7 CONCLUSION AND FUTURE

WORK

7.1 CONCLUSION

The emerging Internet of Things (IoT) has attracted immense attention and recognition in the research

community in recent times by its amazing promises of several applications across the industry and

society at large. Wireless sensor network (WSNs) is a vital networking component of the IoT since most

of the smart sensor nodes will constitute the building blocks for the IoT. With recent advancements

in research on Micro-eletcronics, Microelectromechanical Systems (MEMS) have brought about the

deployment of these sensor nodes to become inexpensive, very intelligent, and amenable to easy

networking through wireless and wired communications for the emerging and promising IoT paradigm.

The massive number of smart devices envisaged to be connected across the IoT will definitely play a

vital role in driving up the signaling load in the mobile network and will lead to network congestion.

Network congestion degrades the performance of the IoT system and in the worst case, blacks out

the entire network. The main reason for the IoT congestion is bursty traffic, which represents the

scenario of high-bandwidth data transmission over a short period, resulting from the huge number of

connected devices. The IoT traffic patterns, together with the constrained wireless links, pose severe

challenges for the existing transmission control protocol (TCP) congestion control mechanisms. The

conventional techniques assume that a packet loss occurs because of network congestion. However,

owing to the resource-constrained nature of IoT networks, a high packet drop is also possible because

of the bit error-rate (BER). Having first identified a knowledgeable research gap, without incurring

high overheads, efficient handling of network congestion and BER is essential to trade-off the packet

loss and unnecessary delay in the IoT. Therefore, the congestion control mechanism in IoT must be

capable of assuring safe network operation with efficient network resource utilisation. Therefore, the
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challenge to understudy the research work presented in this thesis has emerged.

The thesis write-up has been presented in a very logical manner, based on the principles of technical

reporting required in the field of engineering, most especially the electronic engineering domain.

This concluding part of the thesis focuses more on the most relevant ideas, contribution to scientific

knowledge and important findings, which have been reported in the previous chapters of the thesis

write-up. Then, future recommendations are made or proffered for possible considerations.

Chapter one of this work presents a succinct introduction to the entire research study. It provides the

necessary guideline and capitalises on these through which the entire research work has eventually

unfolded. In this chapter, the problem statement for the research work is established, in order to identify

and proffer viable possible solutions to such investigated problems. Furthermore, the chapter clearly

presents the research objectives to be achieved for the research work. Finally, the chapter concludes by

providing a list of the contributions to scientific knowledge, and a list of possible publications in the

course of this research work.

In Chapter two, a comprehensive literature survey of 5G networks for the Internet of Things: Com-

munication technologies and challenges has been conducted. The study has delved into the body

of knowledge on the Internet of Things as a promising paradigm for emerging and critical applic-

ations. A massive number of devices will be connected through wireless or wired communication.

Therefore, this review presents the various IoT connectivity landscape solutions with diverse service

requirements to achieve the modern IoT vision. In addition, the third-generation partnership projects

of cellular-based low-power wide-area solutions to support and enable new service requirements

for Massive to Critical IoT use cases are presented in detail, including extended coverage of global

systems for mobile communications for the Internet of Things (EC-GSM-IoT), enhanced machine-type

communications (eMTC) to enhance effective communication of existing cellular technologies such as

the global system for mobile communications (GSM), the long-term evolution (LTE) networks, and

narrowband-Internet of Things. It further delves into 5G new radio enhancements for new service

requirements envisaged to support the exponential traffic growth to enable the IoT. Therefore, in this

research study, the challenges and open research directions pertinent to the deployment of massive

to critical IoT applications are also presented to come up with an efficient context-aware congestion

control mechanism for resource-constrained IoT networks.
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Chapter three further investigates the problem of congestion control and, in line with the aforementioned

need for efficient resource utilisation, this research work proposes a context-aware congestion-control

approach for lightweight CoAP/UDP-based Internet of Things traffic for resource-constrained networks.

After having carefully identified the various components of congestion control in resource-constrained

IoT networks by extending the piggyback response feature of the Constrained Application Protocol

(CoAP), the chapter develops a system model that takes into consideration a number of separate but

interconnected tasks as identified components, including the three-RTO estimation algorithm, dynamic

SRTT and RTO overall estimation, the context-aware RTO, RTT fluctuation aware RTO, and restricted

RTO shrinkage for analysis of the context-aware congestion control scheme.

When the proposed concepts have been implemented in a Cooja simulation environment, a toolset

of the Contiki OS has been used to evaluate the overall network performance in terms of throughput,

packet loss, delay and energy consumption against baseline CoAP congestion control specification

and CoCoA+ protocol. Results from the implementation have been used to compare the benchmark

protocols used for performance validation. A discussion of these is presented in Chapter four.

Chapter five calls for further research into congestion-control techniques that optimize the base

CoAP parameters for optimal solutions. Therefore, this aspect of the research study investigates

the various components to proffer optimal solutions and develop a system and network model. The

model incorporates both random and optimal parameter-driven simulations to optimize the base CoAP

parameters in order to adapt to the network traffic conditions. The random parameter-driven simulation

builds on its first iteration on the base congestion control specification with a default transmission

parameter.The fitness values in the PSO relies on the performance metrics obtained at the end of

running the simulation. For each particle as a solution, the velocity represents the distance travelled

by each particle as Pbest , known as the local best position and the Gbest , also called the global best

position among all the particles.The proposed algorithm employs the round-trip-time (RTT) value

to determine the network congestion level. In the optimal parameter-driven simulation, the optimal

tuned MAX_RETRANSMIT, with the adjusted max-age values, is used, based on the traffic, to control

and mitigate congestion in the network. The proposed PACT is validated against baseline CoAP with

Observe using the Cooja simulation environment, a toolset of the Contiki OS to ascertain and evaluate

the overall network performance of the system in terms of packet loss, delay and normalised overhead.

The results obtained and the discussion show a significant improvement compared with baseline CoAP

with Observe as presented in Chapter six.
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In summary, the validation of the proposed mechanisms show a significant improvement in comparison

with existing congestion control schemes. In a context-aware congestion control algorithm with a

3-RTO estimators, the proposed scheme shows to be effective in reducing the overall number of

retransmissions while maintaining higher throughput and minimize packet loss comparable to those

obtained with base CoAP and CoCoA+ in all the networks scenarios. The particle swarm optimisation-

based technique for congestion control in CoAP shows significant performance improvement in terms

of packet loss, delay, and normalized overhead when compare to CoAP with Observe under different

network topologies. It is hope that future considerations for congestion control in resource-constrained

environments will continue to prevail for the ever-growing Internet of Things networks.

The concluding part of this thesis presents a summary of contributions, and further recommendations

for future works in the research area for congestion control in a resource-constrained Internet of Things

network.

7.1.1 Summary of Contributions

Throughout this research study, several contributions have been made to scientific research knowledge

and these can be summarised as follows:

• A comprehensive literature review surveying the emerging low-power wide-area connectivity solu-

tions, including EC-GSM-IoT, eMTC, and NB-IoT, and other existing technologies along with their

design requirements for the Internet of Things with the main focus on 5G mobile networks envisaged

to support the exponential traffic growth and new service requirements, including mMTC, eMBB,

critical communications, and network operations towards enabling efficient Internet of Things use

cases. The outcome of this contribution has resulted in the publication of a survey paper detailing

contributions across the various landscape LPWA connectivity solutions as novel communication

technologies to meet the Internet of Things diverse application requirements. Based on the findings,

the study has also identified crucial research gaps in the area of congestion control for the Internet

of Things as a multi-objective function for efficient resource utilisation. The current statistics of

research, google scholar and other platforms show that the paper in question is increasingly being

downloaded, read, cited, and recommended to researchers in the field of the Internet of Things.
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• A design and implementation of a context-aware congestion control scheme in Constrained Applica-

tion Protocol for resource-constrained Internet of Things networks. As part of this approach, the

model utilises strong, weak, and failed round-trip-time (RTT), retransmission-count-based smoothed

RTT observation, lower bound retransmission timeout (RTO) restriction approach, and aging mech-

anism to identify the exact network status and provide adaptive congestion control based on the

available information about the network status. This work has been demonstrated by using Contiki

OS and the Cooja simulator. Performance evaluation has shown that the simulation results are

effective in reducing the overall number of retransmissions while guaranteeing higher throughput and

minimising packet loss compared with baseline CoAP congestion control specification and CoCoA+

as benchmark protocols for validation. The outcome of these evaluations has been published as a

journal article in the Transactions on Emerging Telecommunications Technologies.

• A design and implementation for a particle swarm optimisation (PSO)-based algorithm for congestion

control in Constrained Application Protocol for optimal solutions that significantly improves the

performance of the baseline CoAP protocol by tuning the retransmission count to an optimal value

along with a varying max-age value under various network conditions. The Observe option is enabled

in the CoAP protocol for max-age value. By applying the optimal parameter-driven simulations at

different congestion levels, the optimal MAX_RETRANSMIT and max-age value are obtained, by

employing the PSO technique using Cooja simulation environment, a toolset of the Contiki-OS. The

algorithm has been implemented and evaluated against baseline CoAP with Observe. Performance

evaluation results have shown improvements in packet loss, delay, and normalised overhead. The

contributions made by this study have been compiled and are currently under review for publication.

7.2 RECOMMENDATIONS FOR FUTURE WORK

Although, in the literature review and current work presented, a lot has been investigated and several

contributions have already been made to the body of scientific knowledge about congestion control for

the Internet of Things, it is very important to state that there is still some more that is open for study in

this research area. The following are therefore possible recommendations for future consideration by

the research community in this field of study. The recommendations are presented as possible future

solutions to address the ever-growing problem of congestion control in resource-constrained Internet

of Things networks.
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7.2.1 Recommendation based on the use of queuing analysis for mitigating congestion con-

trol

As the entire network load of the system exceeds the Internet of Things service capacity, the overall

quality of service performance of the Internet of Things service continues to degrade significantly.

Considering the resource-constrained nature of the Internet of Things, a queuing management mechan-

isms for congestion control becomes very critical for Internet of Things service provisioning. Recently,

research works in [174, 175] introduce modeling of IoT-based networks. The authors in [174] present

an approach to modeling the reliability and cost of service composition on the Internet of Things based

on the Markov Decision Process. Herrero, in [175] presents a two-state Markov model that can be used

to identify the network packet loss based on application, and also to estimate the effect of lossy wireless

channels in CoAP-based applications. A large amount of data has to be collected, transmitted, and

processed on the Internet of Things for service provisioning. As a result of the massive number of smart

devices to be connected to the Internet, the resource-constrained nature of the Internet of Things and

also the finite capacities of system servers, congestion control plays an important role in the Internet of

Things to meet requirements of the service performance. Modeling and analysing congestion control

for efficient service access to the Internet of Things are very challenging and should be met in order to

accommodate the ever-increasingly diverse range of traffic that is expected to confront the end-users.

These issues call for a system framework for Internet of Things service provisioning as a three-state

Markov system for congestion control in CoAP for resource-constrained IoT-based networks as shown

in Fig. 7.1. Then a system model for congestion control for Internet of Things traffic needs to be

developed, based on the system framework.

7.2.2 Recommendation based on the use of intelligent reinforcement learning for mitigating

congestion control

Having envisaged the massive number of smart devices that will be connected via the Internet, the

volume of data to be disseminated will increase significantly.Therefore, the need for an intelligent

processing and analysis of this voluminous data is a major key to developing these smart Internet of

Things applications across the industry and society at large. Future study is needed to investigate the

intelligent reinforcement of learning for congestion control in resource-constrained Internet of Things

networks. This calls for a proposal for a novel framework for an intelligent machine-learning-based
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Figure 7.1. A three-state Markov model for congestion control in CoAP for IoT-based networks. Where

S, D, and F represent the probability of successful, delayed, and failed transmissions respectively.

congestion control approach to Internet of Things traffic that will improve the performance of certain

Internet communication components for an efficient user-friendly service experience.
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