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ABSTRACT

This study is positioned to propose the enabling factors leading to the practice of
formulating an effective data-led strategy (EDLS). Through the theoretical lenses of the
resource-based view, absorptive capacity and attention-based view, from information
systems theory, suitable first order constructs are proposed in relation to the second order
constructs of resources, absorptive capacity and attention. These form antecedents to the

higher order construct of EDLS.

Through a quantitative analysis, electronic surveys are used as a mechanism to collect
data from managers within medium to large organisations, that have experience in both
the elements of strategy and big data analytics. Leveraging a component analysis,
reliability and validity testing, together with model assessment through the adoption of
partial lease squares structural equation modelling, a structural model and associated
measurement scale was developed, that has seven first order constructs which are related

through the three second order constructs.

Not only has the study provided a theoretical model for the practice of achieving an EDLS
but also enables managers in pursuit of data-led strategies to effectively manage
resources, absorb relevant knowledge and focus their attention, aligned with their big

data-related activities, to achieve the desired outcome of a competitive advantage.
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COVER LETTER
Motivation of journal choice

The journal chosen for this research article is Business Horizons which is Scopus
indexed and has an Academic Journal Guide quality rating of 2 according to the
March 2018 Association of Business Schools ranking. This research aims to bridge
the gap between Information Systems and Management theory, focused on
providing managers or strategy influencers a framework for developing a practice
towards effective data-led strategy formulation. The type of research, the topic as
well as the origin of the majority of referenced articles were all included as factors
when choosing the journal.

The selected journal, Business Horizons is focused in the domain of General and
Strategy and had a call for papers focused on digital transformation and big data
related topics. Through communication with the editor as well as the factors listed,
Business Horizons is the most appropriate journal for this article. While there is, a
similar methodology proposed in supporting research, a capabilities view has been
taken towards Big Data and the articles are focused in the realm of IT systems,
Knowledge Management and Operations. Journals such as International Journal of
Production Economics, Information and Management and Journal of Business

Research were key resources to develop this research.
Article details

The article was written in accordance with the Business Horizons journal guidelines,
which was also confirmed with the editor of the journal, to eliminate any ambiguity.
Attached in Appendix A is a copy of the guidelines together with the confirmation
from the editor. The format of the article included a title page confirming the article
title followed by the researcher details and supervisor details. In addition, a sample

article, focused around the domain of Big Data, is included in Appendix B.
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1. Literature review
1.1 Introduction

The chapter provides an overview by delving into the relevant literature related to the
concepts, constructs and variables that underpin the proposed enabling factors that
lead towards a practice of formulating an effective data-led strategy (EDLS). The aim
of the research is to enable managers in medium to large organisations with the most
effective organisational levers that could be used to exploit the value of big data (BD)
and associated analytics capabilities. This is executed through the development of a
conceptual framework and associated measurement scale, exploring and confirming

relevant factors and associated measured variables.

To commence, the guiding philosophy is unpacked through a definition of strategy
and the concepts relating BD and analytics. Through this definition, it is further
required that BD is defined and characterised in terms of the differences from the
traditional realm of data analytics. The value of BD and some of the challenges
experienced by organisations are explored to understand the overall impact of
leveraging BD capabilities to enable effective strategy. Through an understanding of
the resource-based view of organisations, the absorptive capacity of new knowledge
and how decision-makers pay attention to the business environment, the link
between these constructs, associated latent variables and the higher order construct
of EDLS, is proposed through a structural model. This leads to the development of

the guiding research questions and formulated hypotheses that model the research.
1.2 The practice of strategy

In order to understand some of the requisites to enable a practice of EDLS, a view

of strategy needs to be proposed.

Strategy has multiple definitions that differ based on the guiding philosophical school
of thought underpinning the definition (Parnell & Lester, 2003). In one view by
Casadesus-Masanell and Ricart (2009), strategy is defined as “the choice of
business model, and the business model employed determines the tactics available
to the firm to compete against, or cooperate with, other firms in the marketplace”
(p.3). According to Mintzberg (1987) and Tawse, Patrick and Vera (2019), strategy
formulation precedes action and should thus be deliberate in its purpose. However,
itis also argued that intended strategy could result in both a deliberate and unrealised

strategy (Mintzberg, 1987). This could lead to a strategy that is emergent and
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thereafter realised (Mintzberg, 1987). Given this, the notion is that a finalised strategy
is not always a prerequisite to strategy implementation. Strategy can be realised
through the process of formulation or implementation and be adapted to suit the
desired outcome. This is further expanded by Martin (2014), that posits that the ability
for strategy to be adaptive is a concept that has always existed, as the environment

of business has always been dynamic and complex in nature.

Based on this, it is argued that strategic decision-making is a critical process that
requires purposeful strategic choice with the ability to adapt based on the
environment of business operation (Martin, 2014). The value of BD and the ability to
achieve a competitive advantage by effectively leveraging BD capabilities, is widely
understood and accepted by organisations as a non-negotiable strategy to employ
(Srivastava & Gopalkrishnan, 2015).

1.3 The value of Big Data

Prior to articulation of the potential value from BD, a view on what defines BD is
provided. The most common view defines BD as the collection of large amounts of
data that requires specialised computing platforms and skills to analyse the data,
based on the size of the data sets (Chen & Zhang, 2014). According to Chen and
Zhang (2014), the ability to derive insights from this data is critical yet challenging.
There are a host of prerequisites that organisations require such as capabilities and
operations, to support BD strategies, before value can be derived (Mazzei & Noble,
2017). According to Lee (2017) and Chen and Zhang (2014), the five defining
characteristics to qualify BD are volume, velocity, variety, veracity and value. These

characteristics are summarised as follows:

Volume refers to the quantity of data available for processing, which traditional
database platforms are unable to support based on the scale of the data sets (Lee,
2017; Chen & Zhang, 2014).

Velocity refers to how quickly data is generated and required to be processed, which
in some instances requires real-time availability and analysis to generate insights for
decision-making (Lee, 2017; Chen & Zhang, 2014).

Variety is based on the various types of data and sources that could be regarded as
being both structured and unstructured in nature, where examples of unstructured

data is voice, video and text (Lee, 2017).
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Veracity links to the inaccuracy and ambiguity of data that results in inaccuracy of

insights hence leading to a low adoption in organisations (Lee, 2017).

Value is based on the competitive advantage that can be created for organisations
(Lee, 2017). This value is created through insights gained, to enable effective
strategic decision-making (Chen & Zhang, 2014).

While these are posited to be the five main characteristics for the definition of BD,
this list is not exhaustive. Further insights from Lee (2017), mentions the expansion
of these characteristics to include complexity and variation, however these could be

combined in the definitions presented by velocity and variety.

In the context of value, access to the large amounts of high integrity customer data
is the foundational layer in building a data-led strategy (Mazzei & Noble, 2017).
Understanding the definition of customer value and how to engineer this by
leveraging BD capabilities, becomes the next critical step in becoming data-led
(Mazzei & Noble, 2017).

Using this data to innovate is the evolution that organisations must adopt to remain
relevant (Fink, Reeves, Palma, & Farr, 2017; Mikalef, Boura, Lekakos, & Krogstie,
2019). The key insights gained through access to large amounts of conformed quality
data, holds the promise of the ability to enable insights that lead to dynamic decision-
making and the ability to increase the productivity within organisations (Mcabee,
Landis, & Burke, 2017). Further to this, organisations operate in an environment of
business that is riddled with complexity, variability, uncertainty and ambiguity and
therefore there is a need for strategy to be adaptive in these complex environments
(Martin, 2014). This ability to be adaptive is critical, and the capability of having
dynamic data-driven insights is mentioned to be a primary driver to enable
organisations to be agile in their decision-making process when adapting strategy
(Kitchens, Dobolyi, Li, & Abbasi, 2018).

1.4 Challenges in building an EDLS

The concept of leveraging data to enlighten decision-making is one that
organisations have been accustomed to (Mazzei & Noble, 2017). Through the
evolution of the environment we live and operate in, the volumes and types of data
available have also evolved (Wamba et al., 2017). The ability to derive insights from

this scale and form of data requires a shift in technology, capabilities, resources,
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culture as well organisational focus and capacity, to enable effective value creation

for organisations (Carruthers & Jackson, 2018).

Based on this, organisations are required to build new capabilities and require both
technical and non-technical competencies that may not already be available to them
(Wang, Xu, Fujita, & Liu, 2016).

At a technical level, skills and IT infrastructure is required to manage the large
complex structured and unstructured nature of data and develop the ability to
generate insights from this, for strategic decision-makers (Wang et al., 2016). Further
to this, if organisations have already been in operation, they have existing IT
infrastructure and systems that need to evolve and interact with BD enabled
platforms and systems, to effectively build the capability to use data as a tool (Mazzei
& Noble, 2017; Wang et al., 2016).

Wang et al. (2016), further postulates that organisations are also faced with non-
technical challenges that arise when there is an intention of building out a data-led
strategy and BD capability. These challenges relate to leadership focus on driving
organisational transformation and effectively driving a change in culture that is
needed to effectively build out a data capability (Carruthers & Jackson, 2018). In
addition, the element of resources becomes critical in developing a capability to
enable strategy. According to Mazzei and Noble (2017), the old paradigm of strategy
driving the data requirements in an organisation has shifted to data-driven insights
driving strategy formulation and implementation. Further to this, the roadmap for
building out a data capability within an organisation can happen at various value
levels. Organisations need to be very specific on their strategic intent for their data
capability, to assess the extent of their organisational transformation required. These
levels are defined by data being a tool to enable decision-making, data creating new
industries or forming pure data-led organisations (Mazzei & Noble, 2017). Each of
these levels requires varying levels of transformation. At a data-led strategy level,
there is a critical reliance on the impact of leadership in driving change of culture and
engaging the right level of skills and resources to execute on a BD enabled
transformation (Carruthers & Jackson, 2018; Mazzei & Noble, 2017). Therefore,
managers need to be armed with the relevant knowledge that allows them to
effectively manipulate the correct levers within an organisation, to reap the promise
of an EDLS.
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1.5 Resource-based view

The theory of the resource-based view (RBV) of a firm postulates that organisations
are able to gain a competitive advantage from a strategic lens, through in-depth
understanding, strategic placement and utilisation of resources, throughout an
organisation (Barney, 1991; Raguseo & Vitari, 2018). Through active management
of the resources, decision-makers and influencers to organisational strategy are able
to drive the desired outcome (Akter, Wamba, Gunasekaran, Dubey, & Childe, 2016;
Barney, 1991; Raguseo & Vitari, 2018).

The RBV theory postulated by Barney (1991), which is further expanded through
academic research by Raguseo and Vitari (2018) and Rivard, Raymond and
Verreault (2006), considers the diverse nature of resources and immobility through

the understanding of four key characteristics:

e Value: This is defined as the ability to enable effectiveness through specific
resources.

e Rarity: This factor considers the shortage of resources in comparison to
competitors.

e Imperfectly imitability: Suggests that other organisations cannot easily gain
access to these resources that are considered valuable and uncommon.

e Non-substitutable: These are resources that do not have alternate options to

enable a competitive advantage.

Given this view on resources, BD related enabling factors are considered through
the RBV theoretical lens, to determine the influence towards developing a practice
for formulation of an EDLS. These factors are posited to form precursors to the
construct of resources. Through the theoretical lens of RBV, the factors are assessed
to determine their level of influence towards the overall management practice in
formulation of an EDLS. In order to measure the impacts of resources on EDLS, big
data as an asset, data infrastructure, technical skills of employees in relation to BD
and data culture, are considered as factors for evaluation (Dubey, Gunasekaran,
Childe, Blome, & Papadopoulos, 2019; Ghasemaghaei, 2019; Gupta & George,
2016; Wamba et al., 2017).

Big Data

Data is considered a fundamental resource and asset, required for enabling a data-

led strategy (Ghasemaghaei, 2019; Ghasemaghaei, Hassanein, & Turel, 2017;
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Gupta & George, 2016). As described in scholarly literature, regarding the concept
of BD, both structured and unstructured data, from internal and external sources,
lead to the formulation of a strategic data asset, within an organisation (Chen &
Zhang, 2014; Gupta & George, 2016; Lee, 2017; Mazzei & Noble, 2017). The value
of this asset is a result of access to large data sets, a variety of data, in high volumes
that has high accuracy, to enable effective value creation (Ghasemaghaei, 2019;
Mazzei & Noble, 2017). Based on this, big data as an asset is explored, through the
lens of RBV, to understand the impact on strategy in a BD enabled environment.
Given the view proposed by the RBV, big data as an asset should be unique to the
organisation and have the ability to provide value to its customers that is unable to

be supplied by competitors.
Data Infrastructure

As suggested by Wang et al. (2016), data infrastructure in the form of platforms and
systems is an example of a critical resource in the domain of managing BD elements.
According to McAfee and Brynjolfsson (2012) and Wamba et al. (2017), technology
in the form IT infrastructure, specifically data infrastructure, is a critical resource that
requires integration into the organisations IT landscape, to manage data assets and
enable value creation. Further to this, IT infrastructure within an organisation is
positioned to be one of the necessary factors in the construct of structural readiness,
to enable value creation through big data analytics (BDA) (Ghasemaghaei, 2019).
Through assessment of the technological readiness in the context of BD and the
ability to integrate with legacy infrastructure, data infrastructure is assessed as an
enabling factor, through the lens of RBV, to enable strategy (Ghasemaghaei, 2019;
Gupta & George, 2016; Raguseo & Vitari, 2018; Wang et al., 2016). This
infrastructure becomes critical in processing big data assets to derive the required
information that is suggested to lead to insights thereafter wisdom (Adrian, Abdullah,
Atan, & Jusoh, 2018).

Technical Skills

Skilled data personnel resources such as data analysts, data scientists and data
engineers are still rare resources that are required to extract, transform and load
data, thereafter derive relevant value through advanced analytical techniques, to
enable business strategy (Ghasemaghaei, 2019; McAfee & Brynjolfsson, 2012).
Given the recent formulation of the capabilities associated with BD, the appropriate

experience, education and technical skills of human resources, become a critical
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component when developing a big data analytics capability (BDAC) (Akter et al.,
2016; Chen & Zhang, 2014; Gupta & George, 2016; Wamba et al., 2017). According
to McAfee & Brynjolfsson (2012) and Wixom, Yen, & Relich (2013), the enablement
of strategy for an organisation is reliant on the effective utilisation of its personnel to
execute on its strategic objectives. While the skills are transferable, the ability to
completely be effective as a technical resource requires the tools in terms of
infrastructure and unique data, to effectively develop value (Wixom et al., 2013).

Data Culture

Organisational culture is often referred to as a factor that impacts the way
organisations respond to both internal and external changes in their environment,
and how this enables their strategic objectives (Dubey, Gunasekaran, Childe,
Roubaud, et al., 2019). Given this definition, there is a tacit link between the culture
of an organisation and the strategy. Furthermore, Schein (2004) , defines culture as
“a pattern of shared basic assumptions that was learned by a group as it solved its
problems of external adaptation and internal integration, that has worked well enough
to be considered valid and, therefore, to be taught to new members as the correct
way to perceive, think, and feel in relation to those problems” (p.17). Organisational
culture can therefore be defined as the these shared assumptions, values and
beliefs, that shape and define the way that organisations respond to changes (Dubey,
Gunasekaran, Childe, Blome, et al., 2019; Dubey, Gunasekaran, Childe, Roubaud,
et al., 2019; Rude, 2014; Schein, 2004). As described by Carruthers and Jackson
(2018), the ability to drive a data-led strategy, requires transformation and culture is
one of the critical factors towards leading this change. Given this requirement,
defining and understanding the elements of a data-driven culture is explored as an
enabling factor for an EDLS. Further to this, data culture is a resource that
organisations must possess to extract maximum value from their data strategy, to

enable a competitive advantage (Gupta & George, 2016; Frisk & Bannister, 2017).
1.6 Absorptive capacity

Innovation is defined as the ability to find a new idea, method or product and can
either be radical or incremental in nature (Mikalef et al., 2019). This ability is posited
to be as a result of the BDAC within an organisation, resulting in value creation
through data-led strategy (Chen, Lin, & Chang, 2009; Mikalef et al., 2019; Solis-
Molina, Hernandez-Espallardo, & Rodriguez-Orejuela, 2018).
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Absorptive capacity theory (ACAPT) was developed through seminal work by Cohen
and Levinthal (1990), that postulates that an organisations’ ability to absorb new
information and effectively build a capability through this, is imperative for value
creation. To derive an effective strategy and develop an ability to be innovative, the
capacity available in the organisation to continually learn from the environment and
develop competencies and capabilities is defined as the organisations absorptive
capacity (Cohen & Levinthal, 1990; Solis-Molina et al., 2018). Based on this, the
absorptive capacity of an organisation could be postulated to be a necessary factor,
for building an effective BDAC, to enable dynamic decision-making and adaptive
strategy (Solis-Molina et al., 2018).

This concept is further solidified through research by Rodriguez and Da Cunha
(2018) and Wamba et al. (2017), that suggest that absorptive capacity is seen as an
enabler to BDAC. Absorptive capacity exists at both the organisation and employee
level however, it is stated that while organisational absorptive capacity will develop
cumulatively based on the individuals' levels, there are also distinct differences
between them both (Cohen & Levinthal, 1990). Being based on individuals at some
level, the overall organisational absorptive capacity is therefore impacted by the
levels of absorptive capacity available in employees. These traces of absorptive
capacity from employees are situated between the organisation and external
environment as well as between various divisions in the organisation (Cohen &
Levinthal, 1990; Roberts, Galluch, Dinger, & Grover, 2012).

Due to the fact that the lens of ACAPT is considered in this context, there are
necessary factors that are required for consideration (Roberts et al., 2012). As it is
posited that absorptive capacity can influence EDLS, the ability for knowledge
acquisition, assimilation, transformation and exploitation are relevant factors that
form the process of absorption, and will be validated (Cohen & Levinthal, 1990;
Rodriguez & Da Cunha, 2018; Xie, Zou, & Qi, 2018).

Acquisition

Acquisition is defined by the ability to learn, attain or develop knowledge(Xie et al.,
2018). Further to this acquisition considers how this newly found knowledge can be

leveraged to drive or enable strategic objective execution (Xie et al., 2018).

In the context of knowledge acquisition, the organisational absorptive capacity is

posited to be impacted by the direction, speed and intensity of the effort (Zahra &
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George, 2002). Based on this, knowledge acquisition should be focused on the
requirements of the organisation and is therefore, a measure of the ability to identify,
value and obtain knowledge external to the organisation (Camison & Forés, 2010;
Cohen & Levinthal, 1990; Xie et al., 2018).

Assimilation

Knowledge assimilation delves into the available capacity of an organisation to obtain
external information and fully understand this information or ideas, utilising it within
their organisation (Camison & Forés, 2010; Zahra & George, 2002). In the context of
BD and advanced analytics, there is an opportunity not only to consume data assets
from external sources but the ability to obtain external knowledge and through the
process of deep understanding, leverage this knowledge to fit their organisational
understanding (Xie et al., 2018). Assimilation thus requires available capacity in the
organisation to effective leverage its acquired knowledge.

Transformation

Transformation is suggested to delve into the capabilities within an organisation that
develop or create a new process to combine the new knowledge attained with
existing knowledge, leading to a strategic change (Cohen & Levinthal, 1990; Zahra
& George, 2002). The ability to transform relies on the organisations capacity to add
new, remove old or combine new and old knowledge, to promote innovation
(Camisén & Forés, 2010; Xie et al., 2018). Further to this, Xie et al. (2018), also
proposes that the ability to transform knowledge that is gained creates the capacity
for more new knowledge to be absorbed into the organisation. Given these
conditions, transformation is a necessary practice to promote value creation (Yli-
Renko, Autio, & Sapienza, 2001).

Exploitation

The exploitation of external knowledge, according to (Cohen & Levinthal, 1990), is a
mechanism that is critical for organisations to develop innovative capabilities.
Exploitation, in the context of ACAPT, considers the organisations capacity to
leverage the external knowledge gained to create the opportunity for a competitive
advantage (Camison & Forés, 2010; Xie et al., 2018). Given this definition,
exploitation in the context of EDLS is concerned with ensuring that maximum value

is extracted from knowledge gained in the realm of BD.
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1.7 Attention-based view

Attention is a cognitive process of choosing to focus on certain information while
making the trade-off of what information to ignore (Ocasio, 1997). In the context of
organisations, the focus attention becomes a critical choice that needs to be driven
by decision-makers, to propel the organisation in the intended strategic direction
(Palmié, Lingens, & Gassmann, 2016). According to Palmié et al., (2016), these
organisational choices are a result of the actions from decision-makers and evidence

of where attention has been focused.

According to the attention-based view (ABV), organisations manage attention
through three related concepts of how attention is focused, the situation surrounding
the direction of the attention and the organisational structural influence on the
distribution of attention (Ocasio, 1997). The basic premise is that focus of attention
is driven by situational factors of the decision-makers and that these situational
factors are a result of organisational structural and operational choices, in relation to
the positioning of decision-makers (Ocasio, 1997). It is further noted that attention is
finite in nature and therefore the choice of where to focus is crucial to drive the
allocation of organisational resources and that the channels for communication within
an organisation and externally, promote the adaptability of strategy (Ocasio,

Laamanen, & Vaara, 2018).

Influences of an attention-based view of organisations in building an EDLS, is
considered through the factors of where attention is focused, the situation
surrounding attention as well as the organisational structures and channels that
influence attention (Gebauer, 2009; Ocasio, 1997; Ocasio et al., 2018; Palmié et al.,

2016). Therefore, these factors are subjected to validation.
Focus

Within organisations, the focus of decision-makers or leaders is directed towards the
areas they want to influence and the spaces in which they execute (Gebauer, 2009;
Ocasio et al., 2018). Given the limited capacity that decisions makers have within
organisations and the plethora of areas that require attention, the decision of where
to focus attention needs to be aligned to the strategic direction of the organisation
(Joseph & Wilson, 2018; Ocasio, 1997; Ocasio & Joseph, 2005). Further to this, the
actions that result from decision-makers are an indication of the issues and answers

that focus has been directed towards (Gebauer, 2009).

Page 11 of 64



Situational

Situated attention posits that decision-makers and leaders attention is based on the
situational context they find themselves in (Ocasio, 1997). Based on this, attention
can change given adapting situational environments (Ocasio et al., 2018). Given this
theoretical view on situated attention, Ocasio (1997) further unpacks that varying
situations alter the focus of decision-makers, thus leading to a channelling of
attention given the situational context. Based on this potential shift of focus, the
actions of decision-makers will be as a result of the situational context (Gebauer,
20009).

Structures and Channels

Further to the focus of attention and the situational context, the organisational
structures and channels are proposed to impact how attention is dispersed across
the organisation (Gebauer, 2009; Ocasio, 1997; Ocasio & Joseph, 2005; Ocasio et
al., 2018). The distribution of attention has multiple factors that should be considered
to understand the impact which includes and are not limited to the organisational
rules, resources available, allocation of decision-makers between organisation
functions, ability to communicate and the social context of the organisation (Gebauer,
2009; Ferreira, 2017). According to Ocasio (1997), every function within an
organisation is comprised of relevant communication channels and procedures that
govern the operation. Given this factor in addition to the potential situation exposure,
the focus of decision-makers attention is channelled by the governing structures
(Joseph & Ocasio, 2012; Palmié et al., 2016). Palmié et al., (2016), further posit that
the structural channels are comprised of both physical and electronic mediums that

are related to communication and procedural channels.
1.8 A proposed conceptual research model

Given the need for organisations to develop and understand the practice of enabling
an EDLS, the research aimed to explore and develop a proposed conceptual model
through prediction, leading to theory development. Based on the literary overview, it
was predicted that resources, absorptive capacity and attention in an organisation,
are enabling factors to develop this practice. As described, the theoretical lenses of
RBV, ACAPT and ABV are applied to develop related latent variables that link to
these constructs, through the context of BD and advanced analytics. This is

postulated to lead to the benefit of value creation and a competitive advantage given
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the challenging environment of business, that organisations find themselves in
(Raisch, Birkinshaw, Probst, & Tushman, 2009). The aims of the research can

therefore be summarised according to the following three research questions:

R1: Is there an influence of data Resources on EDLS
R2: Is there is an influence of organisational Absorptive Capacity on EDLS
R3: Is there is an influence from organisational Attention on BDAC on EDLS

Considering a RBV of an organisation, the positive impact of BD resources enabling
a competitive advantage, is suggested as a result of the latent variables big data
assets, data infrastructure, the skills of employees in the BD team and organisational
culture (Akter et al., 2016; Barney, 1991; Ghasemaghaei, 2019; Gupta & George,
2016). The premise of RBV suggests that an effective strategy, that is data-led can
be informed through the integration of the specific resources suggested, as long as
they meet the criteria of being uncommon, imperfectly imitable, of value and not able
to be substituted (Barney, 1991; Rivard et al., 2006). Based on the above, the
following hypothesis was proposed:

Hi: There is a significant positive influence of Resources on EDLS

The theoretical overview on the absorptive capacity of an organisation, suggests that
the ability for organisations to absorb new information and effectively leverage this
leads to the potential of a competitive advantage (Roberts et al., 2012). Mazzei and
Noble (2017), provided an evolutionary data view which suggests that data can be
interpreted to form information, leading to insights and thereafter wisdom, through
organisational capability and culture development. Based on this, the ability to attain
or acquire, assimilate, transform and exploit information in the BD landscape, leads
to the opportunity of a competitive advantage through a successful strategy (Roberts
et al., 2012; Xie et al., 2018). Based on the above, the following hypothesis was
proposed:

Ha: There is a significant positive influence of Absorptive Capacity on EDLS

At an organisational level, the attention given towards BD and the potential influence
of this capability towards an effective strategy is suggested to be as a result of
multiple latent variables (Ocasio & Joseph, 2018). This attention, at organisational
level, is composed of attention of individual decision-makers within an organisation,

and therefore the factors of focus, situational as well as organisational structures and
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channels, are suggested to result in an effective strategy given organisational
attention towards BDAC (Gebauer, 2009; Joseph & Ocasio, 2012; Ocasio et al.,
2018; Palmié et al., 2016). Finally, the last hypothesis suggested was:

Hs: There is a significant positive influence of Attention on EDLS

To conceptualise this study, a model for an EDLS is proposed through a
multidimensional third-order latent construct, through influences of the latent second
order constructs of resources, absorptive capacity and attention (inner model)
(Chang, Franke, & Lee, 2016; Hair, Ringle, & Sarstedt, 2011; Hardin, Chang, &
Fuller, 2008). Further development of this framework is conceptualised through
eleven first order sub-dimensions with respective measurement models (outer
model) through a questionnaire detailed in Appendix C (Hair et al., 2011). The model
proposed is shown in Figure 1 below with reflective indicators.
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Figure 1: EDLS conceptual model
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1.9 Conclusion

The literature provided, delved into the related constructs and representative first
order sub dimensions, that lead to the development of a proposed conceptual model.
Through measurement of the first order sub dimensions and related theoretical links
of strategy and BD, the influence of suggested factors were assessed. This adds to
the body of knowledge surrounding information systems literature and management
theory, in the context of organisations. Through the lenses of RBV, ACAPT and ABV,
the suggested first order sub dimensions are illustrated in Figure 1. This is a
proposed alternate view on BD, developed from the research and design of the
conceptual model on BDAC, to enable firm performance (Akter et al., 2016; Gupta &
George, 2016; Wamba et al., 2017). This perspective focused on the management
view of BD enabled strategy, therefore the research provided businesses in the quest

for transformation, a strategic management framework.
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2. Proposed research methodology and design
2.1 Introduction

The research aim was centred on delivering a practice for managers within
organisations, with intentions of leveraging BD as a source of competitive advantage.
This was executed on by defining the enabling factors that lead to a practice, for the
formulation of an EDLS, through a theoretically posited model defined in Figure 1.
To deliver on this requirement, the researcher developed a structural model that was
tested for appropriate relevance, together with an associated measurement scale.
This methodology leveraged a process of component analysis, reliability and validity
testing together with a research approach grounded in Partial Least Squares
Structural Equation Modelling (PLS-SEM).

2.2 Choice of methodology

The philosophy for the research was based on a positivism view given the
researchers orientation together with the influence from similar information systems
based studies (Abbasi, Sarker, & Chiang, 2016; Gemma, 2018). The methodology
for the research, therefore employed a deductive approach, to test for influences.
This was conducted between the selected second order constructs of resources,
absorptive capacity and attention, with their respective factors through first order
constructs, against the higher order construct of EDLS. This was undertaken through
a quantitative analysis, based on responses of the sample being surveyed. Based
on the philosophy of the study, it was possible to generalise the results from the
sample to the population, provided that the sample was able to represent the
population in scope for the study (Creswell, 2014; Zikmund, Babin, Carr, & Giriffin,
2009).

Based on the positivist view, the survey responses allowed for theory testing through
a deductive approach (Creswell, 2014; Saunders & Lewis, 2012). The research
aimed to gather specific data based on the relationships to organisational strategy
and the link posited between organisational strategy and data-led strategy. This was
in relation to all constructs and respective variables. This allowed for testing the

rigour of the proposed conceptual model.

A mono-method approach was adopted as a single data collection technique via an
electronic channel (Creswell, 2014). These responses were collected through this

channel, given the ease and efficiency of distribution and completion, for the
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respondents. The study employed a quantitative research method that allowed for
testing of the theoretical research proposed through observation. This included
testing the validity of the conceptual model presented in Figure 1, that postulates that
the influences of resources, absorptive capacity and attention are positive and

significant in formulating a practice, leading to an EDLS.

The research design was deemed explanatory as its purpose was to discover and
quantify influences on the ability to define and execute on an EDLS. This was
achieved through the consideration of the organisations ability to manage the optimal
mix of resources to enable value creation, absorb new information from the
environment and the ability to direct the organisational attention, through its decision-
makers (Barney, 1991; Cohen & Levinthal, 1990; Ocasio, 1997; (Zikmund et al.,
2009). While the theories of RBV, ACAPT and ABV are able to address innovation
and value creation through effective strategy, there has been little research available
that looked into the impacts of these views on organisations that intend on executing

a data-led strategy.

The research strategy was executed through the survey distribution with all relevant
stakeholders within medium to large organisations (with over 50 employees) that
have BDAC and intentions of enabling data-led strategies (de Wet, 2019). This
criterion on organisational size is based on the premise that medium to large
organisations varies from small organisations in the context of strategy formulation
and development when considered through a RBV lens (Grant, 1991). Further to this,
the impact of BD in the context of this research assumed that the process of
surveying was designed to test the impacts of the main constructs, relative to EDLS
(Zikmund et al., 2009). In order to statistically test the relevance of these constructs,
the data was gathered, analysed and discussed, to provide insights on the relevance

of the proposed conceptual model (Zikmund et al., 2009).

Given the low maturity in this field of study and limited data, a cross-sectional based
time frame was used to conduct the research. The process of surveys was used to
understand the current views surrounding the second order constructs through
respective first order constructs, in relation to the effectiveness of a data-led strategy,
therefore warranting the need for a cross-sectional view (Creswell, 2014). This was
seen to be largely based on the maturity of data capabilities in the organisations

represented through the sample.
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2.3 Population

Based on the aim of the research and associated objectives, the population under
research were respondents in all organisations that have the intention of a data-led
strategy and have BDA capabilities to enable value creation. To ensure that
respondents were within this population, control questions were used to assess the
applicability of the study to relevant organisations. Surveys were also purposefully

sent to relevant groups of individuals given the researchers’ personal networks.

The respondents targeted were ideally senior or middle management employees,
who were involved in, or were collaborators to, the BDAC within the organisation. It
was crucial to include employees that are decision-makers regarding data strategy,
to get a sense of how their attention is focused (Ocasio et al., 2018). Further to this,
absorptive capacity required consideration at both the individual and organisational
level (Soo, Wei Tian, Teo, & Cordery, 2017). Therefore, all relevant stakeholders that
were involved with usage or development of the BDAC, were targeted. While a
specific industry or country should have been contained within the study, the lack of

participant scale warranted multiple industries and countries to be included.
2.4 Unit of analysis

The unit of analysis was defined to be each individual within organisations that have
the intention and experience with data-led strategies and BDAC to support this
(Zikmund et al., 2009). These individuals were considered across multiple industries
and organisations to get a representative view the population. The premise was that
these individuals were involved in the use or creation of BDAC and insights to deliver
value in their respective organisations. It was also established if the individual was

aware of the impacts of BD and analytics on strategy.
2.5 Sampling method and size

The quantitative nature of the research added the necessity of required responses
from a large enough sample size to ensure reliable and valid data points are
collected, enabling beneficial results through analysis (Creswell, 2014; Hair, Black,
Babin, & Anderson, 2010). The researcher was required to test theoretical
appropriateness through deduction, therefore there was a need for a representative
sample, that also allowed for the generalisation from of the results (Zikmund et al.,

2009). While the more samples available, the more representative the results, it was
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impractical to obtain an excessive scale given access to respondents via personal

networks and the available time (Creswell, 2014).

Given the context of BDA and associated capabilities within the broader market and
industry, a list of the population was not likely to be obtainable. As a result, probability
sampling was not an applicable technique (Creswell, 2014). Based on this, a non-
probability technique was explored (Zikmund et al., 2009). The data required for the
research was based on knowledge, exposure and experience held by employees in
organisations with BDAC and intentions of embracing data-led strategies. To extract
this data and gain relative insights, surveys were distributed specifically to individuals
in these types of organisations. This implies that a purposive sampling technique was
utilised (Creswell, 2014).

The minimum sample size for this research was calculated based on the minimum
requirement suggested by the proposed statistical technique being adopted (PLS-
SEM). Hair et al. (2010), proposes a sample size based on a rule of ten times the
number of links that point towards a latent variable in a structural model. However,
Hoyle (1995) advises that even though PLS-SEM techniques are robust enough to
handle small sample sizes, a sample size of between 100 to 200 is suggested by
prior research in path modelling. In addition, the nature of the research warranted
the requirement for a subset of the sample to conduct an Exploratory Factor Analysis
(EFA), while a separate sample was used to conduct the relevant statistical model fit
test. The researcher thus aimed to obtain a minimum sample size of 30 to 100
samples for the EFA and utilised a Principal Component Analysis (PCA), to do so
(Carpenter, 2018; Johanson & Brooks, 2010). In addition, the decrease in sample

size was accounted for based on data validation and removal of incomplete data.
2.6 Measurement instrument

According to guidance prescribed by Creswell (2014) and Zikmund et al. (2009),
guantitative explanatory research is best supported through the use of surveys and
extensive academic literature with related theoretical constructs. This provides a
view of previous relationships tested through deductive research and provides an
opportunity to define a new conceptual model through quantification of relationships

between relevant constructs and associated factors.

While the questionnaires were used as the most appropriate tool for data collection,

the use of a five-point Likert scale together with relevant questions was used to test
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path linkages between the measured variables and constructs under analysis. This
was used to ensure consistency in the measurements across all constructs under
study (Zikmund et al., 2009). This questionnaire was developed through leveraging
and adopting existing measurement scales. These contained questions relating each
of the measured variables proposed for the first order constructs in relation to the

second order constructs of resources, absorptive capacity and attention.

The researcher had allocated ample time to receive an appropriate sample size as
calculated above. This was estimated to be five weeks however, this timeframe was
manipulated based on the number of valid samples received and prescribed by the
research methodology. Only data relevant to the research was collected from the
surveys and control questions were used to validate the population being targeted.
Based on this, irrelevant and incomplete samples were removed. The full
questionnaire utilised in the study is provided in Appendix C. The questionnaire was
divided into three sections after the controlling and demographic questions were
assessed. These sections were representative of each of the second order
constructs in the proposed model. All scales were adapted based on the relevance
to data-led strategy and respondents were asked to frame their response with this

context in mind.

When assessing the construct of resources, the first order constructs of data
infrastructure, technical skills, big data assets and data culture are assessed with
four related measurement items per a first order construct (Dubey, Gunasekaran,
Childe, Roubaud, et al., 2019; Ghasemaghaei, 2019; Gupta & George, 2016; Mikalef
et al., 2019; Wamba et al., 2017).

Secondly, the construct of absorptive capacity is posited to be related to the first
order constructs of acquisition, assimilation, transformation and exploitation
(Camison & Forés, 2010; Xie et al., 2018; Zahra & George, 2002). These scales

included four related measurement items per a first order construct assessed.

Finally, the construct of attention is related to the three first order constructs of focus,
situational as well as structures and channels. These were also assessed with four
related measurement items per a first order construct (Brattstrom, Frishammar,
Richtnér, & Pflueger, 2018; Gebauer, 2009; Joseph & Ocasio, 2012; Palmié et al.,
2016).
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2.7 Data gathering process

Based on the quantitative nature of the study, the researcher purposefully distributed
surveys to relevant stakeholders at various organisations through leveraging
personal networks given personal exposure to BDAC, across industries. In addition,
the Big Data and Analytics group on LinkedIn was used as a platform to target

applicable respondents.

SurveyMonkey® was used as the online electronic tool that provided easy to use,
convenient access to respondents. It also allowed them to undertake the survey in
their own time, in a conducive environment. Only primary sources of data were
considered through the survey responses, given the low maturity in existing similar

models and scale development research, on BD related topics.
2.8 Analysis approach

The multivariate statistical method of PLS was adopted in this research to assess
the research hypotheses. The data was first assessed by understanding the extent
of incomplete data within the final total sample of 235 responses. Newman (2014)
states that missing data within a survey design can be attributed to item level,

construct level and person-level missingness.

Due to the confidentiality of the responses, each level of missingness could not be
tested, and the researcher, therefore assumed a person level missingness based on
the premise of missing at random (MAR) (Newman, 2014). The missing data was
imputed based on the methods described by Hair et al. (2010) and (Scheffer, 2002).
Based on this, any respondents with less than a 50% completion rate, was excluded
from the research. All missing data from the remaining respondents, with less than
100% completion was imputed using the average of the industry in which they were
currently employed. The final sample size for the research was N=107 which was
deemed adequate for the research design. In addition to this, a sample of N=54 was
used to conduct the PCA.

The PLS method forms part of the SEM family, which has increasingly become
popular within empirical research (Rigdon, Sarstedt, & Ringle, 2017). This second
generational technique provides a robust statistical technique that combines the
statistical methodologies of regression and factor analysis (Hair et al., 2010). In
addition, the PLS method does not require a large sample size, is recommended for

both formative and reflective models and is efficient at parameter estimation (Hair,
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Sarstedt, Hopkins, & Kuppelwieser, 2014). Smart PLS 3.0 was adopted to assess
the research model, which is also adopted by previous research within the BD
domain (Akter et al., 2016). Based on the recommendations of Chin (2010) and Hair
Jr. et al. (2017), the PLS algorithm, bootstrapping and blindfolding methods, within
the Smart PLS software, was adopted to assess the inner model (structural), outer
model (measurement), significance and model fit respectively. As depicted in Figure
2, a multi-stage process was adopted to assess the hypothesised research model
(Hair, Hult, Ringle, & Sarstedt, 2016).

Step 1: Assess the outer model for
reliability and validity

v

Step 2: Assess the structural model for
collinearity issues

v

Step 3: Assess the significance and
relevance of the structural model
relationships

L7

Step 4: Assess the level of R?

v

Step 5: Assess the predictive relevance
and the Q2 effect sizes

Figure 2: PLS model evaluation process. Adapted from “A primer on partial least squares
structural equation modelling (PLS-SEM),” by J.A. Hair, G.T.M. Hult, C.M. Ringle and M.
Sarstedt, 2016, Sage, edition 2, p. 202. Copyright 2017 J.A. Hair, G.T.M. Hult, C.M. Ringle and
M. Sarstedt.

Following the methodology described by Hair et al. (2017), the assumptions for the
PLS model was assessed, which included a PCA. Since the hypothesised research
model had not been tested before, to the knowledge of the researcher based on
research scanning, it was imperative to validate the compositions of the
hypothesised constructs. The PCA technique is useful in dimension reduction and
grouping measured variables based on the common variation (Koryak, Lockett,
Hayton, Nicolaou, & Mole, 2018). Braeken & Van Assen (2017) posit that in order to
effectively determine the factors that should be retained, the Kaiser’s Eigenvalue one
criterion must be adopted. This means that any factors with less than an eigenvalue
of one, were not relevant and considered in the determination of the construct

groupings.
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To improve the validation and interpretability of the PCA analysis, rotational methods
were also adopted. By including the Varimax rotational method, the maximization
and minimization of high and low component loadings ensured a degree of construct
determination accuracy (Costello & Osborne, 2005). Following the recommendations
by Hair et al. (2010), Bartlett’s test for sphericity and the Kaiser Meyer Olkin (KMO)
values were also interpreted. KMO provides a measure of the sampling adequacy
within the composed measured variables and requires a measure that exceeds the
threshold of 0.5 at minimum for adequacy, where a value closer to 1.0 indicates an
increased the level of adequacy (Pallant, 2007). The Bartlett’s test for sphericity, on
the other hand, compares the measured variables within the hypothesised group
against correlations with its identity matrix. PCA can only be assessed if this test
displays a significance of p < 0.05 (Hair et al., 2010). The pilot test sample of 54
respondents was adopted by the researcher to ensure a more robust scale and
model development. The PCA of the pilot test was used to refine the research model
by ensuring only adequate measures and groupings of factors were adopted for the
overall model assessment. The output from this was a refined structural model that

was subjected to reliability and validity testing.
Reliability and Validity

The presence of a high relative internal association amongst the research measured
variables provides levels of internal reliability consistency (Trochim & Donnelly,
2006). Internal reliability is measured through the Cronbach’s Alpha (CA) which is
used to estimate the reliability of multi-scale items in research (Zikmund et al., 2009).
However, Chin (2010) argues that within the SEM doctrine, the CA tends to
underestimate the levels of reliability. Another measure, namely Composite
Reliability (CR), should be adopted instead of CA, for internal reliability. CR takes the
factor loadings of measured variables within the scale, into consideration (Chin,
2010). Both these indicators range from 0 to 1, whereby a minimum threshold of 0.7
is required to ascertain fair levels of reliability of a composite variable (Hair et al.,
2010).

Convergent and discriminant validity of the hypothesized model was assessed using
methods described by Hair et al. (2017). The extent in which an item can be
associated, with other items within a component, is referred to as convergent validity,
whereby these items need to have a common high measure of variance (Hulland,

1999). Hair et al. (2017), states that for convergent validity to be achieved, the
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measured variables factor loadings, on the respective latent variables, needs to
exceed 0.708. In addition, the Average Variance Extracted (AVE), which is the
square root of the standardised indicator loading, should be greater than 0.5 for
convergent validity. An AVE less than 0.5 indicates that more errors remain on the

item than the variance through the item’s latent variable (Hair et al., 2017).

The Heterotrait-monotrait (HTMT) criterion measures the extent to which a
hypothesised construct differs from other constructs in a research model (Chin,
2010). In essence, the HTMT criterion looks to provide an estimate of the real
correlation that would exist between constructs if it were possible to be ideally
measured (Henseler, Ringle, & Sarstedt, 2015). Thus, the research adopted the
HTMT criterion to ensure no discriminant validity issues in the research model. If
correlations between constructs are less than 0.9, this implies that the specific
construct is relatively unique from the others and captures its hypothesized essence,
which is not represented by other constructs in the research model (Hair et al., 2017;
Henseler et al., 2015).

Model assessment

As the PLS technique is rooted in ordinary least square prediction and the
maximization of dependent variable variance, the levels of collinearity need to be
assessed (Hair et al.,, 2017). Collinearity is characterised by highly correlated
independent variables, and high levels of collinearity can lead to predictor variable
bias and create unstable path linkages (Chin, 2010). Henseler et al. (2015),
recommends the assessment of the Variation Inflation Factor (VIF), which is
interpreted as the inverse of tolerance. Furthermore, both (Henseler et al., 2015) and
Hair et al. (2017), argue that the upper limit of VIF is either 10 or 5, respectively.
Based on this differing academic view, the researcher adopted an upper limit of 5 to
assess collinearity of the research model. If high levels of collinearity exist, those
indicators will be deleted, and the model assessed for reliability and validity again.

Once the model was assessed for reliability, validity and collinearity, the path models
were assessed for significance. The inner path coefficients between the research
variables range from -1 to 1, whereby a negative value indicates a negative
relationship and a positive value indicates a direct relationship. Additionally, the
intensity of the path coefficient is a measure of strength between the hypothesised

constructs, where -1 or 1 are the maximum limits and 0 the minimum. The
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significance of each path weighting was assessed using the bootstrap technique with

a chosen significance level of 99%.

Model fit for the research model was verified by assessing the Standard Root Mean
Square (SRMR), Coefficient of Determination (R2), and Stone-Geisser's Q2. SRMR
is an evaluation between the discrepancies of the observed and expected
relationships (Hair et al., 2017). Hair et al. (2017) recommend an upper limit of 0.10
for a good model fit. The R? measures the levels of variance between interaction
variables and is a measure of the model’s ability to predict, with a range from 0 to 1,
whereby a value closer to 1 indicates high predictiveness (Roldan & Sanchez-
Franco, 2012). According to (Henseler et al., 2015), a R? value larger than 0.67 is
classified as substantial, between 0.19 and 0.33 is moderate, and less than 0.19 is

weak.

The Stone-Geisser indicator evaluates the relative predictive relevance, especially
suited for a reflective model (Roldan & Sanchez-Franco, 2012). The Stone-Geisser
value ranges from 0 to 1 whereby values greater than 0.35 is classified as large
significance, between 0.02 and 0.15 is medium, and less than 0.02 is classified as
weak (Hair et al., 2017).

Based on the approach outlined, the researcher set out to develop a measurement
scale for the determination of the practices the enable an EDLS. Given this context,
the approach supported this goal through factor analysis. Both the inner and outer
models were subjected to reliability and validity testing. From this, a final PLS model
structure was confirmed and the significance of the path model assessed, based on
the sample data available. This model was then subjected to an overall model fit

assessment, confirming the accuracy in achieving the research goal.
2.9 Limitations

The methodology described was based on the aim of scale development and the
output of a conceptual model given the requirement for achieving an EDLS. Based
on this approach, the following limitations of the methodology were acknowledged

as part of the research.

The cross-sectional time horizon exposed the research to varying degrees of
maturity in organisations, that are intending to build data-led strategies. This
potentially created a difference in respondent views given their exposure. Less

mature organisations may potentially have not seen the benefits of BD as yet.
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While the sampling methodology of the research lends itself to be purposive, the
electronic medium used for survey distribution may result in a case of snowballing
and create bias in the received results. Control questions were used to minimise the
impact however, this could not entirely be mitigated. It relied on the honesty of the

respondents, based on their experience with both BD and strategy.

The sample obtained was comprised of respondents across multiple countries,
however predominantly South African based. Given this limitation, there could be
skewness present in the results due to the varying maturity associated with BDAC
within the South African landscape. Furthermore, the geographic distribution of the
population was not diverse or large enough to provide a generalised view on EDLS

practices for managers.

In the context of the analysis and scale development, the PLS-SEM technique
provides a more robust statistical method versus the first order statistical techniques
but only reports on a single fit index (SRMR). While this is acceptable, the maturity
of PLS-SEM needs to be improved to provide more fit indices similar to more
developed methods (Hair et al., 2017).

The constructs at a second order and first order level were modelled as independent
antecedents towards an EDLS respectively. While this is based on theoretical
underpinnings, there needs to be further investigation into the relationships that exist
between each of the constructs and how this may influence the practice of EDLS.
Potentially leveraging the theoretical underpinnings of modes of adaptation, the
theory of behavioural integration (Bl) considers management of conflicting or
separate activities in a single business entity (Birkinshaw, Zimmermann, & Riasch,
2016). In addition to this Birkinshaw et al. (2016), also propose the theories of
structural separation and sequential alternation as mechanisms to manage the

relationships of factors towards achieving a practice for EDLS.

Finally, the research by Akter et al. (2016) proposed a metric to measure the impact
of BDAC through firm performance. This provided an ability to assess the value
created as a result of BDAC, through the levers of market performance and financial
performance or operational performance (Gupta & George, 2016; Wamba et al.,
2017). Further investigation should be conducted to determine the extent of value
creation through EDLS with relevant metrics such as firm performance suggested
above, to assess the effectiveness of the proposed factors from a business

perspective.
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inclusive. We cannot, however, consider notes, briefs, or commentaries. All pages,
save the title page, should include pagination. Page numbers should appear

centered at the bottom of each page.
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author should be clearly noted in the case of multiple authors.

3. The second page of the manuscript should include the title of the manuscript, an
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4. The body of the text should begin on the third manuscript page. The manuscript
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For example, rather than use "Introduction”, you might elect to use "Corporate
Women: Another Look". The aim is to guide the reader with innovative and lively

language.

6. Business Horizons relies on the APA (American Psychological Association) style
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judiciously select references. A complete list of references cited should appear at the
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This journal encourages you to cite underlying or relevant datasets in your
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Reference List. Data references should include the following elements: author
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Geis, G. (1982). The heavy electrical equipment anti-trust cases of 1961. In M. D.
Ermann & R. J. Lundman (Eds.), Corporate and governmental deviance (pp. 123-
143). New York: Oxford University Press.

Web source:
Berry, L. L., & Seltman, K. D. (2007). Building a strong services brand: Lessons from
Mayo Clinic. Business Horizons, 50(3), 199-209. Retrieved May 10, 2007,

from https://www.sciencedirect.com.

Lewis, P. H. (2007). How Apple kept its iPhone secrets. Retrieved January 31, 2008,
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Dataset:

Oguro, M., Imahiro, S., Saito, S., Nakashizuka, T. (2015). Mortality data for Japanese
oak wilt disease and surrounding forest compositions. Mendeley Data,
v1. https://doi.org/10.17632/xwj98nb39r.1.

7. All tables, figures, graphs, or appendices should appear individually on a separate
manuscript page. These should clarify or supplement the manuscript text, not
duplicate the text. Please indicate the appropriate placement of tables, figures, and
graphs within the text by using [Insert Table 1 about here] place on a separate text
line. These should appear following the References in the following order: tables,

figures, graphs, appendices.

8. Authors should carefully proofread their manuscripts prior to submission. Please
pay careful attention to spelling and grammar, in particular. Also, please rely on
gender neutral language. Manuscripts with extensive errors will be returned without
review. Submission of a manuscript to Business Horizons implies a commitment by
the author(s) to engage in the review process and to have the article published
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should it be accepted. Articles previously published, those under consideration by
another journal, and those with a pre-existing copyright may not be submitted for
review and consideration. Upon submission, authors also agree not to submit the

manuscript for consideration elsewhere during the review period.

This journal operates a double blind review process. All contributions will be initially
assessed by the editor for suitability for the journal. Papers deemed suitable are then
sent to independent expert reviewer(s) to assess the scientific quality of the paper.
The Editor is responsible for the final decision regarding acceptance or rejection of

articles. The Editor's decision is final. More information on types of peer review.

9. Submit all manuscripts electronically in MS Word-compatible file format to

the editor at bushor@indiana.edu. Submissions will be acknowledged shortly after

receipt. Editorial decisions may take up to three months. All editorial decisions are
final. Articles typically appear in print 8 to 12 months after final acceptance.

10. Materials published in Business Horizons are available for viewing and download

via ScienceDirect.

11. In order to afford all authors an opportunity of publication, authors are limited to

a maximum of three submissions per calendar year.

12. This journal offers authors a choice in publishing their research: Open Access

and Subscription.

Source: Authors guidelines. Sourced from “Guide for Authors: Business Horizons,” by Elsevier,
2019, Retrieved from
https://www.elsevier.com/journals/business-horizons/0007-6813/quide-for-authors
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Abstract Big data represents a new technology paradigm for data that are gener-
ated at high velocity and high volume, and with high variety. Big data is envisioned as
a game changer capable of revolutionizing the way businesses operate in many
industries. This article introduces an integrated view of big data, traces the evolution
of big data over the past 20 years, and discusses data analytics esential for
processing various structured and unstructured data. This article illustrates the
application of data analytics using merchant review data. The impacts of big data on
key business performances are then evaluated. Finally, six technical and managerial
challenges are discussed.
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1. The day of big data

The emerging technological development of big
data is recognized as one of the most important
areas of future information technology and is evolv-
ing at a rapid speed, driven in part by social media
and the Internet of Things (loT) phenomenon. The
technological developments in big data infrastruc-
ture, analytics, and services allow firms to trans-
form themselves into data-driven organizations.
Due to the potential of big data becoming a game
changer, every firm needs to build capabilities
to leverage big data in order to stay competitive.

E-mail address: i-lee@wiu.edu

IDC (2015) forecasted that the big data technology
and services market will grow at a compound annual
growth rate of 23.1% over the 2014—2019 period,
with annual spending reaching $48.6 billion in 2019.

While structured data is an essential part of big
data, more and more data are created in unstruc-
tured video and image forms, which traditional data
management technologies cannot process adequa-
tely. A large portion of data worldwide have been
generated by billions of loT devices such as smart
home appliances, wearable devices, and environ-
mental sensors. Gartner (2015) forecasted that
4.9 billion connected objects would be in use in
2015—up 30% from 2014—and will reach 25 billion
by 2020. To meet the ever-increasing storage and
processing needs of big data, new big data platforms

0007-6813/5 — see front matter « 2017 Kelley School of Business, Indiana University. Published by Elsevier Inc. ALl rights reserved.

http:/ /dx.doi.org/ 10.1016/ §.bushor. 2017.01.004

Page 41 of 64



294

l. Lee

are emerging, including NoSQL' databases as an
alternative to traditional relational databases and
Hadoop as an open source framework for inexpen-
sive, distributed clusters of commodity hardware.

In this article, | start with a discussion of big data
dimensions and trace the evolution of big data since
1995. Then, | illustrate the application of data ana-
lytics using a scenario involving merchant review
data. In the following section, | discuss impacts of
big data on various business performances. Finally, |
discusssix technical and managerial challenges: data
quality, data security, privacy, data management,
investment justification, and shortage of gualified
data scientists.

2. Dimensions of big data

Laney (2001) suggested that volume, variety, and
velocity are the three dimensions of big data. The
3Vs have been used as a common framework to
describe big data (Chen, Chiang, & Storey, 2012;
Kwon, Lee, & Shin, 2014). Here, | describe the 3 Vs
and additional dimensions of big data proposed in
the computing industry.

Volume refers to the amount of data an organi-
zation or an individual collects and/or generates.
While currently a minimum of 1 terabyte is the
threshold of big data, the minimum size to qualify
as big data is a function of technology development.
Currently, 1 terabyte stores as much data as would
fit on 1,500 CDs or 220 DVDs, enough to store around
16 million Facebook photographs (Gandomi &
Haider, 2015). E-commerce, social media, and sen-
sors generate high volumes of unstructured data
such as audio, images, and video. New data has
been added at an increasing rate as more computing
devices are connected to the internet.

Velocity refers to the speed at which data are
generated and processed. The velocdity of data in-
creases over time. Initially, companies analyzed
data using batch processing systems because of
the slow and expensive nature of data processing.
As the speed of data generation and processing
increased, real time processing became a norm
for computing applications. Gartner (2015) fore-
casted that 6.4 billion connected devices would
be in use worldwide in 2016 and that the number
will reach 20.8 billion by 2020. In 2016, 5.5 million
new devices were estimated to be connected every
day to collect, analyze, and share data. The en-
hanced data streaming capability of connected de-
vices will continue to accelerate the velocity.

! Interpreted as Not Only SQL

Variety refers to the number of data types.
Technological advances allow organizations to gen-
erate various types of structured, semi-structured,
and unstructured data. Text, photo, audio, video,
clickstream data, and sensor data are examples of
unstructured data, which lack the standardized
structure required for efficient computing. Semi-
structured data do not conform to specifications of
the relational database, but can be specified to
meet certain structural needs of applications. An
example of semi-structured data is Extensible Busi-
ness Reporting Language (XBRL), developed to ex-
change financial data between organizations and
government agencies. Structured data is predefined
and can be found in many types of traditional data-
bases. As new analytics techniques are developed,
unstructured data are generated at a much faster
rate than structured data and the data type be-
comes less of an impediment for the analysis.

IBM added veracity as a fourth dimension, which
represents the unreliability and uncertainty latent
in data sources. Uncertainty and unreliability arise
due to incompleteness, inaccuracy, latency, incon-
sistency, subjectivity, and deception in data. Man-
agers do not trust data when veracity issues are
prevalent. Customer sentiments are unreliable and
uncertain due to subjectivity of human opinions.
Statistical tools and technigues have been devel-
oped to deal with uncertainty and unreliability of
big data with specified confidence levels or inter-
vals.

SAS added two additional dimensions to big data:
variability and complexity. Variability refers to the
variation in data flow rates. In addition to the
increasing velocity and variety of data, data flows
can fluctuate with unpredictable peaks and troughs.
Unpredictable event-triggered peak data are chal-
lenging to manage with limited computing resour-
ces. On the other hand, investment in resources to
meet the peak-level computing demand will be
costly due to overall underutilization of the resour-
ces. Complexity refers to the number of data sour-
ces. Big data are collected from numerous data
sources. Complexity makes it difficult to collect,
cleanse, store, and process heterogeneous data. It
is necessary to reduce the complexity with open
sources, standard platforms, and real-time process-
ing of streaming data.

Oracle introduced value as an additional dimen-
sion of big data. Firms need to understand the
importance of using big data to increase revenue,
decrease operational costs, and serve customers
better; at the same time, they must consider the
investment cost of a big data project. Data would
be low value in their original form, but data ana-
lytics will transform the data into a high-value
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strategic asset. IT professionals need to assess the
benefits and costs of collecting and/or generating
bigdata, choose high-value data sources, and build
analytics capable of providing value-added infor-
mation to managers.

As discussed above, a number of dimensions were
presented in the computing industry. These dimen-
sions together help us understand big data. | pro-
pose one additional dimension to big data: decay.
Decay of data refers to the declining value of data
over time. In a time of high velocity, the timely
processing and acting on analysis is all the more
important. loT devices generate high volumes of
streaming data, and immediate processing is often
required for time-critical situations such as patient
monitoring and environmental safety monitoring.
Wearable medical devices such as glucose monitors,
pulse oximeters, and blood pressure monitors worn
on or close to the body produce a stream of data on
patients’ physiological conditions. In the era of big
data, the decay of data will be an exponential
function of time.

3. Anintegrated view of big data
Currently, the dimensions of big data have been
proposed separately in the computing industry, but

Figure 1. An integrated view of big data

"y

Variability (+)
Complexity (+)
Decay (+)
Value (+)

Data

so farwe lack an integrated view of big data. To help
managers fully understand the relationships be-
tween the dimensions of big data, | present an
integrated view of big data in Figure 1. The inte-
grated view shows how these dimensions are inter-
related with each other.

The three edges of the integrated view of big
data represent three dimensions of big data: vol-
ume, velocity, and variety. Inside the triangle are
the five dimensions of big data that are affected by
the growth of the three triangular dimensions:
veracity, variability, complexity, decay, and value.
The growth of the three-edged dimensions is nega-
tively related to veracity, but positively related to
complexity, variability, decay, and value.

The integrated view shows that traditional data
is a subset of big data with the same three dimen-
sions, but the scope of each dimension is much
smaller than that of big data. Traditional data
consist mostly of structured data, and relational
database management systems have been widely
used to collect, store, and process the traditional
data. As the scope of the three dimensions contin-
ues to expand, the proportion of the unstructured
data increases. The magnitude of big data &5 ex-
panding with the growth of velocity, volume, and
variety. The arrows represent the expansion of each
of the three dimensions. The expansion of velocity,

Variety

Expanding
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volume, and variety are intertwined with each
other. The expansion of each dimension affects
the other seven dimensions. For example, Figure 1
shows that the expansion of velocity affects either
volume or variety or both, and consequently affects
the other five dimensions of big data inside the
triangle (i.e., veracity declines, but wvariability,
complexity, decay, and value increase).

4. Evolution of big data and data
analytics

While the emergence of big data occurred only
recently, the act of gathering and storing large
amounts of data dates back to the early 1950s when
the first commercial mainframe computers were
introduced. During the period between the early
1950s to mid-1990s, data grew relatively slowly due
to the high cost of computers, storage, and data
networks. Data during this period were highly struc-
tured, mainly to support operational and transac-
tional information systems. The advent of the world
wide web (WWW) in the early 1990s led to the
explosive growth of data and the development of
big data analytics. Since the advent of the WWW,
big data and data analytics have evolved through
three major stages.

4.1. Big Data 1.0 (1994—2004)

Big Data 1.0 coincides with theadventofe-commerce
in 1994, during which time online firms were the main
contributors of the web content. User-generated
content was only a marginal part of web content
due to the technical limitation of web applications.
In this era, web mining techniques were developed
to analyze users® online activities. Web mining can
be divided into three different types: web usage
mining, web structure mining, and web content
mining.

Web usage mining is the application of data
mining technigues to discover web users’ usage
patterns online. Usage data captures the identity
or origin of web users along with their browsing
behavior. The ability to track individual users’
mouse clicks, searches, and browsing patterns
makes it possible to provide personalized services
to users.

Web structure mining is the process of analyzing
the structure of a website or a web page. The
structure of a typical website consists of web pages
as nodes and hyperlinks as edges connecting related
pages. A hyperlink connects a location in aweb page
to a different location, either within the same web

page or on a different web page. Based on the
hyperlink structure, web pages are categorized.
Google's PageRank, rooted in social network analy-
sis, analyzes the hyperlink structure of web pages to
rank them according totheir degree of popularity or
importance.

Web content mining is the process of extracting
useful information from the content of web pages. A
web page may consist of text, images, audio, video,
or Extensible Markup Language-based (XML-based)
data. Text mining has been applied widely to web
content mining. Text mining extracts information
from unstructured text and draws heavily on tech-
niques from such disciplines as information retriev-
al (IR) and natural language processing (NLP). In its
simplest form, text mining extracts a certain set of
words or terms that are commonly used in the text.
Web content mining is concerned about extraction
of web page information, clustering of web pages,
and classification of web pages into cyberterrorism,
email fraud, spam mail filtering, etc. While there
existed mining techniques in image processing and
computer vision, the application of these techni-
ques to web content mining was limited during the
Big Data 1.0 era.

4.2. Big Data 2.0 (2005—2014)

Big Data 2.0 &5 driven by Web 2.0 and the social
media phenomenon. Web 2.0 refers to a web para-
digm that evolved from the web technologies of the
1990s and allowed web users to interact with web-
sites and contribute their own content to the web-
sites. Social media embodied the principles of Web
2.0 (O’Reilly, 2007) and created a paradigm shift in
the way organizations operate and collaborate. As
social media is tremendously popular among con-
sumers, firms can leverage it to engage in freguent
and direct consumer contact with a broad reach ata
relatively low cost (Kaplan & Haenlein, 2010).
Social media analytics support social media con-
tent mining, usage mining, and structure mining
activities. Social media analytics analyze and inter-
pret human behaviors at social media sites, providing
insights and drawing conclusions from a consumer’s
interests, web browsing patterns, friend lists, senti-
ments, profession, and opinions. By understanding
customers better using social media analytics, firms
develop effective relationship marketing campaigns
for targeted customer segments and tailor products
and services to customers' needs and interests. For
example, major U.S. banks analyze clients’ com-
menis on social media sites about their service ex-
periences and satisfaction levels. Unlike web
analytics used mainly for structured data, social
media analytics are used for the analyss of data
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likely to be natural language, unstructured, and
context-dependent.

The worldwide social media analytics market i
growing rapidly from %1.6é billion in 2015 to an
estimated $5.4 billion by 2020 at a compound an-
nual growth rate of 27.6%. This growth is attribut-
able to advanced analytics and the increase in the
number of social media users (ReportsnReports,
2016). Some social media analytics software pro-
grams are provided as cloud-based services with
flexible fee options, such as monthly subscription
or pay-as-you-go pricing. Social media analytics
focus on two types of analysis: sentiment analysis
and social network analysis.

Sentiment analysis uses text analysis, natural
language processing, and computational linguistics
to identify and extract user sentiments or opinions
from text materials. Sentiment analysis can be
performed at multiple levels, such as entity level,
sentence level, and document level. An entity-level
analysis identifies and analyzes individual entity’s
opinions contained in adocument. Asentence-level
analysis identifies and analyzes sentiments ex-
pressed in sentences. A document-level analysis
identifies and analyzes an overarching sentiment
expressed in the entire document. While a deeper
understanding of sentiment and greater accuracy
are still to be desired, sentiments extracted from
documents have been used successfully by busi-
nesses in various ways, including predicting stock
market movements, determining market trends,
analyzing product defects, and managing crises
(Fan & Gordon, 2014). However, sentiment analysis
can be flawed. Sampling biases in the data can skew
results as in situations where satisfied customers
remain silent while those with more extreme posi-
tions express their opinions (Fan & Gordon, 2014).

Lexical-based methods and machine-learning
methods are two widely used methods for senti-
ment analysis. Lexical-based methods use a prede-
fined set of words in which each word carries a
specific sentiment. These methods include:

# simple word or phrase counts;

® the use of emoticons to detect polarity; that is,
po&itiure and negatiwe emoticons used in a mes-
sage (Park, Barash, Fink, & Cha, 2013);

» sentiment lexicons, based on the words in the
lexicon that have received SPECiﬁC features
marking the positive or negative terms in a mes-
sage (Gayo-Avello, 2011); and

» the use of psychometric scales to identify mood-
based sentiments.

One of the challenges of the lexical-based methods
is to create a lexical-based dictionary to be used for
different contexts.

Machine-learning methods often rely on the use
of supervised and unsupervised machine-centered
technigues. While one advantage of machine-
learning methods is the ability to adapt and gen-
erate trained models for specific purposes and
contexts, the drawback to these methods is the
lacking availability of labeled data and hence the
low applicability of the methods to new situations
(Goncalves, Araujo, Benevenuto, & Cha, 2013). In
addition, labeling data might be costly or even
prohibitive for some tasks. While machine-learning
methods are reported to perform better than
lexical-based methods, it ishard to concludewhether
a single machine-learning method is better than all
lexical-based methods across different tasks.

Social network analysis is the process of measur-
ing the social network structure, connections, no-
des, and other properties by modeling social
network dynamics and growth (e.g., network den-
sity, network centrality, network flows). Social net-
work analysis originally was developed before the
advent of social media to study relationships among
actors in modern sociology. The relationships typi-
cally are identified from links directly connecting
two actors or inferred indirectly from tagging,
social-oriented interactions, content sharing, and
voting. Social networking sites such as Facebook,
Twitter, and Linkedin provide a central point of
access and bring structure in the process of personal
information sharing and online socialization (Jamali
& Abolhassani, 2006).

Social network analysis uses a variety of techni-
ques pertinent to understanding the structure of
the network (5cott, 2012). These technigues range
from simpler methods, such as counting the number
of edges a node has or computing path lengths, to
more sophisticated methods that compute eigen-
vectors to determine key nodes in a network (Fan &
Gordon, 2014). Social networking sites have been a
popular subject of social network analysis. Marlow
(2004) employs social network analysis to describe
the social structure of blogs. He explores two met-
rics of authority: popularity measured by bloggers®
public affiliations and influence measured by cita-
tion of the writing.

4.3. Big Data 3.0 (2015—)

Big Data 3.0 encompasses data from Big Data
1.0 and Big Data 2.0. The main contributors of
Big Data 3.0 are the loT applications that generate
data in the form of images, audio, and video. The
loT refers to a technology environment in which
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devices and sensors have unigue identifiers with
the ability to share data and collaborate over the
internet even without any human intervention.
With the rapid growth of the loT, connected devi-
ces and sensors will surpass social media and
e-commerce websites as the primary sources of
big data. GE is developing loT-based sensors that
read data from egquipment deployed for aviation
and healthcare operations. Agribusinesses also use
loT-based sensors to manage resources like
water, grain storage, and heavy equipment in an
effort to drive down agricultural costs and increase
yields.

For many loT applications, the analysis increas-
ingly is performed by sensors at the source of data
gathering. This trend is leading to a new field known
as streaming analytics. Streaming analytics contin-
uously extract information from the streaming da-
ta. Unlike social media analytics used in a batch
mode for the analysis of stored data, streaming
analytics involve real-time event analysis to discov-
er patterns of interest as data is being collected or
generated. Streaming analytics are used not just for
monitoring existing conditions but also for predict-
ing future events.

Streaming analytics have great potential in a
number of industries where streaming data are
generated through human activities, machine data,
or sensor data. For example, streaming analytics
embedded in sensors can monitor and interpret
patients’ physiological and behavioral changes
and alert caregivers to urgent medical needs.
Streaming analytics also can be useful in the finan-
cial industry where electronic transactions need to
be monitored under financial regulations and im-
mediate actions are required in the event of suspi-
cious and fraudulent financial activities.

5. An illustrative example: Big data
analysis of merchant reviews

With the explosive growth of merchant reviews at
various vendor/product review sites and social me-
dia sites, merchant review big data has drawn the
attention of researchers and practitioners. Reviews
written by consumers are perceived to be less
biased than those provided by advertisers or prod-
uct experts. The review credibility can be further
enhanced by providing a feedback function for
viewers to rate the usefulness of the particular
reviews. Yelp, TripAdvisor, and Angie's List are pop-
ular merchant review sites. These sites enable con-
sumers to rate a particular merchant based on a
numerical scale {e.g., 1 to 5). They provide viewers
with the entirety of consumers” reviews along with

the ability to vote on the helpfulness of those re-
views. It would be challenging for small business
merchants to analyze their review data, since the
data are large and unstructured. Despite the popu-
larity of the merchant review, it is still the case that
merchants fail to fully exploit and translate con-
sumer reviews into business value.

This section illustrates a simple but powerful
application of social media analytics to merchant
review data. A social media analytics model was
developed to discover relationships between con-
sumers’ review activities and the viewers' useful-
ness votes in the context of Groupon users'
merchant reviews. Five factors related to consum-
ers' review activities were identified that may in-
fluence the usefulness of the review. The five
factors include (1) the review score of the reviewer,
(2} the number of social network friends of the
reviewer, (3) the cumulative number of reviews
made by the reviewer, (4) the number of words in
the reviewer’s comment, and (5) the existence of
images or photos in the reviewer's comment. Note
that the number of words is derived from the re-
viewer's comment, which is originally in an unstruc-
tured form. The existence of images or photos is a
dummy variable in this model. The dependent vari-
able s the number of usefulness votes by viewers.

A multiple regression model is used to identify
the factors that are strongly associated with the
number of usefulness votes. Merchant reviews were
collected in July 2015 from 108 healthcare mer-
chants that launched Groupon promotions between
June and July 2011. The term healthcare, as used by
Groupon, refers to a variety of businesses and
services, from a haircut salon and spa to fithess
or yoga training. Groupon user reviews were iden-
tified in July 2015 on the 108 healthcare merchant
listings on Yelp and these reviews were transcribed
for analysis. Out of 589 reviews, 189 reviews were
removed that did not have any response from view-
ers, leaving 400 reviews that were analyzed using a
multiple regression model. The descriptive statis-
tics are shown in Table 1. Table 2 shows the beta
coefficients of these variables as well as their p-
values. The regression was run with a 5% level of
significance.

The results show that the review score, the
number of social network friends of a reviewer,
and the number of words in a review are significant
predictors of the number of usefulness votes. The
cumulative number of reviews made by a reviewer
and the existence of images/photos do not have an
impact on the number of usefulness votes. It is
interesting to note that as the review score in-
creases, the number of usefulness votes decreases.
The review score’s negative effect on the number of

Page 46 of 64



Big data: Dimensions, evolution, impacts, and challenges 299

Table 1. Descriptive statistics of merchant review
Mean Standard Deviation n
Review Score 3.365 1.5705 400
Number of Friends 72.0675 165.3403 400
Number of Reviews 96. 37 168.382 400
Number of Words 221.96250 163.2673 400
Image/ Photo 0.0375 0.1899 400

usefulness votes indicates that when review scores
are low, viewers feel the review is more useful for
their purchase decision making. The reviewers who
have more friends in the social network influence
the viewers' votes. Therefore, merchants need to
pay more attention to network leaders with higher
numbers of social network friends. This result i
consistent with a finding that consumers are more
likely to trust a reviewer who has a higher number
of followers (Cheung & Ho, 2015). Finally, the
number of words in the reviewer’'s comment has
a significant positive effect on the number of
usefulness votes by viewers. This result may be
explained by the fact that the higher number of

words brings more helpful information to viewers
and leads to reduced information asymmetry
between the merchant and the viewers. While
more comprehensive social media analytics might
add more value to merchants, this illustration
shows that even simple data analytics can deliver
highly valuable marketing ideas.

6. Impacts of big data

Big data provides great potential for firms in creat-
ing new businesses, developing new products and
services, and improving business operations. The

Table 2. Results of the regression

Multiple Linear Regression - Estimated Regression Equation

useful[t] = +3.18935 - 0.632662score(t] + 0.00557255friend[t] + 0.0013526 1review(t] « 0.00921948word[t] «
0.717262image[t] + 0.00192933t + e[t]

Multiple Linear Regression - Ordinary Least Squares

Variable Parameter 5.D. T-5TAT HO: parameter =0 2-tail p-value 1-tail p-value
{Intercept) +3.189 0.8144 +3.9160e+00 0.0001061 5.306e-05
score 0.6327 0.1469 4.3080e+00 1.083e-05 1.041e-05
friend +0.00557 3 0.0017 39 +3, 2050e+00 0.001461 0.0007 305
review +0.001353 0.001692 +7.9920e-01 0.4247 0.2123
word +0.00922 0.001384 +6.6610e+00 9.16%e-11 4.585e-11
image +0.7173 1.203 +5.9620e-01 0.5514 0.2757

t +0.00192% 0.001976 +9. 762 0e-01 0.3296 0. 1648
Multiple Linear Regression - Regression Statistics

Multiple R 0.4443
R-squared 0.1974
Adjusted R-squared 0.1852
F-TEST (value) 16.11
F-TEST (DF numerator) &
F-TEST (DF denominator) 393
p-value 1.11e-16
Multiple Linear Regression - Residual Statistics

Residual Standard Deviation 4.437
Sum Squared Residuals 7737
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use of big data analytics can create benefits, such as
cost savings, better decision making, and higher
product and service quality (Davenport, 2014). Per-
sonalized advertising that is finely tuned to what
consumers are looking for and news articles related
to theirinterests are some of the impacts of big data
(Goetz, 2014). It is also noted that while managers
realize that big data has potential impacts on firms,
they still face difficulty in exploiting the data. The
following discusses the impacts of big data on large
firms.

6.1. Personalization marketing

By exploiting big data from multiple sources, firms
can deliver personalized product/service recom-
mendations, coupons, and other promotional offers.
Major retailers such as Macy’s and Targetuse big data
toanalyze shoppers' preferencesand sentiments and
improve their shopping experience. Innovative fin-
tech firms have already started using social media
data to assess the credit risk and financing needs of
potential clients and provide new types of financial
products for them. Banks are analyzing big data to
increase revenue, boost retention of clients, and
serve clients better. U.S. Bank, a major commer-
cial bank in the U.S., deployed data analytics that
integrate data from online and offline channels and
provide a unified view of clients to enhance cus-
tomer relation management. As a result, the
bank's lead conversion rate has improved by over
100% and clients have been able to receive more
personalized experiences (The Financial Brand,
2014).

6.2. Better pricing

Harnessing big data collected from customer inter-
actions allows firms to price appropriately and reap
the rewards (Baker, Kiewell, & Winkler, 2014). Sears
uses big data to help set prices and give loyalty
shoppers customized coupons. Sears deployed one
of the largest Hadoop clusters in the retail industry
and now utilizes open source technologies to keep
the cost of big data low. Sears analyzes massive
amounts of data about product availability in its
stores to prices at other retailers to local weather
conditions in order to set prices dynamically. eBay
also uses open source Hadoop technology and data
analytics to optimize prices and customer satisfac-
tion. To achieve the highest price possible for items
sellers place for auction, eBay examines all data
related to items sold before (e.g., a relationship
between video quality of auction items and bidding
prices) and suggests ways to maximize results to
sellers.

6.3. Cost reduction

Big data reduces operational costs for many firms.
According to Accenture (2016), firms that use data
analytics in their operations have faster and more
effective reaction time to supply chain issues than
those that use data analytics on an ad-hoc basis (47%
vs. 18%). Big data analytics leads to better demand
forecasts, more efficient routing with visualization
and real-time tracking during shipments, and highly
optimized distribution network management
(House, 2014).

GE helps the oil and gas industry improve equip-
ment reliability and availability, resulting in better
operations efficiency and higher oil and gas produc-
tivity. Real-time monitoring systems transmit mas-
sive amounts of data to central facilities where they
are processed with data analytics to assess equip-
ment conditions. GE provides Southwest Airlines
with proprietary flight efficiency analytics to ana-
lyze flight and operational data in order to identify
and prioritize fuel savings opportunities (Business
Wire, 2015).

Big data has also led to enormous cost reduction
in the retail industry. Tesco, a European supermar-
ket store, analyzes refrigerator data to reduce
energy cost by about 525 million annually. Analyses
of refrigerator data showed that the temperature of
refrigerators were set colder than necessary, wast-
ing electricity. To optimize the temperature of the
refrigerators, all Tesco refrigerators in Ireland were
equipped with sensors that monitored the temper-
ature every 3 seconds (van Rijmenam, 2016).

6.4. Improved customer service

Big data analytics can integrate data from multiple
communication channels (e.g., phone, email, in-
stant message) and assist customer service person-
nel in understanding the context of customer
problems holistically and addressing problems
quickly. Big data anmalytics can also be used to
analyze transaction activities in real time, detect
fraudulent activities, and notify clients of potential
issues promptly. Insurance claim representatives
can serve clients proactively based on the correla-
tion analysis of weather data and certain types of
claims submitted on stormy or snowy days.

Hertz, a car rental company in the U.S., uses big
data to improve customer satisfaction. Hertz gath-
ers data on its customers from emails, text mes-
sages, and online surveys to drive operational
improvement. For example, Hertz discovered that
return delays were occurring during specific hours
of a day at an office in Philadelphia and was able to
add staff during the peak activity hours to make
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sure that any issues were resolved promptly (IBM,
2010). Southwest Airlines uses speech analytics to
extract business intelligence from conversations
between customers and the company’s service per-
sonnel. The airline also uses social media analytics
to delve into customers’ social media data for a
better understanding of customer intent and better
service offerings (Aspect, 2013).

7. Challenges in big data

Based on the survey of big data practices, in this
section | discuss challenges in big data development
and management. As with any disruptive innova-
tion, big data presents multiple challenges to
adopting firms. For example, 5AS (2013) notes that
enterprises will face challenges in processing
speed, data interpretation, data quality, visualiza-
tion, and exception handling of big data. | highlight
six technical and managerial challenges: data qual-
ity, data security, privacy, investment justification,
data management, and shortage of qualified data
scientists.

7.1. Data quality

Data quality refers to the fitness of data with re-
spect to a specific purpose of usage. Data quality &
critical to confidence in decision making. As data
are more unstructured and collected from a wider
array of sources, the quality of data tends to de-
cline. For firms adopting data analytics for their
supply chain, data quality is paramount. If the data
are not of high guality, managers will not use the
data, let alone want to share the data with their
partners. Streaming analytics use data generated by
interconnected sensors and communication dewvi-
ces. If a medical monitoring system’s sensor gen-
erates erroneous data, the streaming analytics may
send a wrong signal to the controlling devices that
may be fatal to patients. A data quality control
process needs to be established to develop quality
metrics, evaluate data quality, repair erroneous
data, and assess a trade-off between quality assur-
ance costs and gains.

7.2. Data security

Weak security creates user resistance to the adoption
of big data. It also leads to financial loss and damage
toa firm's reputation. Without installing proper se-
curity mechanisms, confidential information could
be transmitted inadvertently to unintended parties.
This security challenge may be alleviated by estab-
lishing strong security management protocol, along

with security solutions such as intrusion prevention
and detection systems, encryptions, and firewalls
built into big data systems. Blockchain, an under-
lying technology behind the Bitcoin cryptocur-
rency, is a promising future technology for big
data security management. Saving data in an en-
crypted form rather than in its original format,
blockchain ensures that each data element is
unique, time-stamped, and tamper-resistant, and
its applications extend beyond financial industries
due to the enhanced level of data security.

7.3. Privacy

As big data technologies mature, the extensive
collection of personal data raises serious concerns
for individuals, firms, and governments. Without
addressing these concerns, individuals may find
data analytics worrisome and decide not to contrib-
ute personal data that can be analyzed later.
According to the 2015 TRUSTe Internet of Things
Privacy Index, only 20% of online users believe that
the benefits of smart devices outweighed any pri-
vacy concerns (TRUSTe, 2015). As & the case with
smart health equipment and smart car emergency
services, sensors can provide a vast amount of data
on users’ location and movements, health condi-
tions, and purchasing preferences, all of which raise
significant privacy concerns. However, protecting
privacy s often counterproductive to both firms and
customers, as big data is a key to enhanced service
quality and cost reduction. Therefore, firms and
customers need to strike a balance between the
use of personal data for services and privacy con-
cerns. It is noted that there is no one-size-fits-all
measure for privacy, but the balance depends on
service type, customers served, data type, and
regulatory environments.

7.4. Investment justification

According to Accenture (2016}, the actual use of big
data analytics is limited. Despite the touted bene-
fits of big data, firms face difficulties in proving the
value of big data investments. A majority of sur-
veyed executives (67%) expressed concerns about
the large investment required toimplement and use
analytics. Many big data projects have unclear
problem definitions and use emerging technologies,
thus causing a higher risk of project failure and
higher irreversibility of investments than tradition-
al technology projects. In addition, if tangible costs
significantly outweigh tangible benefits—despite
potentially large intangible benefits—it will be hard
to justify investment to senior management due to
the calculated negative financial returns. When a
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project is highly risky and irreversible, a real option
approach may be appropriate (Lee & Lee, 2015). In
a real option approach, options such as postpone-
ment, expansion, shrinkage, and scrapping of a
project are viable, and there is not an obligation
to move forward with a big data plan as-is.

7.5. Data management

Social media and streaming sensors generate mas-
sive amounts of data that need to be processed. Few
firms would be able to invest in data storage for all
big data collected from their sources. The current
architecture of the data center i not prepared to
deal with the heterogeneous nature of personal and
enterprise data (Gartner, 2015). Deutsche Bank has
been working on big data implementation since the
beginning of 2012 in an attempt to analyze all of its
unstructured data. However, problems have oc-
curred when trying to make big data applications
work withits traditional mainframes and databases.
Petabytes of data had been stored across dozens of
data warehouses, but extracting these for analysis
became an expensive proposition (The Financial
Brand, 2014).

A combination of edge computing and Hadoop
has the potential to help reduce data management
issues for firms. Hadoop s useful for complex trans-
formations and computations of big data in a dis-
tributed computing environment. However, Hadoop
is not suitable for ad hoc data exploration and
streaming analytics. The need for streaming ana-
lytics and real time responses i driving the devel-
opment of edge computing, also known as fog
computing. However, edge computing is costlier
to develop and maintain than data centers.

7.6. Shortage of qualified data scientists

As the need to manipulate unstructured data such
as text, video, and images increases rapidly, the
need for more competent data scientists grows.
According to an A.T. Kearney survey of 430 senior
executives, despite the prediction that firms will
need 33% more big data specialists over the next
5 years, roughly 66% of firms with advanced ana-
lytics capabilities were not able obtain enough
employees to deliver insights into their big data
(Boulton, 2015). The McKinsey Global Institute
estimated that the U.S. needs 140,000-190,000
more workers with analytical skills and 1.5 million
managers and analysts with analytical skills to
make business decisions based on the analysis of
big data (Manyika et al., 2011). I1DC (2015) reported
that the staff shortage will extend from data sci-
entists to data architects and experts in data

management, and big data-related professional
services will grow at a compound annual rate of
23% through 2020 (Vesset et al., 2015). If this
shortage continues, firms will have to offer highly
competitive salaries to qualified data scientists
and may need to develop data analytics training
programs in order to groom internal employees to
meet the demand.

8. The future of big data

Big data’s emergence has not remained isolated to a
few sectors or spheres of technology, instead demon-
strating broad applications across industries. In light
of this reality, companies must first pursue big
data capabilities as necessary ground-level develop-
ments, which in turn may facilitate competitive
advantages. Formidable challenges face firmsin pur-
suit of big data integration, but the potential benefits
of big data promise to positively impact company
operations, marketing, customer experience, and
more. Using tools to assess and understand big data,
such as the integrated view of big data dimensions
presented here (see Figure 1), will help companies
both to realize the individual benefits of big data
integration and to position themselves within the
wider technological shift as big data becomes a part
of mainstream business practices. Thereis aneedfor
more practical research examining and tackling these
challenges to big data within business, as well as a
need for industry changes to encourage talent and
infrastructure development. This big data reality in
which companies find themselves is vast, complex,
comprehensive—and here to stay.
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6. Appendix C

Introduction

As part of my MBA journey at the Gordon Institute of Business Science (GIBS), | am conducting
research into the enabling factors for formulating an effective data led strategy (EDLS) in
organisations with a big data and analytics capability or intention thereof. As such, | would
highly appreciate your assistance in completing my questionnaire to fulfil my research
requirements. This questionnaire will take between 10 to 12 minutes to complete. All responses
will remain anonymeous. All data that is collected will only be reported at an aggregated level. By
completing this questionnaire, you are indicating that your participation is voluntary and you are
able to exit the questionnaire at any point if required.

For any further questions or details, please feel free to contact myself or my supervisor on the
details below.

Researcher: Gavin Reuben

Contact Details: 18361562@mygibs.co.za or +2771672 0351
Supervisor: Dr Jeff Chen

Contact Details: chenj@gibs.co.za
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Part A: Descriptive. Please choose the appropriate answer.

1.1 am aware of the integration of big data and relevant data insights to generate key strategies?
O ves
O

2. lam..

[:l in a big data and anaktics team

[:l aconsumer of data driven insights

[:I Mot applicable

3. Has there been a positive impact in your organisations from your data capabilities and strateqy ?
[ ves
[] ne

4. My organisation size can be best described as ..
[[] smal(<51employees)

[[] medium o Large (> 50 employees)

5. Please select an industry best suited to your organisation

6. Please select the best description of your current job level

l
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Part B: Indicate the extent of the following where 1 equals strongly disagree and 5 strongly
agree.

In the context of a big data and strategy, please provide the most accurate response based on
your organisation and experience.

7. Compared to rivals within rmy industry, my organisation has the foremost available analytics systems
to deliver strategic insights by leveraging big data.

() Srongly agree

() Agres

[} Neither agrea nor disagres
() Disagree

() Srongly disagres

8. The legacy systems in my organisation restricts the development of new big data applications for
strateqy formulation.

() strongly agree

() Agree

{1 Meither agree nor disagree
() Disagres

[ ) Strongly disagree

9. The big data infrastructure in my organisation can enable effective strategic insights through analytics.
() Swrongly agree

[ ) Agrea

() Meither agree nor disagres

() Disagree

| Strongly disagree

10. Our team has explored or adopted recent big data technologies and approaches to data processing.
() Swongly agree

() Agree

() Meither agree nor disagree

() Disagres

| Strongly disagree
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11. Our big data analytics staff has the required technical skills to accomplish their jobs successtully.
() swongly agree
() Meither agree nor disagree

L.

() Disagres

A

() strongly disagree

12, Our big data analytics staff has suitable formal qualification to fulfil their jobs.
() Swongly agree

() Agree

() Meither agree nor disagree

() Disagres

[ ) Strongly disagres

13, Our blﬁ data analytics staff holds suitable work exparlence to aocompllsh their ]obs successiully.
() Swongly agree

() Aree

() Neither agree nor disagree

[ ) Disagres

[ ) strongly disagres

14. We provide big data analytics training to our own employees.
[ ) Stongly agres

() Agree

() Meither agree nor disagree

() Disagres

[ ) swongly disagres

15, My organisation has access to very large, unstructured, or fast-moving data for analysis 1o derive
insights.

() Strongly agres

() Agree

() Meither agree nor disagres

() Disagres

() Swrongly disagres
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16. My organisation integrates data from multiple internal sources into a data warehouse, enabling the
ability for strategic decision making.

y

| Strongly agrea

[ ) Agrea

() Meithar agrea nor disagree

Fa

| ) Disagrese

%

1 Strongly disagrea

17. My organisation integrates external data sets with interally generated data to facilitate high-value
analysis of our strategic direction.

() Stongly agrea

() Maree

() Neither agrea nor disagree
() Disagree

() Strongly disagres

18. Ensuring the validity and veracity {accuracy) of our data is a key concern for my organisation.
() Srongly agree

() Agree

[ ) Meither agree nor disagree

() Disagree

() Strongly disagrae

19. Decisions in my organisation are largely based on data rather than and individuals perception.
() Srongly agrea

() Mgree

() Neither agrea nor disagree

() Disagree

() Strongly disagreas
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20. My organisation continuously improves its business strategy as a result of insights extracted from
big data.

Strongly agree

Agrea

Meither agree nor disagree
Disagres

Strongly disagree

21. 1 am willing to override my own intuition when data contradicts my viewpoints.

Strongly agree

Agrea

Meither agree nor disagree
Disagres

Strongly disagree

22. All employees in my organisation are encouraged to make strategic decisions based on big data.

Strongly agrea

Agrea

Meither agree nor disagree
Disagres

Strongly disagree

Page 57 of 64



We almost at the halfway mark...
In the context of a big data and strategy, please provide the most accurate response based on
your organisation and experience.

23. My organisation highly values the attitudes that promote internal changes.
() strongly agree

P

| Agres

Pt

Neither agree nor disagree

Disagree

Strongly disagree

24, In my organisation we collaborate with different institutions in innovation projects.
() Strongly agres

Pt

| Agres

P

Meither agree nor disagree
~

Dis agree

Strongly disagree

25. My organisation constantly seeks relevant external information for its business.
() strongly agree

Adrea

Meither agree nor disagree

Disagree

Strongly disagree

26. My organisation heavily invests in research and development activities.
Strongly agree

| Agres

Neither agree nor disagree

Dis agres

Sirongly disagree
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27. My organisation often uses knowledge or technology developed by other companies.

Strongly agree

Ayjres

Meither agree nor disagree
Disagres

Sirongly disagree

28. Managers have appropriate knowledge for the development of their functions.

Strongly agres
Agres
Meither agree nor disagree

Diis agree

Strongly disagree

29. Employees are often encouraged to participate in scientific events (conferences, seminars, courses).

Strongly agres
Agres
Meither agree nor disagree

Diis agree

Strongly disagree

30. My organisation promaotes integration and sharing of knowledge between different sectors.

Strangly agree
Agree
MNeither agree nor disagree

Disagree

Strongly disagree

31. My organisation promotes exchange of experience and knowledge between its divisions.

Strongly agree

Agree

MNeither agree nor disagree
Dis 2 o

Strongly disagree
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32, Information moves with ease and agility among the hierarchical levels of the organisation.

O

L

33. My organisation usually practices the turnover of roles and tasks among e mployees.

34, There is spontaneous cooperation among the employees at all levels.

L
1
L
{
%
{
%

35. My organisation applies its accumulated knowledge to develop technology strategy.

9

() Agres

|
L8

36. My organisation is capable of incorporating technological knowledge in patents.

|
,

() Agree

I
!

| Agree
) Meither agree nor disagree
) Disagree

) Strongly disagree

() Strongly agree
) Agres
) Meither agree nor disagree

) Disagres

) Strongly agree

| Agres

) Meither agres nor disagree
| Disagree

) Strongly disagree

) Meither agree nor disagree
) Disagree

) Strongly disagree

) Strongly agree

) Neither agree nor disagree
| Disagree

) Strangly disagree

Strangly agree

Strongly disagree

Strangly agree
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37. My organisation responds nimbly to business changes using new knowledge.
() Swongly agres

[ Agres

() Naeithar agree nor disagree

() Disagres

() Strongly disagree

38. My organisation seeks to innovate ahead of its competitors.
() Strongly agree

() Agree

() Neither agree nor disagree

() Disagres

() Srongly disagree
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Almost done...
In the context of a big data and strategy, please provide the most accurate response based on
your organisation and experience,

39. For decisions with a relatively high level of perceived impact, it is more important to reduce the
danger to overlook potentially relevant issues than to enhance the speed and accuracy of decision-
makers’ action.

() Strongly agres

() Agrea

() Meither agres nor disagrese
() Disagres

() Strongly disagrae

40. In my organisation when ambiguity surrounds issues and action aternatives is high, it leads to
higher innovation perfarmance.

() Strongly agree

() Agree

() Neither agree nor disagree
| ) Disagres

() Strongly disagrea

41. There is disbelief in my organisation on the potential impact of data enabling strategy, to create
value.

[ ) Strongly agrese

[ ) Agrea

() Neither agree nor disagrea
| ) Disagrea

() Strongly disagres

42. There is an over emphasis in my organisation on the obvious and tangible features within the
environment of data led strategy.

[ ) Strongly agres

() Agrea

() Maithar agree nor disagres
() Disagres

7

() Strongly disagree
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43.In my organisation, in situations of relatively high uncertainty, there is a possibility that we overlook
potentially relevant issues and answers.

Strongly agrea

Agres

Neither agree nor disagree
Dis agree

Strongly disagree

44.In my organisation, in situations of relatively low uncertainty, regulating the organisations decision-
makers' attention with inflexible structures improves the speed and accuracy of their actions.

Strongly agres

Agres

Neither agrea nor disagree
Dis agree

Strongly disagree

45, In my organisation, in situations of relatively low uncertainty, enhancing the speed and accuracy of
decision-makers” action is favourable.

Strongly agres

Ares

Neither agree nor disagree
Disagree

Strongly disagree

46. In my organisation, in situations of relatively high uncertainty, reducing the possibility to overlook
potentially relevant issues and answers is preferable.

Strongly agres

Agres

Neither agrea nor disagree
Dis agree

Strongly disagree
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47.In my organisation, there is an alignment between corporate and divisional attention to threats and

opportunities.
Strongly agree
Agres
Neither agree nor disagree

Dis agree

Strongly disagree

48. In my organisation there is a focus of corporate and business unit attention on strategic (competitive
and long-term) issues, which facilitate business unit adaptation (response to threats and opporunities).

Strongly agree

Agrea

Meither agree nor disagree
Diis agree

Strongly disagree

49.In my organisation there is a coordination of business unit adaptation by linking attention to ongoing
planning, financial, operational and human resource issues and initiatives.

Strongly agree
Agres
Meither agree nor disagree

Dis agrea

Strongly disagree

50. In my organisation there is a tight coupling of governance channels that ensure adaptive moves will
be coordinated vertically across levels of the organisation and horizontally across its various functions

and channels.
Strongly agree
Agres
Meither agree nor disagree

Dis agrea

Strongly disagree
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