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Abstract

In this thesis, density functional theory (DFT) calculations are performed to study

the transition metal and chalcogen alloying of a molybdenum disulfide (MoS2) mono-

layer for band gap engineering. The effects of the foreign atoms on the thermodynamic

stability, structural and electronic properties of the MoS2 monolayer are investigated.

To study these effects systematically at different alloying concentrations, the possi-

ble line-ordered configurations at each concentration are considered. Their energetics,

structural and electronic properties are compared with the well-known alloy shapes,

random and/or cluster configurations.

For the case of the transition metal alloying, chromium (Cr) atoms are introduced

at the molybdenum (Mo) sites. Various unique line-ordered configurations are consid-

ered at each concentration. The most stable ones are identified by means of formation

energies. The energetics comparison of the line-ordered alloy and the random configura-

tions generated using special quasirandom structure (SQS) shows that the line-ordered

alloy configurations have relatively low formation energies compared to the random

configurations. The formation energies of all considered configurations are positive but

relatively small, revealing that both shapes of the Cr alloying can be synthesized and

co-exist at the same synthesis conditions. For the structural properties, the increase in

Cr concentration reduces the lattice constant of the MoS2 system following the Vegard’s

law. The Cr atoms fine-tune the band gap of a MoS2 monolayer from 1.65 eV to 0.86

eV. Based on the partial density of states and the charge density analysis, the Cr 3d

and Mo 4d at the vicinity of the band edges are found to be the main responsible for

the reduction of the band gap.

For the chalcogen alloying, the influence of the oxygen (O) and tellurium (Te) atoms

are considered. We start with the study of the O alloying in a MoS2 monolayer ap-

pearing in different shapes: line-ordered, cluster and random. The small calculated

formation energy values of the various O alloy configurations show that this alloying



are stable and should be synthesizable under favorable conditions. At high concen-

tration, the O line-ordered alloys seem to be constantly most stable compared to the

considered random and cluster alloy configurations, while the formation energies of all

the configurations are nearly the same at low concentration. Although the O atom has

small atomic radii compared to the S atom, their alloying preserve the 2D hexagonal

structure of the MoS2 monolayer at each concentration. However, the lattice constant

decreases linearly with the increase in O concentration, consistent with Vegard’s law.

The introduction of O atom in the MoS2 monolayer also fine-tunes the band gap of the

MoS2 monolayer with a range of 1.65 eV to 0.98 eV. The band gap reduction is mainly

contributed by the Mo 4d and O 2p orbitals at the band edges.

We further carried out a thorough systematic study of Te line-ordered alloys in a

MoS2 monolayer. The low formation energies of the Te line-ordered alloy configura-

tions indicate that they are also thermodynamically stable at low concentration. The

obtained formation energies for line-ordered alloy configurations at each concentration

compete very well with the random configurations that are already achieved experimen-

tally. The structural characterization indicates that the lowest energy configuration at

each concentration corresponds to the configuration where the Te atom rows are far

apart from each other within the supercell. Similar to that of O alloying, the variation

of the lattice constant at different concentrations obeys Vegard’s law, but its values

increase with the concentration since Te atom has larger atomic radius than S and O

atoms. The Te alloying fine-tunes the band gap ranging between the MoS2 (1.65 eV)

and the MoTe2 (1.04 eV) band gap values .

In brief, the Cr, O and Te successfully engineer the band of a MoS2 monolayer, and

their study should be beneficial for nanotechnological applications.
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Chapter 1

Introduction

We give, in this preliminary chapter, a brief overview of the two dimensional (2D)

transition metal dichalcogenides (TMD) more especially the 2D molybdenum disulfide

(MoS2). The recent techniques to prepare the MoS2 monolayer are discussed. We also

describe the various extraordinary properties of the 2D MoS2 that could be important

for the next generation device applications. The aims and objectives of this thesis are

introduced at the end of this chapter.

1.1 Rationale

The fabrication of the optoelectronic and electronic devices usually relies on the bulk

semiconductors, such as silicon (Si), gallium nitride (GaN), gallium arsenide (GaAs),

etc. Nowadays, the demand of the society for the miniaturization of such devices in-

creases rapidly. Thus, this becomes the main focus of many research topics in material

science as well as in the manufacturing industry. This miniaturization requires the

exploitation of materials at nanometre scale on the devices. The 2D materials are

promising candidates for this application based on their size and other extraordinary

properties [1, 2, 3, 4]. For the past decades, the synthesis of 2D materials was consid-
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ered to be impossible until 2004, when Novoselov et. al [1, 5, 6] reverse this misconcep-

tion. They successfully synthesized the first free standing graphene, cleaved from bulk

graphite using a scotch tape [1, 5, 6]. Although graphene presents interesting proper-

ties such as strong mechanical properties [7, 8], very thin [1], high electron mobility [9],

transparent [10] and mechanical flexibility [11], its zero-gap property [1, 12, 13] restricts

its direct integration in the nanotechnological devices that required semiconductor ma-

terials. However, the efficient synthesis of graphene opened up a way to search for

other 2D materials of different physical properties such as hexagonal boronitrene (h-

BN) [2, 14], transition metal dichalcogenides (TMD) [3, 4, 15, 16, 17], phosphorene [18]

and silicene [19, 20]. The TMD monolayers are interesting materials due to their broad

electronic properties [21, 22], from metallic behaviors (NbTe2 monolayer) to semicon-

ductors (MoS2 monolayer), the high charge carrier mobility [4], extreme mechanical

strength and flexibility [4, 23].

A TMD monolayer is denoted by the formula TMX2, where TM is a transition metal

such as molybdenum (Mo), tungsten (W), chromium (Cr), niobium (Nb), rhenium

(Re), etc., and X is chalcogen such as sulfur (S), selenium (Se) and tellurium (Te).

There are two polytypes of TMD monolayers: 2H and 1T structures [21, 22]. The

common feature of these two structures is that both systems are constructed by two

layers of chalcogen X atom sandwiching one layer of transition metal TM atom as

seen in Fig. 1.1. Their difference arises from the crystal symmetry; the 2H structure

has a hexagonal symmetry, where the chalcogens X in the upper layer are situated

directly above those of the bottom layer (see Fig. 1.1a). However, the 1T structure

has a tetragonal structure, where the layers of chalcogen are offset from each other

(see Fig. 1.1b). Numerous TMD monolayers have been predicted, characterized and

found to be thermodynamically stable [22]. They are presented in Fig. 1.2 with their

corresponding stable structural symmetries [22]. The MoS2 monolayer is a typical TMD

monolayer [21, 22]. Similar to graphite [1], the molybdenite (bulk MoS2) crystals in
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Figure 1.1: The two polytypes: (a) hexagonal (H) and (b) tetragonal (T) structures of a
transition metal dichalcogenide (TMD) monolayer. The blue and yellow spheres in (a) and
(b) indicate the transition metal and chalcogen atoms of the TMD monolayer respectively.

layered form is naturally abundant in the earth crust [24, 25]. As seen in Fig 1.2, the

MoS2 monolayer is stable in H symmetry. The energy of the 1T-MoS2 monolayer is

0.28 eV/atom higher than the 2H-MoS2 monolayer [26]. These two phases of the MoS2

monolayer also have different electronic properties. The H structure is a semiconductor

material while the 1T structure is metallic. In the entire study of this thesis, we consider

the hexagonal H structure of the MoS2 monolayer.

The MoS2 monolayer can be synthesized using different methods such as chemical

exfoliation, mechanical exfoliation from the MoS2 bulk and chemical vapor deposition

(CVD) technique. The easiest and popularly used method is the mechanical exfolia-

tion [1, 4]. Due to the weak interactions between layers, it is easier to mechanically

cleave a single layer of MoS2 using a scotch tape method [1, 4]. The cleaved monolayer

comes with purity and cleanliness [24], making it a suitable method to study the fun-

damental properties of this monolayer. However, this method produces the small sizes

of MoS2, and the produced layers are not controllable both horizontally and vertically.

Thus, it limits its application in the commercial production. The chemical exfoliation,
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Figure 1.2: Various TMD monolayers with their corresponding stable structures. The
blue circle corresponds to unstable TMD material either in H or T structures. Pink circle
indicates that the material is stable in H structure. Grey circle indicates that the material
is stable in T structure. Half grey/half blue sphere means the TMD material is stable in
both structure.

involving ion intercalation [27, 28] and solvent-based method [27, 29], is another type

of exfoliation used to prepare the MoS2 monolayer. This method can synthesize a large

quantity of MoS2 monolayer. However, there are many defects in the MoS2 structure

occurred during this process [24, 29]. The other possible synthetic method, CVD is

enabled to synthesize a large-area of MoS2 monolayer [30, 31, 32, 33, 34].

The MoS2 monolayer is a promising candidate for the nanotechnological devices due

to its numerous extraordinary properties [4, 23, 35, 36, 37]. Amongst of them, it exhibits

extraordinary electronic properties compared to those of its bulk counterpart. The

MoS2 material has fascinating thickness dependent electronic properties. From bulk to

monolayer, the band gap increases from 1.2 eV (indirect) to 1.9 eV (direct band gap) [23,

35, 36]. The MoS2 monolayer also presents a moderate charge carrier mobility of ∼200

cm2 V−1 s−1 and a current on/off ratio of 108 at room temperature [4]. Furthermore,

it has tremendous mechanical properties and strength, making this 2D material a good

candidate for the next generation devices. It has an effective in plane Young’s modulus

of 270±100 GPa and an average in plane breaking strength of 15±3Nm−1 comparable
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to those of steel [23]. In addition, although it is a strong material, the MoS2 monolayer

possesses a high flexibility along the vertical axis, essential for the fabrication of flexible

devices. It can retain its carrier mobility at a curvature of 0.75mm [38]. It is noteworthy

that the popularity of the MoS2 monolayer is not only due to the well known intrinsic

extraordinary properties but also due to its band gap tunability.

Generally, the implementation of a semiconductor material in certain device de-

pends on the required band gap value. Furthermore, tuning the band gap size of a

semiconductor opens up opportunity to extend its potential application. For the past

many years, the creation of an isolated defects such as vacancies and doping was pop-

ularly used to tailor the properties of the 3D bulk semiconductors [39, 40, 41]. Defects

can be a source of n- or p-type materials that are essential elements for the fabrica-

tion of electronic and optoelectronic devices. Inducing defects in the MoS2 monolayer

is attractive because of its 2D nature, making it easy to reach the target atom. It

has been established that the isolated defect effectively alters the electronic properties

of a MoS2 monolayer towards the desired application [42, 43, 44]. The doping with

various elements of the periodic table in a MoS2 monolayer has been broadly investi-

gated [42, 43, 45]. Nevertheless, the study of the effect of foreign atoms can be extended

to high concentration known as alloying. This technique has been reported to be an

effective way to achieve a continuously tunable band gap in a material. As seen earlier,

a large number of TMD materials have been predicted to be stable in 2D structure.

Owing to the similarity in crystallographic structures, the alloying between any 2D

TMD material and the MoS2 monolayer is feasible [46]. This will expand the range,

and improve the efficiency of the 2D MoS2 applications.

The alloying of a MoS2 monolayer at both transition metal (Mo) and chalcogen (S)

sublattices were theoretically and experimentally studied [47, 48, 49, 50, 51]. For the Mo

site, the alloying with the transition metal tungsten (W) atom have attracted a lot of at-

tentions due to the good lattice mismatch between the WS2 and MoS2 monolayers. The
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theoretical study using a density functional theory (DFT) method predicts an exother-

mic formation of this alloy at each concentration. In other words, the Mo1−xWxS2 al-

loys are thermodynamically stable and can be synthesized at ambient temperature [37].

Many experimental works have supported this theoretical prediction by successfully

synthesizing the Mo1−xWxS2 alloys at different concentrations [47, 50, 51]. The photo-

luminescence (PL) experiments, in agreement with the density of state (DOS) analysis

show that the W alloying is an efficient way to engineer the band gap of a MoS2 mono-

layer continuously. The MoS2 monolayer based alloy material has shown the fascinating

properties suitable for application in photodetection with a response time shorter than

150 ms [50].

On the other hand, the possibilities of creating alloy at S site (chalcogen) of the

MoS2 monolayer has been theoretically investigated by replacing the S atom with Se

and Te atoms. These chalcogen alloys are thermodynamically stable, indicating that

they can be synthesized at room temperature [37]. Experimentally, they are successfully

prepared using different methods such as mechanical exfoliation or by controlling the S

and Se (Te) ratio using CVD method [48]. Due to their peculiar properties [37, 47, 48,

50, 51], these MoS2 monolayer alloyed with chalcogen atoms are promising materials

for the practical applications. In the case of electronic properties in particular, the

chalcogen Se and Te atoms fine tune the band gap of the MoS2 monolayer with a range

of 1.8 eV (band gap of pristine MoS2) to 1.55 eV (band gap of pristine MoSe2) and

1.05 eV (band gap of pristine MoTe2) respectively. These band gap values correspond

to the red section of the visible spectrum and the infrared region respectively [37, 48].

These characteristics give the opportunity for the MoS2 alloyed materials to be used

in solar cells, radiation detector and gas sensor devices [37, 46]. Furthermore field

effect transistor (FET) using a MoS2 monolayer alloyed with the Se atoms have been

fabricated [47] and exhibits a relatively high on/off ratios of 106 [46, 47]. This alloy

also shows a high sensitivity of up to 800 AW−1 [46] and response times of a few
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seconds [46, 50] making it a good candidate for photodetector devices.

The research on the band gap engineering of a MoS2 monolayer through alloying is

still in its infancy stage, and there are still many possibility worth to be studied. To

date, the three elements W, Se and Te atoms are the most popular used to tailor the

properties of the MoS2 monolayer through alloying. Referring to the periodic table,

the W atom is found below the Mo atom in the VIb periodic group. Similarly, the Te

and Se atoms are below the S atom in the chalcogen group. The structural analysis

of the MoS2 monolayer alloyed with these elements showed that the lattice constant

increases linearly with respect to the concentration [51]. This is due to the large atomic

radius of the W (Se and Te) atom compared to the Mo (S) atom. However, the effect

of the foreign atoms with small atomic radii such as chromium (Cr) and oxygen (O)

on the properties of the MoS2 monolayer is still a remaining question, and deserves

to be considered in the study of a MoS2 monolayer alloying in order to expand its

applications.

In addition, the most critical question in alloying is how the atoms in the lattice are

distributed since the atomic arrangement plays an important role in the electronic struc-

tures of alloyed materials. Larsen et al. [52] showed five models of the possible alloying

configurations in a hexagonal lattice, namely ordered, random (disordered), clustered,

lines and triplets. The most studied alloying shape in experimental and theoretical

works is the random configuration [25, 37, 48, 51]. Few studies have also reported

the formation and properties of ordered alloy in a MoS2 monolayer at 0K [48, 53]. In

principle, the study of the different possible alloy configurations at each concentration

gives a new choice of material to achieve the nanotechnological devices based on 2D

materials. To the best of our knowledge, a systematic study of the possible line-ordered

alloy configurations at each concentration is missing in the literature.
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1.2 Aims and objectives

As mentioned earlier, the MoS2 monolayer alloyed with W, Te and Se atoms have been

widely studied, and have presented promising success in further practical application.

Looking at the periodic table, the Cr atom is a transition metal belonging to the same

group as W and Mo atoms. However, there is no detailed study of Cr alloying in a MoS2

monolayer. Although the lattice constant of the CrS2 monolayer is slightly smaller than

that of the MoS2 monolayer, they have the same hexagonal crystal structure, and their

lattice mismatch can be negligible. This motivated the investigation in the first part of

this thesis to study the band gap engineering of the MoS2 monolayer through Cr alloy-

ing, and also to study the effect of Cr atom having smaller atomic radius than Mo atom

on the energetics and structural properties. Moreover, the chalcogen group including

O, S, Te, Se and the radioactive element polonium (Po) atoms is also called “oxygen

family”. Similarly, we noticed that the band gap engineering of a MoS2 monolayer

through O atom having smaller atomic radius than S atom, has not yet been investi-

gated previously. The new 2D transition metal oxides (TMO) such as a molybdenum

dioxide (MoO2) monolayer have lately been theoretically predicted to be stable, and

have the same crystal structure as a MoS2 monolayer [21, 22]. The transition through

alloying from a MoS2 monolayer to MoO2 monolayer is given in detail in the second

part of this thesis. The synthesis of the MoS2 monolayer alloyed with the Te atoms

has not yet extensively explored. Therefore, a detailed theoretical understanding of the

thermodynamic stability, structural and electronic properties of the various possible Te

alloy configurations is essential for its fabrication, and is presented in this thesis.

In this thesis, the first-principles calculations using DFT were carried out to study

the thermodynamic stability, structural and electronic properties of the MoS2 mono-

layer alloyed with Cr, O and Te atoms for band gap engineering. The new and under-

studied alloy arrangement (line-ordered alloy) were identified and characterized. For
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each study, the properties of the line-ordered alloy configuration are compared with

those of the well-known random and/or cluster configurations. The main objectives of

this thesis are:

� to identify all the possible line-ordered alloy configurations in the MoS2 system.

The number of the possible line-ordered alloy configurations for the alloying at

Mo site is different to that of S site due to the presence of double layers of S

atoms sandwiching the Mo layer.

� to examine the thermodynamic stability of these various line-ordered alloy con-

figurations in order to predict the lowest energy configurations that might be

suitable candidate structures for nanotechnological applications.

� to introduce the special quasirandom structure (SQS) method in order to generate

the random alloy configurations in a MoS2 monolayer.

� to investigate the effect of transition metal (Cr) and chalcogens (O, Te) atoms

alloying on the structural properties of the MoS2 monolayer. Usually, the varia-

tion of the lattice constant with respect to the concentration for an alloy system

obeys Vegard’s law.

� to examine the influence of the concentration and structural configuration of the

Cr, O and Te atoms on the electronic properties of the semiconductor MoS2

monolayer.

� to understand the origin (orbital contributions) of the band gap engineering in a

MoS2 monolayer through alloying based on partial density of states (PDOS) and

charge density plots.

� to improve qualitatively the value of the tuned band gap using the HSE06 exchange-

correlation functional since this functional is known to accurately predict the

electronic properties of a material.

9



1.3 Synopsis

The Chapter 2 of this thesis unfolds with a literature review which summarizes various

strategies that have been reported to efficiently modify the band gap of a MoS2 mono-

layer. Chapter 3 provides the theoretical background behind the electronic structure

simulations. A brief overview of the many body problem is introduced. Subsequently,

DFT) which is one of the approximate solution to the many body problem, is described.

Different exchange-correlation functionals including the standard DFT and the hybrid

functionals are also discussed. Lastly, a description of the pseudopotentials used in this

thesis is introduced in this chapter. Chapter 4 describes the effects of the Cr atoms at

different concentrations on the properties of the MoS2 monolayer. In the first part of

this chapter, the effects of Cr atom at low concentration (single and two Cr dopants)

with different atomic positions is considered. In the second part, a comparative study of

the thermodynamic stability, structural and electronic properties of the Cr line-ordered

and random alloys is introduced. Both chapter 5 and chapter 6 describe the chalcogen

alloying at S sites of the MoS2 monolayer. In chapter 5, the influence of the O alloying

at different concentrations and with different shapes is discussed. Chapter 6 focuses on

a systematic study of the MoS2 alloyed with Te atoms by considering the line-ordered

alloy configurations at each concentration. The properties of the line-ordered alloy are

compared with those of random alloy since it has already been synthesized. Finally, all

work are summarized and future work are presented in chapter 7.
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Chapter 2

Review of previous work

In this chapter, previous experimental and theoretical work on band gap engineering

in a MoS2 monolayer are reviewed. Unlike semimetallic graphene, MoS2 monolayer is a

semiconductor material with a sizable band gap (∼ 1.9 eV). Controlling the band gap

of the MoS2 monolayer is necessary for nanotechnological operation devices. Various

techniques have been reported to successfully modify the band gap of the MoS2 mono-

layer. In this chapter, the influence of defects such as vacancies, doping, and alloying

at the molybdenum (Mo) and sulfur (S) sites on the electronic struture of the MoS2

monolayer are discussed.

2.1 Defects in a MoS2 monolayer

Usually, defects affect the characteristics of a host material in a way that can be bene-

ficial or harmful to the material, depending on the application. They can enhance the

electronic and magnetic properties of a host material to meet the specific requirement

for nanotechnological applications.

Just like in real materials, native defects such as vacancies and antisites in a MoS2

monolayer are inevitable during the synthesis. Different synthesis methods create dif-
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ferent types of defects [1]. It was reported that the mechanical exfoliation and chemical

vapor deposition (CVD) methods are responsible for the S vacancies, while Mo an-

tisites are observed from the physical vapor deposition (PVD) samples [1, 2]. The

atomic-resolution annular dark field (ADF) imaging on an aberration-corrected scan-

ning transmission electron microscope (STEM) reveals single and double S vacancies,

vacancy complex (formed by Mo atom and nearest S atoms) and antisites on the sam-

ples. It has been reported that S vacancies are frequently noted in the MoS2 samples,

while the other defects are rarely observed [2, 3]. First-principles calculations pre-

dict that S vacancies are more energetically stable than the double vacancies, vacancy

complex, antisites [2] and Mo vacancy [4]. Moreover, Komsa et al. [5] performed

first-principles calculations to study the formation of various intrinsic defects such as

adsorption, vacancies and antisites under different condition limits. It was confirmed

that S vacancies are the most abundant defects, especially in the Mo-rich conditions

supporting experimental works [1, 2]. The presence of these defects modifies the elec-

tronic properties of the pristine MoS2 monolayer. The density of states (DOS) analysis

showed that the S vacancies induce deep states in the band gap [4, 5, 6]. A single S va-

cancy has a defect state at ∼0.6 eV below the conduction band minimum (CBM) [2, 4]

caused by the Mo dangling bonds, and also a shallow state near the valence band max-

imum (VBM) due to the reduction in hybridization of the Mo 4d and S 3p orbitals [4].

These stable defects can be beneficial for controlling the properties of a MoS2 monolayer

in order to achieve good nanoelectronic devices.

Besides single vacancy, high-resolution transmission electron microscopy (HRTEM)

experiments revealed that it is possible to create line vacancy defects (after 818 s

of irradiation) [7]. Performing an electron irradiation in a MoS2 monolayer at room

temperature, various S vacancies are created, spontaneously moved and agglomerated

to form line vacancies [7]. Two types of S line vacancies are observed: a single and

double S line vacancies [7]. Furthermore, density functional theory (DFT) calculations
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were used to study the electronic properties of these vacancy systems. The DOS of the

single line vacancy showed that the system remains a semiconductor with a small band

gap of 0.5 eV. This is due to the large unoccupied states induced within the band gap.

However, the double line vacancy completely closes the band gap revealing a strong

metallic character.

Thermodynamic stability and electronic property calculations of single and double S

line vacancies along the armchair (AC) and zigzag (ZZ) directions in a MoS2 monolayer

were further performed [8]. It was found that the configurations with ZZ-types are

more thermodynamically stable than the AC-types, supporting the TEM images [7].

On the other hand, a ZZ double line vacancy has low formation energy compared to

the ZZ single line vacancy, revealing that the line vacancies prefer to be closed to each

other. Furthermore, the DOS analysis showed that both line defects configurations

alter the electronic properties of the MoS2 monolayer. The single and double line

vacancies of AC-types fine-tune the band gap of the MoS2 monolayer by reducing its

value. The d orbitals of the Mo atoms at the S line vacancy are found to be responsible

for this band gap narrowing [8]. Their corresponding ZZ-types close the band gap

(metallic character). These results will be very helpful for designing nanoelectronics

and nanoelectromechanics devices.

Defects can also be created by introducing foreign atoms through substitutional

doping at S and Mo sites. Finding the appropriate dopants for nanotechnological

applications is crucial in the study of a MoS2 monolayer. For the substitutional doping

at Mo sites, several dopants have already been studied experimentally and theoretically,

including manganese (Mn) [9], niobium (Nb) [10], iron (Fe) [11], rhenium (Re) [3] and

gold (Au) [3].

Suh et al. [10] studied a Nb doping on a MoS2 monolayer via chemical vapor

transport (CVT) synthesis at a growth temperature of 935◦C. The structural analysis

using an extended X-ray absorption fine structure (EXAFS) confirmed that the Nb

18



atoms successfully substitute the Mo atoms. It was found that the doped system

has a p-type characteristic. Theoretically, Dolui et al. [12] also observed this p-type

behavior of Nb-doped MoS2 monolayer through the DOS plots. To demonstrate the

application of the Nb-doped MoS2 monolayer, Suh et al. [10] fabricated a van der Waals

p-n homojunctions of this doped material with an undoped MoS2 monolayer. The

fabricated field effect transistor (FET) using the later material exhibits an enhanced

current densities and tunable junction currents.

Lin et al. [3] synthesized the Re- and Au-doped MoS2 monolayer using a CVT

growth. A STEM imaging showed Re occupying Mo site, while Au is noted above

the layer. The Re substitution over the Mo sites is favorable while substituting Mo

atoms with Au atoms is found to be unfavorable, based on formation energy analysis.

Their experimental results reconciled very well with the DFT formation energies. The

local densities of states (LDOS) near the dopant atoms were also evaluated for all

experimentally obtained configurations. Re dopants substituting Mo atoms give a n-

type material since it has an excess of electrons compared to the Mo atoms. This is

in good agreement with the theoretical observation by Dolui et al. [12]. In the case

of Au dopants, an induced mid-gap state is observed, and yielded a n-type doping. It

was suggested that the Re- and Au-doped MoS2 monolayer can extend the applications

in the fabrication of nanoelectronics devices. Additionally, an experimental study on

Fe-doped MoS2 monolayer [11] showed a n-type character. The frequency-dependent

photoconductivity measurements indicated that Fe dopants introduced a deep states

at 1.2 eV above the VBM within the band gap.

On the same substitutional site (at Mo sites), Zhang et al. [9] fabricated a man-

ganese (Mn)-doped MoS2 monolayer using a CVD method. The photoluminescence

(PL) spectra analysis showed that the Mn atoms shift the valence band edge of the

MoS2 monolayer by 150 meV from 0.76 to 0.61 eV. This reveals that the Mn atoms alter

the electronic properties of the MoS2 monolayer. Lu et al. [13] performed spin-polarized
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DFT calculations to study the electronic and magnetic properties of Mn, Fe, and Co

atoms at Mo sites. Mn-doped MoS2 monolayer is the most favorable configuration. It

creates an impurity state near the CBM, at a 0.48 eV from Fermi level. Interestingly,

it has the most localized spin distribution with a total magnetic moment of 1 µB [13].

Subsequently, they also considered vanadium (V), tantalum (Ta) and Nb at Mo sites.

The Ta configurations are the most energetically stable with negative formation energy

values as opposed to V and Nb atoms with positive formation energy [13]. Ta configu-

rations are good p-type dopant candidates suitable for various electronic applications.

Since Ta has one valence electron less than Mo atom, a magnetic moment of 1 µB was

observed [13]. The magnetic properties of Mn- and Ta-doped MoS2 monolayer make

them good candidates for spintronics applications.

Similar to the Mo sites, substitutional doping at the S sites has been experimentally

studied [14]. Momose et al. [14] conducted Phosphorus (P) doped MoS2 thin films using

CVD technique. The P atom acts as an acceptor dopant in the MoS2 monolayer. The

P-doped MoS2 monolayer has a relatively high mobility with a Hall-mobility of 0.53

cm2/Vs and a field-effect mobility of 43 cm2/Vs [14]. This reveals that P-doped MoS2

monolayer is a promising material to achieve devices with high performance.

The theoretical studies of doping at S sites have been widely studies [12, 13, 15].

Dolui et al. [12] performed a DFT calculation to study the electronic properties of

doped MoS2 monolayer. Fluorine (F), chlorine (Cl), bromine (Br), iodine (I), nitrogen

(N), phosphorus (P) and arsenic (As) atoms were introduced at the S sites. Extreme

growth conditions of these dopants were considered. For these dopants considered,

positive formation energies were obtained under the S-rich limit, whereas negative

values were achieved under the Mo-rich limit. P and As atoms induce gap states near

the VBM [12, 13]. It was suggested that the later are promising candidates to achieve

a p-type doping and can be used as hole-carriers to improve the conductivity of this

semiconductor. The halogens, as expected, are n-type dopants inducing a deep gap
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state at about 0.4 eV above the CBM. Therefore, n-type doping for a MoS2 monolayer

seems to be not possible for all S substitutions considered. Generally, the aim of the

doping strategies for a MoS2 monolayer is to find new materials used in 2D devices

manufacturing with high performance.

The electronic and magnetic properties of several impurities such as carbon (C),

silicon (Si), germanium (Ge), boron (B), aluminium (Al) and gallium (Ga) atoms at S

sites have been investigated by Lu et al. [13]. For the stability analysis, it was found

that B and C dopants have the lowest formation energies. The C atom induce a mid-

gap state above the Fermi level while B doping introduces impurity states located near

the VBM. For the magnetic properties, although C atom has a deficit of two valence

electrons per atom compared to the S atoms, the system remains nonmagnetic because

these two electrons have opposite spins. For B doping, a magnetic moment of 1 µB

arises from the one remaining unpaired electron. This study can give an insight to the

use of doped MoS2 monolayer in spintronic applications.

O-doped MoS2 monolayer was conducted by Krivosheeva et al. [15] using ab initio

simulation. The structural analysis of the O substitutional doping showed that the

crystal structure of the host system is preserved. The O atom reduces the band gap of

the MoS2 monolayer from 1.86 eV to 1.64 eV using Perdew, Burke, Ernzerhof (PBE)

functional. They further considered adsorbed O atom above one of the S atoms on

the top layer. It also reduces the band gap of the pristine up to 0.98 eV. However, an

O atom adsorbed in the center of the hexagon yields metallic character. The oxygen

plasma processing is suggested to be an efficient way for such band-gap engineering.

Generally, isolated defects in the pristine MoS2 monolayer provide new insights into

the thermodynamically stability, structural and electronic properties of this transition

metal dichalcogenides (TMD) material. The 2D MoS2 is the most promising semi-

conductors among the existent 2D TMD monolayers, therefore it is expected that the

introduction of defects in this system will play an important role in its application for
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electronic, spintronic and optoelectronic devices.

2.2 Alloying at Mo and S sites of a MoS2 monolayer

In the history of material science, alloying has been used as an efficient way to tune the

electronic properties of the semiconductor materials. Alloying in a TMD monolayer es-

pecially in a MoS2 monolayer has been widely studied experimentally and theoretically.

Similar to doping, alloying can be created at the Mo or S sites of the MoS2 monolayer.

2.2.1 Alloying at Mo sites

In the case of Mo sites, the MoS2 monolayer alloyed with tungsten (W) is the most

popular one studied thus far. It has been synthesized using mechanical exfoliation [16]

and the CVD method [17]. Usually, the electronic structures of the alloy materials

greatly depend on the atomic arrangement such as random, ordered and clustered.

STEM is usually used to analyze the distribution of the W atoms on the Mo1−xWxS2

monolayer alloys [16, 17]. The imaging revealed a random arrangement of the W atoms

in the Mo1−xWxS2 monolayer alloys [16, 17, 18]. The Raman spectroscopy results

showed a one-mode behavior corresponding to a random arrangement [17, 18]. The

electronic properties of the Mo1−xWxS2 monolayer were further investigated with a

PL experiment. A continuous shift of the PL emission wavelengths was observed as

the concentration of W atoms increases [16] revealing that the band gap of the MoS2

monolayer is monotonously increased. The band gap values change from 1.83 eV (x =

0.0) to 1.99 eV (x = 1) [16, 18].

Beside the W atom, the Re and Cr atoms alloyed with 2D MoS2 have also been syn-

thesized at low concentration. Mo1−xRexS2 monolayer were successfully synthesized by

Al-Dulaimi et al. [19] via aerosol assisted chemical vapour deposited (AACVD). The

energy-dispersive X-ray (EDX) spectroscopy and inductively coupled plasma optical
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emission spectroscopy (ICP-OES) confirmed that the Re atoms are successfully intro-

duced into the MoS2 monolayer. The structure of the Mo1−xRexS2 monolayer were

thereafter investigated using a STEM apparatus. The imaging showed a homogeneous

mixture of the Mo and Re atoms during the synthesis of a Mo1−xRexS2 monolayer but

the morphology of the sample depends on the concentration of Re atoms. A cluster

structure was observed for 1.79% while a feather-like crystal was obtained with higher

Re concentration. Lewis et al. [20] also introduced chromium (Cr) atoms into the MoS2

using an AACVD method. The nanosheets Mo1−xCrxS2 were formed by liquid-phase

exfoliation. The presence of Cr in the MoS2 nanosheets were confirmed using a EDX

spectroscopy.

DFT calculations have been performed to study the effect of alloying on the stability,

structural and electronic properties of a MoS2 monolayer [16, 17, 21, 22, 23]. Mostly

random distributions of the W atom in the MoS2 monolayer are considered [16, 22].

The free energy of mixing of these alloys was found to be negative [21, 22] revealing

that the Mo1−xWxS2 alloyed monolayers are energetically stable. It was confirmed

that random Mo1−xWxS2 monolayer can be synthesized using mechanical exfoliating

or the CVD method [16]. The DOS and bandstructure analysis showed that the alloyed

systems remain semiconductors at each concentration but the band gap is increased

from 1.82 eV to 1.99 eV [16, 17, 21, 23]. This band gap engineering originates from the

hybridization of W and Mo d-orbitals at the band edges [16].

The structural properties of a Mo1−xWxS2 monolayer were intensively studied by

Gan et al . [24] using the combination of DFT, empirical model and Monte Carlo sim-

ulations. Both random and ordered configurations were identified during this study.

The empirical model predicts ordered alloys at x = 1/3 and 2/3 concentrations. Fur-

thermore, to investigate the temperature dependance of the atomic distribution, Monte

Carlo simulations were performed. It was found that the W monomer concentration

increases with the decrease in temperature. It reveals that Mo1−xWxS2 ordered alloys
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can only appear at low temperatures. This results is in agreement with the experimen-

tal observation stating the synthesis of random distribution of Mo1−xWxS2 monolayer

at high temperature [16]. These studies suggest the possibility of obtaining different

alloys at specific temperatures.

2.2.2 Alloying at S sites

For alloying at the S sites, the selenium (Se) and tellurium (Te) alloys are most popular

studied. There are different techniques to synthesize the MoS2(1−x)Se2x monolayer: by

mechanical exfoliation from the MoS2(1−x)Se2x bulk alloy [25] or by controlling the

ratio of S and Se atoms [26, 27, 28, 29]. In this regard, Ma et al. [29] synthesized

the MoS2(1−x)Se2x monolayer using a simple sputtering-based method. The S atoms

of a MoS2 monolayer grown using CVD were removed via exposure of the sample

to a 500V Ar+-beam. Thereafter, the Se atoms substituted the S vacancies through

evaporation of Se powder from a glass capillary. In the other side, Su et al. [28]

synthesized the MoS2(1−x)Se2x by selenization of the as-grown MoS2 monolayer in a

hot-wall furnace. The X-ray photoelectron spectroscopy (XPS) images [29] revealed

the successful incorporation of the Se atoms into the MoS2 monolayer [28, 29]. The

properties of the MoS2 monolayer can be controlled by the selenization temperatures

600◦C, 700◦C, 800◦C and 900◦C.

Feng et al. [26, 27] presented a different technique to synthesize this 2D semicon-

ductor alloy. The MoS2(1−x)Se2x monolayer was prepared by direct vaporization of the

MoS2 and MoSe2 powders using a SiO2/Si as substrates and annealed at 800◦C. The

atomic-resolution high-angle ADF STEM imaging shows that the S and Se atoms are

distributed randomly in the 2D alloy system. By controlling the growth conditions, it

was found that the morphology of the 2D alloys depends on the deposition tempera-

ture but not on the composition [27]. A large-area of up to 20 µm of MoS2(1−x)Se2x

monolayer alloys were achieved with a different concentration of Se atoms [27]. This
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study is beneficial for manufacturing a large-area optoelectronic devices.

Gong et al. [30] also reported the synthesis of a MoS2 monolayer alloyed with

Se atoms at different concentrations. The 2D alloys were directly grown on a SiO2

substrate using CVD at ∼800◦C. A mixture of S and Se powder was used as chalcogen

sources and molybdenum oxide (MoO3) powder as a source of Mo atoms. The single

peak observed in the PL spectra of the MoS2-alloyed with Se atoms sample indicates

the homogeneous mixture of Se and S atoms on the sample.

The electronic properties of the MoS2(1−x)Se2x monolayer can experimentally ana-

lyzed using a PL spectroscopy. The PL emission depicts a redshift ranging from 667 nm

to 790 nm [26, 27, 30] with strong PL emissions. The band gap of the MoS2 monolayer

is fine-tuned from 1.86 eV to 1.57 eV [26]. This suggests that MoS2(1−x)Se2x monolayer

is a good candidate for a nanoelectronic devices.

Recently, Yin et al. [31] successfully synthesized a MoS2(1−x)Te2x monolayer at

different concentrations via a hydrogen-assisted post-growth CVD process. The STEM

imaging indicates a random distribution of the Te atoms in the MoS2 monolayer. The

Te atoms fine-tunes the band gap of the MoS2 monolayer with a range of about 0.7 eV.

Experimental studies of alloying at the S sites of the MoS2 monolayer showed that

random distribution can occur spontaneously at a sufficient growth conditions. PL

analysis revealed that the band gap of the MoS2 monolayer is fine-tuned by the com-

position of the alloy system. In the following section, a theoretical point of view of the

chalcogen alloying is investigated.

Komsa et al. [21] performed first-principles studies to investigate the thermody-

namic stability and electronic properties of random MoS2(1−x)Se2x and MoS2(1−x)Te2x

monolayers. The formation energies for MoS2(1−x)Te2x alloys are found to be pos-

itive while that ones of MoS2(1−x)Se2x are negative. Generally, a MoS2 monolayer

alloyed with Se and Te atoms are favorable as their formation energy values are very

low [21, 32]. The electronic properties of the alloyed materials were studied using an
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effective band structure (EBS) approach [33]. It was shown that the band gap is con-

tinuously changed with the concentration of Te or Se atoms. In fact, it is fine-tuned

in between the band gap value of the pristine MoS2 monolayer and the corresponding

band gap of the other TMD (i.e. MoSe2 and MoTe2). The obtained band gap values

of the MoS2(1−x)Se2x alloys rely mostly in the red part of the visible spectrum (1.65-

2.0 eV) while the gaps for MoS2(1−x)Te2x monolayers even reach the infrared region.

Therefore, alloying TMD materials can be beneficial for optoelectronic applications.

Rajbanshi et al. [32] gave a detailed study of the structural and electronic structure of

the monolayer MoS2(1−x)Se2x and MoS2(1−x)Te2x random alloys. The structural analy-

sis of these alloys revealed that the lattice constants increase with the increase in Se and

Te concentrations due to their large atomic radii [32, 34]. The DOS analysis confirms

the EBS study of Komsa et al. [21] that the concentrations fine-tune the band gap of

the MoS2 monolayer from 1.62 eV to 1.48 eV for the Se atoms and 1.62 eV to 1.04

eV for the Te atoms. Additionally, the band gap of MoS2(1−x)Se2x nanosheets changes

linearly with the Se concentration while that of MoS2(1−x)Te2x deviates from linearity.

A particular theoretical study was performed by Kang et al . in Ref [34]. They

showed that stable ordered alloy structures can be obtained with the MoS2(1−x)Se2x

alloys in a MoS2 monolayer at 1/3, 1/2, and 2/3 concentrations. This is due to the

lattice mismatch between the two chalcogens S and Se atoms, while no ordered stable

configuration can be formed for MoS2(1−x)Te2x alloys at zero Kelvin.

In this chapter, previous experimental and theoretical works using different tech-

niques to fine-tune the band gap of a MoS2 monolayer are reported. As seen previ-

ously, engineering the band gap of a MoS2 monolayer through an isolated defect is

extensively studied. In the case of alloying, the W atom occupying the Mo site, the Te

and Se atoms occupying S sites are most popular studied. The transition metal atom

W and the chalcogen atoms Se and Te are situated below the Mo and S atoms on the

periodic table respectively. These atoms have slightly large atomic radii compared to
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the host atoms. The studies of the influence of foreign atoms that have small atomic

radii compared to the Mo or S atoms have not yet reported. These motivated this

work to study the alloying of a MoS2 monolayer with the atoms above the Mo and S

atoms in the periodic table such as the transition metal Cr atom and the chalcogen

O atom respectively. Furthermore, we also realize that the investigations of the band

gap engineering are mostly considered with random distribution of the composition.

There are other alloy shapes missing in the literature such as ordered, clustered, line

and triplet (triangle-like) alloy configurations [35]. A knowledge of a consistent study

of alloying in a MoS2 monolayer with a particular shape at every concentration should

be beneficial for its fabrications and applications. Therefore, a theoretical study of the

thermodynamic stability, structural and electronic properties of the line-ordered alloy

configurations at each concentration are systematically considered in this thesis. The

results are compared with the other well-known shapes such as random and cluster

configurations. Moreover, the previous works have studied the effects of alloying on the

electronic properties of the MoS2 monolayer using the standard DFT. We qualitatively

improve the tuned band gap values of the alloyed systems using hybrid functional. In

the next chapter, the theoretical background of DFT and its related implementations

are discussed.
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Chapter 3

Electronic structure methods

In this chapter, various theoretical methods used to study the electronic structure of

real material systems are discussed. The material system treated in this thesis is clas-

sified as a many-body system. The problems associated with the electronic structure

calculation of a many-body system are introduced. To solve these issues, different ap-

proaches have been developed in the past and are listed here. Firstly, we describe the

Hartree method and Hartree-Fock (HF) method, and introduce their limitations. Next,

the density functional theory (DFT) method is discussed in detail. The central part of

the DFT method, which is the exchange-correlation functional, is discussed. Various

flavors of the standard local density approximation (LDA) and generalized gradient ap-

proximation (GGA) exchange-correlation functionals are introduced and their failures

are discussed. We also describe the hybrid exchange-correlation functionals that can

more accurately predict the band gap of the insulating materials amongst other prop-

erties. In addition, a detailed description of the Kohn-Sham (KS) equations and their

implementation are introduced. In the last section, the pseudopotential construction

used in this thesis is described.
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3.1 The many-body problem

In general, any real material is constituted by a dense number of electrons and nuclei.

They interact with each other, and their interactions govern the properties of the ma-

terial. Since we are dealing with electromagnetic interactions at the electronic level,

the behaviour of the system is described by quantum mechanics. In this chapter, we

ignore the impact of the relativistic effects. The fundamental equation that describes

a quantum mechanical system is the many-body Schrödinger equation [1, 2] given by:

HΨ = EΨ, (3.1)

where Ψ is the wavefunction, E is the energy and H is the Hamiltonian operator of

the system. The latter is generally split into five terms:

H = TI + Te + Vee + VII + VeI (3.2)

where TI and Te are the kinetic energy operators for the electrons and ions respectively.

The Vee, VII and VeI terms are the potential energy operators describing the electron-

electron, the ion-ion, and the ion-electron Coulomb interactions respectively

TI = −~2
∑
I

∇2
I

2MI
,

Te = −~2
∑
i

∇2
i

2me
,

Vee =
1

2

∑
i 6=j

e2

|ri − rj |
,

VII =
1

2

∑
I 6=J

ZIZJe
2

|RI −RJ |
,

VeI = −
∑
i,I

ZIe
2

|ri −RI |

(3.3)

where the
∑

i,j refer to the summations over electrons, and
∑

I,J refer to the sum-
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mations over the nuclei. The symbol ∇ in the kinetic energy terms refers to the spatial

gradient operator. ZI and MI are the atomic number and mass of the ion respectively.

ri and RI correspond to the three dimensional position vectors of the ith electron and

Ith ion respectively. The wavefunction Ψ depends on both the ionic and electronic

degrees of freedom Ψ(ri,RI) such that eqn. 3.1 is then written as

(TI + Te + Vee + VII + VeI)Ψ(ri,RI) = EΨ(ri,RI) (3.4)

The properties of a system can be obtained by finding the solution of the Schrödinger

equation in eqn. 3.4, however solving this equation is not tractable. For instance,

for a neutral system, if the material contains N nuclei, the number of interacting

particles in the system is N +
∑N

i=1 Zi; therefore approximation is necessary. The first

approximation used is the Born-Oppenheimer (BO) approximation [3]. Since the mass

of a nuclei is more than a few thousand times heavier than that of an electron [1] (the

mass of a proton is 1800 times the mass of an electron), the electron moves relatively

faster than the nuclei. Consequently, the BO approximation allows us to neglect the

TI term of the nuclei in eqn. 3.4. Fixing the position RI of the nuclei, eqn. 3.4 becomes

−~2
∑
i

∇2
i

2me
+

1

2

∑
i 6=j

e2

|ri − rj |
−
∑
i,I

ZIe
2

|ri −RI |
+

1

2

∑
I 6=J

ZIZJe
2

|RI −RJ |

Ψ(ri) = EΨ(ri).

(3.5)

Although the nuclei are considered as stationary particles, finding the solution of

eqn. 3.5 is not an easy task due to the large number of electrons interacting with

each other and also interacting with the immobile nuclei. Moreover, the wavefunction

has to be antisymmetric due to the fermion nature of the electrons, making the cal-

culations more complicated. Therefore, systematic methods are needed to solve this

equation. The next section briefly introduces and describes the methods developed to
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solve eqn. 3.5.

3.2 Hartree-Fock approximation

To reduce the complexity of eqn. 3.5, the Hartree approximation was proposed in

1928 [4] in which the many-body wavefunction Ψ(ri) is considered as the product of

the single independent electron wavefunctions [4], i.e,

Ψ(ri) = ψ1(r1)ψ2(r2)ψ3(r3)...ψN (rN ). (3.6)

Thus, the problem is reduced to a single independent particle Schrödinger equation.

Substituting eqn. 3.6 in eqn. 3.5 gives the Hartree equation [4] as

[Te + Veff ]ψi(r) = εi(r)ψi(r) (3.7)

εi(r) is the ith electron energy eigenvalue. The first term Te represents the one-

electron kinetic energy and the second term Veff is an effective potential given by

Veff = Vext +
N∑
i 6=j

∫
dr′

|r− r′|nj(r
′). (3.8)

The electron density nj(r) of the jth particle is given by

nj(r) = |ψj(r)|2. (3.9)

Vext in eqn. 3.8 indicates the interaction of one orbital with the other ions. The

second term, also called Hartree potential (VHartree) [5] describes the potential due to

the other electrons in a mean field way, i.e the electron at a position r sees the average

distribution effect of the other electrons everywhere in the space. Eqn. 3.7 is solved by

applying the self-consistent field method. In order to construct the electronic density,
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the calculation must start by guessing an initial wavefunction that is necessary to build

the effective potential Veff . Now, eqn. 3.7 can be solved and provide a new set of

eigenfunctions which, in its turn, becomes the inputs for the next step. We stop the

cycle when the output and input wavefunctions, and hence charge densities are the

same. However, the Hartree approximation presents a very important drawback. It

assumes that electrons are distinguishable while electrons are fermions, swapping two

electrons changes the functions.

This issue was addressed by Fock in 1930 [6]. He improved the Hartree approxi-

mation by considering the wavefunction as antisymmetric in order to obey the Pauli

exclusion principle. It states that two electrons with the same spin cannot occupy the

same quantum state. To ensure the latter, Fock introduced the notion of the Slater

determinant [7] that is written as

Ψ(ri, si) =
1√
N !

∣∣∣∣∣∣∣∣∣∣∣∣∣

ψ1(r1, s1) ψ1(r2, s2) . . . ψ1(rN , sN )

ψ2(r1, s1) ψ2(r2, s2) . . . ψ2(rN , sN )

...
...

. . .
...

ψN (r1, s1) ψN (r2, s2) . . . ψN (rN , sN )

∣∣∣∣∣∣∣∣∣∣∣∣∣
. (3.10)

We can transform this complex matrix representation into a simple form:

Ψ = A [ψ1, ψ2, ..., ψN ] where A = 1√
N !

∑
i(−1)ε(p)P . P is called a permutation operator.

Defining a one body operator O1 and a two body operator O2 as


O1 =

[
−~2

∑
i
∇i

2

2me
+ Vext(ri)

]
=
∑N

i=1 h(ri),

O2 = 1
2

∑
i,j

e2

|ri−rj | = 1
2

∑
i,j w(ri, rj).

(3.11)

The expectation value of the Hamiltonian with the wavefunction given by eqn. 3.10

can be written as

< Ψ |H|Ψ >=< Ψ |O1|Ψ > + < Ψ |O2|Ψ >, (3.12)
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with
< Ψ |O1|Ψ >=< Ψ1, Ψ2, ..., ΨN |A+(

∑N
i=1 h(ri))A|Ψ1, Ψ2, ..., ΨN >

< Ψ |O2|Ψ >=< Ψ1, ψ2, ..., ΨN |A+(1
2

∑
i,j w(ri, rj))A|Ψ1, Ψ2, ..., ΨN > .

(3.13)

In eqn. 3.10, the single particle spin-orbital wavefunction ψi(rj , sj) can be split into

a spatial and spin term:

ψi(rj , sj) = ψsi (rj)αi(sj) (3.14)

After implementing some algebra, the expectation value of the Hamiltonian using

the Slater determinant has the form:

〈Ψ |H|Ψ〉 =
∑
i,s

∫
drψs∗i (r)[Te + Vext]ψ

s
i (r)

+
1

2

∫
n(r)

1

|r− r′| n(r′) dr dr′

−1

2

∑
i,j,s

∫
dr dr′ ψs∗i (r)ψs∗j (r′)

1

|r− r′| ψ
s
j (ri)ψ

s
i (r
′).

(3.15)

The first term in eqn 3.15 is defined as the sum of kinetic energy and the external

energy due to the frozen nuclei. The second term is the classical Coulomb energy

known as Hartree energy and the third term is the exchange energy due to the Coulomb

interaction between electrons of the same spin. A fraction of 1
2 is added in order to

avoid the double counting of the electrons. To simplify the expression of the energy,

we use the atomic units ~ = me = e = 4π/ε0 = 1. Minimizing the energy expression

in eqn. 3.15 by applying the variation theorem gives the ground state energy and leads

to the single-electron Hartree-Fock (HF) equations [5] as
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[
−1

2
∇2 + Vext(r) +

∫
n(r′)

1

|r− r′|dr
′
]
ψsi (r) +

∫
vx(r, r′)ψsi (r

′)dr′ = εsi (r)ψsi (r)

(3.16)

where vx is the non-local exchange potential given by

∫
vx(r, r′)ψsi (r

′)dr′ = −
∑
j

∫
parallel spin

ψsj (r)ψsi (r
′)

1

|r− r′| ψ
s∗
j (r′)dr′. (3.17)

The Pauli exclusion principle is correctly included in the HF approximation through

the term vx. To solve the HF equations (eqn. 3.16), a set of basis functions can be

built so that eqn. 3.16 can be written as a function of the expansion coefficients for the

orbitals. This is solvable for a system of relatively small such as single atom or molecular

systems in quantum chemistry. Contrary, the application of the HF approximation in

a large system is impracticable due to the requirement of a large number of electron

basis functions (formally as N4, N corresponds to the system size). Moreover, a very

important failure of this approximation is the negligence of the correlations due to the

many-body interactions, however, its effects on the energy of the system is not minimal.

In the case of many-electron systems, the consideration of the correlations makes the

problem very difficult to solve. HF approximation also fails to describe the properties

of the homogeneous electron gas as well as metals. At the vicinity of the Fermi level, it

predicts infinite velocities that results in a zero density of states (DOS) [8]. Generally,

the HF method presents significant failures in the study of electronic structure of solids.

Therefore, an approximation beyond the HF approximation that takes into account the

correlation effects is needed to predict more accurately the properties of a material. The

most popular method that includes both the exchange and the correlation effects is the

DFT method.
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3.3 Density functional theory

The DFT method is the most commonly used theory in condensed matter physics and

quantum chemistry to describe the behavior of electrons in materials [9, 10]. It is the

foundation of the majority of electronic structure calculation codes. Revisiting the HF

method first, its solution to the Schrödinger equation is summarized as follow:

Vext(r,R) =⇒ ψ(r,R) and E(R) =⇒ Properties

It starts with a 3N dimensional potential that is a function of the electronic position

r, followed by the construction of the Hamiltonian and the evaluation of the wavefunc-

tion and the energy. Thereafter, the information about the properties of the material

can be obtained. In a HF calculation, the wavefunction (3N dimensional) is the central

quantity to be solved. However, the DFT method has a different approach in its foun-

dations compared to the HF approximation as described above. In DFT method, the

electron density n(r) plays the fundamental central role instead of the very complicated

many-body wavefunction Ψ(r). This conceptual difference reduces the problem from

3N dimensions to 3 dimensions.

n(r) =⇒ ψ(r,R) and E(R) =⇒ Properties

The charge density n(r) is defined as [2]

n(r) = N

∫
|Ψ(r, r2, r3, ..., rN )|2d3r2, d

3r3, ...d
3rN (3.18)

subject to the constraint: ∫
n(r)d3r = N (3.19)

N is the total number of electrons.

The external potential contribution Vext to the energy expectation value can be only
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expressed in terms of the electron density n(r).

< Ψ|Vext(r)|Ψ > =< Ψ|
N∑
i=1

Vext(ri)|Ψ >

=

∫
d3r1d

3r2...d
3rN Ψ∗(r1, r2, ...., rN )

[
N∑
i

Vext(ri)

]
Ψ(r1, r2, ...., rN )

=
N∑
i

∫
d3r1d

3r2...d
3rNΨ∗(r1, r2, ...., rN )Vext(ri)Ψ(r1, r2, ...., rN )

= N

∫
d3rVext(r)

∫
d3r2...d

3rN |Ψ(r, r2, ...., rN )|2

so, < Ψ|Vext(r)|Ψ > =

∫
Vext(r)n(r)d3r

(3.20)

Generally, the DFT method is based on the two principal theorems of Hohenberg

and Kohn [11]. The first theorem states that the ground state electron density n(r)

uniquely determine the external potential [5, 11] (and consequently the wavefunction,

energies, etc.). The proof of this theorem is done by contradiction i.e adopting that

the present theorem is incorrect. Suppose there are two potentials V
(1)
ext and V

(2)
ext that

differ by more than a constant, and with the same ground state density.

potential 1 : V
(1)
ext =⇒ Ψ(1)(r) =⇒ n(1)(r)

potential 2 : V
(2)
ext =⇒ Ψ(2)(r) =⇒ n(2)(r) (3.21)

with n(1)(r) = n(2)(r)

According to the Rayleigh-Ritz variational principle, the expectation value of Ψ(1)

in Hamiltonian H(1) should be lower than that of Ψ(2), i.e.

E(1) = 〈Ψ(1)|H(1)|Ψ(1)〉 < 〈Ψ(2)|H(1)|Ψ(2)〉. (3.22)
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Hence,

〈Ψ(1)|H(1)|Ψ(1)〉 = 〈Ψ(1)|T |Ψ(1)〉+ 〈Ψ(1)|Vee|Ψ(1)〉+

∫
V

(1)
ext (r)n(1)(r)d3r,

〈Ψ(2)|H(1)|Ψ(2)〉 = 〈Ψ(2)|T |Ψ(2)〉+ 〈Ψ(2)|Vee|Ψ(2)〉+

∫
V

(1)
ext (r)n(2)(r)d3r. (3.23)

Using eqn. 3.22 and eqn. 3.23, we have

〈Ψ(1)|T |Ψ(1)〉+ 〈Ψ(1)|Vee|Ψ(1)〉 < 〈Ψ(2)|T |Ψ(2)〉+ 〈Ψ(2)|Vee|Ψ(2)〉. (3.24)

Similarly, the expectation value of Ψ(2) in Hamiltonian H(2) should be lower than

that of Ψ(1):

E(2) = 〈Ψ(2)|H(2)|Ψ(2)〉 < 〈Ψ(1)|H(2)|Ψ(1)〉. (3.25)

Then we get

〈Ψ(2)|T |Ψ(2)〉+ 〈Ψ(2)|Vee|Ψ(2)〉 < 〈Ψ(1)|T |Ψ(1)〉+ 〈Ψ(1)|Vee|Ψ(1)〉. (3.26)

Eqn. 3.24 and eqn. 3.26 give an absurd result. This reveals that no two different

potentials V
(1)
ext and V

(2)
ext differing to within a constant can have the same ground state

electron density n(r). A straightforward consequence of this first Hohenberg and Kohn

theorem is that the ground state energy is also a functional of the ground state density,

i.e, if the ground state density is known, in principle, the ground state energy is a

function of the density.

E0 = E[n(r)] (3.27)

The second Hohenberg and Kohn theorem affirms that the energy functional E[n(r)]

has a variational property in the sense that its minimum gives the exact ground state

energy, and the electron density n(r) that minimizes this functional is the exact ground
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state density n0(r). To show this, a system with an external potential V
(1)
ext having a

ground state density n(1)(r) and a different density n(2)(r) with wavefunctions Ψ(1) and

Ψ(2) respectively, are considered.

E(2) = E[n(2)(r)] = 〈Ψ(2)|H(1)|Ψ(2)〉 > 〈Ψ(1)|H(1)|Ψ(1)〉 = E(1) = E[n(1)(r)] = E0.

(3.28)

Therefore, the energy functional with the ground state density n(1)(r) is the ground

state energy for the Hamiltonian with the external potential determined by n(1)(r).

The energy that is a functional of the electron density n(r), can be divided into two

part such as

E[n(r)] = F [n(r)] +

∫
d3rVext(r)n(r), (3.29)

where F [n(r)] = 〈Ψ|T + Vee|Ψ〉 is an universal functional, i.e. it is

independent of Vext(r). The minimum of this functional is obtained when the input

density is equal to the exact ground state density. In principle, by minimizing E[n(r)]

with respect to the electron density n(r), the exact ground state density and energy can

be obtained. However, the functional F [n(r)] is not known explicitly and approximation

is needed.

3.4 Kohn-Sham equations

In the previous section, it is clearly shown that the ground state energy is a functional

of the electron density but we do not know what exactly this functional is. This was a

huge challenge for DFT to be an accessible method. In 1965, DFT was made in practice

due the KS theory [13]. The main idea of this theory is to replace the fully interacting

many-body system with an auxiliary system that can be solved more easily. The KS

ansatz assumes that the ground state density of the difficult interacting system is the
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same as a system of non-interacting electrons moving in a mean field way [10].

The kinetic energy of the non-interacting electrons denoted by Ts with a density of

n(r) is given by

Ts[n(r)] = −1

2

∑
i

∫
ψ∗i (r)∇2ψi(r)d3r, (3.30)

where ψi(r) is a single electron wavefunction. In the real system, the correlation

will change the kinetic energy and the additional term is denoted by Tc[n(r)]. So

T [n(r)] = Ts[n(r)] + Tc[n(r)] (3.31)

Tc[n(r)] is generally unknown.

For the electron-electron interaction, similar to that of the kinetic energy T [n(r)],

KS represented it as a sum of the classical Coulomb electron repulsion and a correction

term that is unknown:

Eee[n(r)] =
1

2

∫ ∫
n(r1)n(r2)

|r1 − r2|
d3r1d

3r2 + Uxc[n(r)],

Eee[n(r)] = EHartree[n(r)] + Uxc[n(r)].

(3.32)

The functional F [n(r)] in eqn. 3.29 can then be written as

F [n(r)] = Ts[n(r)] + EHartree[n(r)] + Tc[n(r)] + Uxc[n(r)]︸ ︷︷ ︸
Exc[n(r)]

,

F [n(r)] = Ts[n(r)] + EHartree[n(r)] + Exc[n(r)].

(3.33)

Therefore, the total energy in eqn. 3.29 of the real (interacting) system is written

as :

E[n(r)] = Ts[n(r)] + EHartree[n(r)] + Exc[n(r)] +

∫
Vextn(r)d3r. (3.34)
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The application of the variational principle subject to the orthogonality constraint∫
ψ∗i (r)ψj(r)dr = δij ,

δ E[n(r)]

δψ∗i (r)
=
δ Ts[n(r)]

δψ∗i (r)
+

[
δ
∫
Vext(r)n(r)d3r

δ n(r)
+
δ EHartree[n(r)]

δ n(r)
+
δExc[n(r)]

δn(r)

]
δn(r)

δψ∗i (r)
= 0,

(3.35)

leads to the set of KS equations for electrons moving in an effective potential:

[
[−1

2
∇2 + Veff (r)

]
ψi(r) = εiψi(r), (3.36)

where εi is the one electron KS energy and Veff (r) is the effective potential given

by

Veff (r) = Vext(r) + VHartree(r) + Vxc(r). (3.37)

obtained by considering each term in eqn. 3.35.

Vext(r) =
δ
∫
Vext(r)n(r)d3r

δ n(r)
,

VHartree(r) =
δ EHartree[n(r)]

δ n(r)
,

Vxc(r) =
δExc[n(r)]

δn(r)
.

(3.38)

3.5 Exchange-correlation energy functional

As seen earlier, the KS ansatz consists of solving the many-body problem by mapping

the original interacting many-body system onto a set of independent single particle

equations (see eqn. 3.36). However, the KS equations remain unsolvable unless the

exchange-correlation energy functional Exc[n(r)] in eqn. 3.34 is exactly defined. In

practice, the exact expression of this energy functional is not known explicitly and
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approximations are adopted. To give a perspective on these approximations, it is

necessary to describe the analytical features of the exchange-correlation energy.

The many-body Hamiltonian can be written in such a way that the fictitious non-

interacting system and the fully interacting system are connected using a coupling

constant λ [1, 12]

Hλ = T + λVee + λV λ
ext, (3.39)

where λ = 0 corresponds to the case of noninteracting system and λ = 1 to the

original interacting one. This allows the exchange-correlation energy to have the form

of [1, 12]

Exc[n] =
〈

Ψλ[n]|T + λVee|Ψλ[n]
〉∣∣∣
λ=1
−
〈

Ψλ[n]|T + λVee|Ψλ[n]
〉∣∣∣
λ=0
− EHartree.

(3.40)

Ψλ[n] is the minimizing wavefunction for each λ.

Eqn 3.40 can be expressed into an integral over the parameter λ

Exc[n] =

∫ 1

0
dλ

d

dλ

〈
Ψλ[n]|T + λVee|Ψλ[n]

〉
− EHartree

=

∫ 1

0
dλ

〈
Ψλ[n]|dVee

dλ
|Ψλ[n]

〉
− EHartree.

(3.41)

Finally, eqn. 3.41 can be rewritten as a Coulomb type integral [5, 12] and the exact

form of the exchange-correlation energy is obtained

Exc[n] =
1

2

∫ ∫
n(r)nxc(r, r

′)
|r− r′| drdr′, (3.42)

where nxc(r, r
′) is called exchange-correlation hole. Its physical meaning is that the

presence of an electron at point r decreases the probability of having another electron
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at a position r′ due to the Pauli antisymmetry and to the Coulomb repulsion. From

eqn. 3.42, the exact exchange-correlation energy can be interpreted as the interaction

between the electron density n(r) and the density nxc(r, r
′) of the hole. An important

nature of the exchange-correlation hole is that it obeys a sum rule

∫
dr′nxc(r, r′) = −1. (3.43)

Furthermore, the exchange-correlation hole can be decomposed as a sum of the separate

exchange and correlation hole nxc(r, r
′) = nx(r, r′) + nc(r, r

′). They also respect the

sum rules

∫
dr′nx(r, r′) = −1,

∫
dr′nc(r, r′) = 0. (3.44)

These sum rules are among the primary requirement for developing approximation

to the Exc[n] functional. Various approximations have already been developed to define

the exchange-correlation energy. The standard DFT functional including the flavor of

the LDA and the GGA are the most popular one. Since these types of functional are

known to underestimate the band gap of the system, the idea of the hybrid functional

is introduced to improve their accuracy.

3.5.1 Local density approximation

The LDA approximation [13] is the most popular exchange-correlation energy in DFT

calculations for a long time. The main idea of this approximation is to assume the

exchange-correlation energy per electron at each point r (εxc(r)) to be similar to that

of homogeneous electron gas (εHEG
xc (r)). Noting that the exchange-correlation energy

for a homogeneous electron gas has good and exact numerical approximations such as

in quantum Monte Carlo (QMC). Within this approximation, the exchange-correlation

energy density of the inhomogeneous electronic systems [5, 9, 13] is written as

46



ELDA
xc [n(r)] =

∫
εxc[n(r)] d3r, (3.45)

with

εxc[n(r)] = εHEG
xc [n(r)]. (3.46)

Eqn. 3.45 is applicable for non magnetic cases. In magnetic systems, the intro-

duction of the two spin densities (n↑(r), n↓(r)) is crucial in order to obtain better

approximation. In this case, the exchange-correlation functional system is given by

ELSDA
xc [n↑(r), n↓(r)] =

∫
d3r n(r) εHEG

xc [n↑(r), n↓(r)], (3.47)

The energy per electron εxc[n(r)] can be separated into exchange and correlation

terms

εxc[n(r)] = εx[n(r)] + εc[n(r)]. (3.48)

The exchange term εx[n(r)] was derived by Bloch and Dirac in 1930 [14]. It is

equivalent to the exchange used by Slater in the HF approximation [6]

εx[n(r)] = Cxn(r)
1
3 with Cx = −3

4

(
3

π

) 1
3

≈ −0.738. (3.49)

The spin polarized system is described in the local density approach with two param-

eters : the Wigner-Seitzs radius rs which is defined as the radius of a sphere considered

to have on average one electron, and a parameter ζ with the relation

n(r) = n↑(r) + n↓(r), ζ =
n↑(r)− n↓(r)

n(r)
, rs =

(
3

4πn(r)

) 1
3

. (3.50)

By introducing these parameters into the eqn. 3.49, the exchange energy for an

unpolarized (ζ = 0) system is given by
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εx[ζ = 0, rs] =
3

4πrs

(
9π

4

) 1
3

, (3.51)

and that one of polarized (ζ = 1) is given by

εx[ζ = 1, rs] =
3

4πrs

(
18π

4

) 1
3

. (3.52)

The exchange term can be calculated exactly but for the correlation contribution,

there is no explicit expression. The standard approximation is to use the QMC simu-

lations of the homogeneous electron gas as Ceperley and Alder proposed in 1980 [15].

Based on their simulation results, analytical expressions of the correlation energy

εc[n(r)] have been deduced from interpolation. The most popular ones are those de-

scribed by Vosko, Wilk and Nusair (VWN) in Ref. [16], Perdew and Wang (PW) in

Ref. [17] and Perdew and Zunger (PZ) in Ref [18].

L(S)DA is by construction an exact approximation for a homogeneous electron

system. It is a good approximation for the systems of slowly varying density. The

advantage of this approximation is that the energy error occurred in the exchange

terms cancel out with that one in the correlation terms. A comparison study between

QMC and LDA calculations of bulk silicon shows that there are huge errors in the

exchange and correlation energies of the LDA but they tend to cancel as the εc[n(r)]

value is underestimated while that one of εx[n(r)] is overestimated [19]. Moreover,

the LDA exchange-correlation hole obeys the sum rule described earlier. Although

L(S)DA remains a popular approximation in solid state calculations, it presents several

failures such as underestimation of the bond lengths due to the over binding the atoms,

overestimation of the atomization energies, underestimation of the volume of a bulk

material, underestimation of the band gap of a semiconductor material, etc. Therefore,

improvement of the approximation is needed to increase the accuracy of the DFT

method.
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3.5.2 Generalized gradient approximation

In the LDA approximation, the exchange energy at one point depends only on the

charge density at that point. To improve the LDA approximation, some additional non

local information are added by incorporating the gradient of the electron density. This

method is known as GGA approximation. Actually, the gradient-corrected functional

is constructed in order to take into account the inhomogeneity of the true electron

density and its expression is given by

EGGA
xc [n↑(r), n↓(r)] =

∫
εxc[n(r)]n(r)g[n↑(r), n↓(r),∇n(r)↑,∇n(r)↓]d3r, (3.53)

where εxc[n(r)] is the homogeneous electron gas energy density as described in the

LDA.

There are different flavors of GGA functional depending on the parametrization of

the function g and εxc[n(r)]. The GGA functional proposed by PBE is the popular one

and is used in this thesis. Similar to the idea in the LDA approximation, it consists of

separating the expression of the exchange-correlation energy functional into two parts.

The first part is the exchange contribution given by

EGGA(PBE)
x [n(r)] =

∫
εHEG
x [n(r)]Fx(γ)n(r) d3r, (3.54)

This expression means that the exchange energy per electron for a homogeneous

gas is improved by multiplying a factor Fx that depends on the reduced dimensionless

gradient of the density γ = |λn|
[2(3π2)

1
3 n

4
3 ]

[20]. The expression of the Fx is given by

Fx(s) = 1 + k − k

1 + β(πγ)2

3k

, (3.55)

The parameter k value is equal to 0.804 in the GGA functional proposed by Perdew,

Burke, Ernzerhof (PBE) and is chosen in such a way that the Lieb-Oxford bound written
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as [21]

EGGA
x [n↑(r), n↓(r)] ≥ EGGA

xc [n↑(r), n↓(r)] ≥ 2.273ELDA
x [n], (3.56)

is satisfied. β(πγ)2

3k term in eqn. 3.55 is set to 0.219 in PBE to ensure that the second-

order exchange term cancels with the second-order of the correlation contribution [20,

22].

The second part is the correlation contribution. For the PBE parameterization, it

is defined as:

EGGA(PBE)
c [n↑, n↓] =

∫
d3r n(r)

[
εHEG
c (rs, ζ) +HPBE(rs, ζ, t)

]
. (3.57)

The term HPBE(rs, ζ, t) is a gradient contribution added to the homogeneous gas

feature and the parameter t is a dimensionless quantity given by the gradient of the

density.

The GGA-PBE exchange-correlation at the same time presents success and failures.

It is known to accurately predict the energy and geometry of some atoms, molecules,

and solids. It improves the binding energies, the atomization energies and geometries of

those systems for large varying density n(r) up to certain limit [9]. However, the Hartree

self-interaction and the lack of integer discontinuity in the exchange and correlation

energy have been the important issues in the standard DFT method which extremely

need further improvement.

3.5.3 Hybrid functionals

The hybrid functionals are the promising approximations in describing the exchange and

correlation energy of the many-body system. They enhance the accuracy of the many-

body properties obtained with the semilocal functionals, although their application in a

solid is still problematic. The idea for constructing the hybrid functionals is to combine
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some part of the exact exchange in the HF method with the semilocal exchange in the

DFT method in order to complement their failures [23]. Various hybrid exchange-

correlation functionals have been developed.

Becke [24] proposed a combination of the local exchange-correlation functionals

(LDA) with the HF exchange. This mixture gives accurate result since the HF method

is exact for a noninteracting system and the local exchange-correlation functionals

provide a good description of the interacting system. An adiabatic connection between

the noninteracting and fully interacting systems at a constant density was proposed in

this method and is given by

Exc[n] =

∫ 1

0
dλExc,λ[n]. (3.58)

Exc[n] is the exchange-correlation energy and λ represents the strength of the

electron-electron interaction. The term Exc,λ[n] involves all exchange and correlation

effects for a specific value of λ and it is written as

Exc,λ[n] = (1− λ)EHF
x [n] + λELDA

xc [n], (3.59)

where EHF
x [n] is the exchange energy of the HF method and ELDA

x [n] is the exchange-

correlation energy of the LDA functional. Incorporating eqn. 3.59 into eqn. 3.58, and

evaluating the integral, we have

Exc[n] =
1

2
EHF
x [n] +

1

2
ELDA
xc [n]. (3.60)

This means that 50% of the HF exchange and 50% of the LDA exchange-correlation

are combined. Thereafter, Becke improved this first hybrid functional approach by

considering a semi-empirical approach and by adding non local functional. These func-

tionals are known as Becke’s three parameter hybrid functional denoted by B3X [25, 26]
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EB3X
xc = ELDA

xc + α0(EHF
x − ELDA

x ) + αx(EX
x − ELDA

x ) + αc(E
X
c − ELDA

c ), (3.61)

and B1X, a one parameter hybrid functional

EB1X
xc = αEX

xc + α(EHF
x − EX

x ), (3.62)

where X in eqn. 3.61 and eqn. 3.62 corresponds to a flavor of GGA functional.

Perdew et al. [27, 28] proposed the mixture of the popular PBE and HF exchange

in the B1X functional. This hybrid functional is known as PBE0 hybrid functional and

the exchange-correlation energy is written as

EPBE0
xc = αEPBE

xc + α(EHF
x − EPBE

x ), (3.63)

In this approximation, the value of α was chosen to be equal to 1
4 . By separating

the exchange and correlation of the PBE part and replacing α with its value, the PBE0

exchange-correlation energy becomes

EPBE0
xc = αEHF

x + (1− α)EPBE
x + EPBE

c

=
1

4
EHF

x +
3

4
EPBE

x + EPBE
c

(3.64)

where EHF
x , EPBE

x and EPBE
c are the HF exact exchange functional, the PBE ex-

change functional and correlation functional respectively. From eqn. 3.64, it is clearly

seen that in a PBE0 hybrid functional, the PBE and HF exchange is mixed with a

percentage of 75% and 25% respectively .

Although the methods proposed by Becke [24] and Perdew [27] give accurate results,

they are computationally very expensive compared to the standard DFT, especially
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for a large system due to the long-range (LR) feature of the Coulomb potential in

the HF exchange [23]. To address this issue, Heyd et al . [23] introduced the new

flavor of hybrid exchange-correlation functional known as the Heyd, Scuseria, Ernzerhof

(HSE) functional. Heyd et al . [23] decided to divide the Coulomb operator into two

ranges using the error function erf(y) and the complementary error function erfc(y) =

1− erf(y)

1

r12
=

erfc(ηr12)

r12︸ ︷︷ ︸
Short Range (SR)

+
erf(ηr12)

r12︸ ︷︷ ︸
Long Range(LR)

. (3.65)

The parameter η is called screening parameter. It is an adjustable parameter which

controls the definition of the two ranges (SR and LR). If η is equal to zero, the SR term

correspond to the full Coulomb operator and the LR term is equal to zero.

By splitting all exchange terms in eqn. 3.64 into their short and long range parts,

we have

EPBE0
xc = αEHF,SR

x (η)+αEHF,LR
x (η)+(1−α)EPBE,SR

x (η)+EPBE,LR
x (η)−αEPBE,LR

x (η)+EPBE
c ,

(3.66)

It was reported that EHF,LR
x and EPBE,LR

x are very small and negligible [29]. There-

fore, the exchange-correlation energy of the HSE functional is obtained and written

as

EHSE
xc = αEHF,SR

x (η) + (1− α)EPBE,SR
x (η) + EPBE,LR

x (η) + EPBE
c , (3.67)

The mixing parameter α is equal to 1
4 . EHF,SR

x (η) and EPBE,SR
x (η) are the short

range of HF and PBE exchange functionals respectively. EPBE,LR
x (η) and EPBE

c (η) are
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the long range and the correlation part of the PBE exchange functional. The HSE

flavors are named depending on the screening parameters η, HSE03 for η = 0.15 and

HSE06 for η = 0.11. In this study, we use the HSE06 screened hybrid functionals

since it has been reported to predict the band gap of materials close to the experiment

values [30].

3.6 Solution to Khon-Sham equations

Various methods can be used to solve the one particle KS equations. The most popular

ones are: (i) firstly, the use of atomic basis sets also called localized basis sets in quan-

tum chemistry. This method uses the Gaussian basis sets to expand all wavefunctions.

(ii) Secondly, the Green’s function method invented by Korringa, Kohn and Rostoker

called also KKR method. This method transforms the Schrödinger equation into an

equivalent integral equation based on the Green’s theorem. (iii) Next, the linear method

known as the augmented plane wave (APW) method. This method considers the full

wavefunctions and treats all elements of the periodic table on the same level. (iv) In

a solid, the pseudopotential methods successfully represent the real wavefunctions and

successfully describe the electronic and structural properties of a material. For a long

time, the norm conserving ab initio pseudopotentials proposed by Hamann, Schlüter

and Chiang was widely used. To date, the pseudopotential method using the plane

wave basis set has become popular due to its efficiency and its formal simplicity. The

latter method as implemented in the Vienna ab initio simulation packages (VASP) is

detailed in this chapter.

3.7 Periodic boundary conditions

The infinite number of electrons in a real system is a huge challenge in the implemen-

tation of the KS equation. To address this issue, the periodic boundary conditions
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(PBC) [31, 32] are the most common method used. These conditions reveal that the

crystal structure of a solid is a repetition of a box called unit cell. The idea is that, if

one particle leaves one box its image penetrates into the present box from the oppo-

site side (see Fig. 3.1). These conditions are applicable to all arrangement of unit cell

systems such as 1D, 2D and 3D systems.

� �

Figure 3.1: Schematic representation of the periodic boundary conditions of a 2D system.
The black particle leaves the central box by the right-hand side and consequently re-enters
through the left-hand side. The two white particles interact through the boundary.

3.8 Reciprocal lattice and Brillouin zone

Besides the direct lattice, the reciprocal lattice also plays an important role for the

study of crystals. The reciprocal lattice in k-space is described as the set of all points

(Fourier transform) for which the k-vector obeys eik.Rn = 1, for all position vector Rn

of the direct lattice. If the lattice parameters of the system is denoted by a, b, c, the

lattice vectors in the reciprocal space are given by b1 = 2π
a x̂, b2 = 2π

b ŷ and b3 = 2π
c ẑ.
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The equivalent of the Wigner-Seitz primitive cell in real space is called first Brillouin

zone (FBZ) in reciprocal space with a volume of ΩBZ = b1.(b2 × b3). The concept

of FBZ is very useful for the evaluation of some properties of materials using DFT

method.

3.9 Bloch’s theorem and plane wave basis sets

The problem in solving the KS equations is the presence of the infinite number of

moving non-interacting electrons that interact with an infinite static nuclei. For the

representation of each existing electron, the wavefunction has to be calculated and an

infinite basis set is required. The most common idea to overcome this problem is by

employing the the Bloch’s theorem. It relates the properties of the electrons in the

entire system (infinite) with those of the electrons within a unit cell. Bloch’s theorem

states that the wavefunction of an electron in a periodic potential can have the form of

a wave-like function eik·r multiply by a term that has the lattice periodicity [8, 31].

Ψj(r) = eik·rfj(r). (3.68)

where k denotes the wave vector along the FBZ.

The periodic term fj(r) can be expanded in the form of discrete plane wave basis sets

having the reciprocal lattice vectors G as wave vectors. Different basis sets can be used

to represent the wavefunction, for instance, one can represent the atomic wavefunctions

as a basis set. The choice of plane waves has various advantages, it is mathematically

simple, complete and can cover all space equally.

fj(r) =
∑
G

cj,G eiG·r. (3.69)

The set of vectors G are the wave vectors in the reciprocal space defined by G.R =
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2πn, where R is the bravais lattice vector and n is an integer. The wavefunction is

then written as [31]

Ψj(r) =
∑
G

cj,k+G ei(k+G)·r. (3.70)

Eqn 3.70 shows that the KS equation can be solved by finding a finite number of

electronic wavefunctions in a unit cell. The calculation of the plane wave coefficient

cj,k+G can be done self-consistently. In principle, there are an infinite number of allowed

G vectors, therefore, a further truncation of the plane wave expansion is needed so that

it can be handled computationally.

3.9.1 Kinetic energy cut-off

The use of plane wave basis set leads to a very simple form of the KS equation in

eqn. 3.36. By substituting eqn. 3.70 and integrating over r region, eqn. 3.36 be-

comes [10]:

∑
G′

[
1

2
|k + G|2δGG′ + VII(G−G′) + VHartree(G−G′) + Vxc(G−G′)

]
cj,k+G′

= εjcj,k+G.

(3.71)

The term in between brackets represent the Hamiltonian matrix and its diagonali-

sation leads to the solution of eqn. 3.71. The first term 1
2 |k + G|2 describes the kinetic

energy of a particular plane wave in the reciprocal space. Each coefficient cj,k+G′ is as-

sociated with a kinetic energy that constitutes the diagonal element of the Hamiltonian

matrix. Therefore, the size of the Hamiltonian matrix is related to the kinetic energy

term. However, the coefficients correspond to the high kinetic energies are typically

more significant than the one with high kinetic energies [33]. In a DFT calculation, an

essential parameter known as cut-off energy (Ecutoff ) is defined to restrict the number

of plane waves.
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Ecutoff =
1

2
|k + Gcut|2. (3.72)

Thus, the energy lower than Ecutoff is kept in the expansion and the remaining

coefficients are set to zero. The size of the matrix depends on the kinetic energy cut-

off chosen. The use of kinetic energy cut-off concept definitely introduces an error in

the total energy calculation but the error can be minimized by increasing the size of

the basis set with the use of a large enough energy cut-off, obtained by performing a

convergence test.

3.9.2 k-point grid sampling of the Brillouin zone

For a periodic system, the integral in real space over the system (infinite) can be

expressed into an integral over the FBZ in reciprocal space (finite) due to Bloch’s

theorem. Many quantities such as charge density, matrix elements, DOS etc. require

this concept for their evaluation. The integral over the FBZ is written as :

f(r) =
ΩR

(2π)3

∫
BZ

F (k) d3k, (3.73)

where F (k) is the Fourier transformation of the functions f(r) and ΩR is the volume

of the unit cell. Unfortunately, there is an unlimited block vectors k that can be chosen

in the FBZ. The evaluation of these integrals are done by considering the fact that the

orbitals at the Bloch vectors k are similar. Because of this, it follows that the integrals

over the FBZ can be approximated by a weighted sum over a discrete set of k-points.

By introducing the theory of symmetrized plane-waves (SPW) [34]

Am(k) =
∑
R

eik·R, (3.74)
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the function F (k) can be expressed in terms of Fourier-series :

F (k) = Fo +
∑
m=1

Am(k) (3.75)

In practice, the calculations are carried out on a grid of points in the FBZ which

are referred to k-points. Monkhorst and Pack [35] have developed a scheme generating

the discrete k-points that delimit the FBZ. They suggest that the k-point grid can be

obtained using the equation [5]

kn1,n2,n3 =

3∑
i=1

2ni −Ni − 1

2Ni
Gi. (3.76)

where ni = 1, . . . , Ni. Ni correspond to the number of k-points to be chosen in each

direction and the vectors Gi are the primitive reciprocal lattice vectors.

In practice, the k-integration for an insulator does not cause problems since the

Fermi level falls inside the gap and the density of states goes smoothly to zero before

the gap. For a metal, the integration over the FBZ have the form :

I =

∫
BZ

F (k)[1− θ(Ek − EF )]d3k. (3.77)

This integration is challenging since the functions need to be multiplied by a sharp

Fermi occupation before integrating. The smearing method proposed by Methfessel

and Paxton [36] address this shortcoming. It consists on smoothen the sharp drop in

electron occupation just below the Fermi level. They proposed an expansion in terms

of Hermite functions which are simply Hermite polynomials multiplied by Gaussian.

Thereafter, the partial occupancies around the Fermi level allow a faster convergence

to be achieved with the use of small grid sizes.
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3.10 Hellmann-Feynman theorem

The KS Hamiltonian is parameterized in ionic coordinates RI by virtue of the BO

approximation. During the atomic relaxations, one has to move the ion at different

positions in order to find the equilibrium position. Using the forces acting on the ion

to find the minimum is much more efficient than just looking at the value of the energy

alone. Note that the minimum energy corresponds to zero force. For a given set of

atomic positions, the ions will experience a force described by the Hellmann-Feynman

theorem [37, 38]:

FI = − dE

dRI
= − d

dRI
〈Ψ |H|Ψ〉 = −〈Ψ | dH

dRI
|Ψ〉. (3.78)

where E corresponds to the total energy of the system and RI is the ionic position.

The atomic relaxation is based on the self-consistent of the total energy calculations.

After moving the atom to a new position, the total energy for the new configuration

is calculated followed by the the forces on each ion. Then, the ions is slightly moved

depending on the calculated forces. The calculation goes back to step 2 until the ions

reach their zero force equilibrium positions. In practice, a tolerance value of the force

is always given.

3.11 Pseudopotentials

3.11.1 Background

As described earlier, plane wave basis set can be used to describe the wavefunctions

of a periodic system. Unfortunately, for the study of electronic structure of a mate-

rial, the presence of the core states around the nucleus hinders the use of plane wave

since their wavefunction oscillates rapidly and requires a huge number of plane waves.

However, most of the physical and chemical properties of a material depend mostly
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on the valence electrons rather than the core electrons states. For the valence region

(chemical bonding region), the wavefunction is smooth. This suggests that the motion

of the core electron can be ignored in the electronic structure calculations. The main

idea of the pseudopotential approximation is to freeze the core electrons, such that the

valence electrons only experience an effective pseudo potential (electron-nuclear and

core-valence interactions), which is much smoother than the nuclear Coulomb poten-

tial. The advantages of using a pseudopotential is to decrease the number of expansion

coefficients used for the KS orbitals.

The idea of pseudopotential was first introduced by Fermi in 1934 followed by

Hellmann in 1935 [39, 40] to study the energy level of alkali atoms. However, the

accurate band structures using pseudopotential method was not achieved until the

so called empirical pseudopotential method (EPM) [41, 42, 43] was developed. With

this method, the energy levels of various semiconductor materials were used to obtain

empirically the potentials needed to construct the atomic wavefunctions. The drawback

of this method is that it depends heavily on the experimental results.

The more recent pseudopotential approximation is the ab initio pseudopotential

method. There are various flavors of ab initio pseudopotential available including the

norm-conserving, ultrasoft and projector augmented wave (PAW) pseudopotentials.

Norm-conserving pseudopotential was proposed by Hamann, Schlüter, and Chiang

in 1979 [44]. It requires that (i) the energy of the all-electron (AE) and pseudo-

wavefunctions must be identical and (ii) they must be the same outside the core radius

denoted by rcut. (iii) The pseudo-charge and the true charge in the region inside rcut

must be equal. Norm-conserving pseudopotential is still considered as hard pseudopo-

tential since it requires a huge number of Fourier components. Then, it was extended by

Blöchl and Vanderbilt in 1990 and emerged the so called ultrasoft pseudopotential [45].

It ignores the constraint imposed by the norm-conserving and hence reduces the number

of basis set as well as Fourier components used to describe valence electrons.
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Figure 3.2: Blue solid lines: the all-electron potential and wavefunction for an atom; red
dashed lines: the pseudo electron potential and wavefunction for an atom. rcut indicates
a cut-off radius outside of which the pseudo electron and the all-electron values match.

In this thesis, we consider the most recent formalism PAW pseudopotential to treat

the core-valence interactions and a detail of its implementation is described in the next

setion.

3.11.2 The projector augmented wave pseudopotential

The PAW pseudopotential was developed by Blöchl in 1994 [46]. In principle, it uni-

fies the AE method with the traditional plane wave pseudopotential approach. To

replace the rapidly oscillating wavefunctions near the nucleus with a smooth feature,

Blöchl et al . [46] introduces a linear transformation operator denoted as T that trans-

forms the pseudo wavefunctions |Ψ̃〉 to AE wavefunctions |Ψ〉:

|Ψ〉 = T|Ψ̃〉. (3.79)
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With PAW method, the space is divided into two regions: a non-overlapping atomic

region, known as augmentation spheres, and an interstitial region defined by an uniform

discretization such as a uniform grid or plane waves. The linear operator T can also

be written in terms of a local atom-centred contribution TR that is non-zero in the

spherical augmentation region around atom R and is zero outside the sphere.

T = 1 +
∑
R

TR (3.80)

Each atomic region has spherical augmentation functions called partial waves de-

noted by |Φ̃i〉. The pseudo wavefunctions |Ψ̃〉 can be expanded in terms of this pseudo

partial waves in such a way that

|Ψ̃〉 =
∑
i

|Φ̃i〉ci. (3.81)

Since T is linear, the coefficient ci can be obtained by applying an inner product

between the pseudo-wavefunctions |Ψ̃〉 and a set of functions |qi〉 called projector.

ci = 〈qi|Ψ̃〉 (3.82)

where

〈qi|Φ̃j〉 = δij

|Φ̃i〉〈q̃i| = 1.
(3.83)

Then eqn. 3.80 becomes:

T = 1 +
∑
i

(
|Φi〉 − |Φ̃i〉

)
〈q̃i|, (3.84)

Using this expression of the linear transformation, the AE wavefunction is given by
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:

|Ψ〉 = |Ψ̃〉+
∑
i

(|Φi〉 − |Φ̃i〉)〈q̃i|Ψ̃〉. (3.85)

The eqn. 3.85 allows any physical properties of a material to be calculated using

PAW pseudopotential approach. For instance, the charge density can be expressed in

terms of partial charge densities

n(r) = ñ(r) + n′(r)− ñ′(r), (3.86)

The pseudo charge density ñ(r) is obtained from the pseudo wavefunction Ψ̃ as

ñ(r) =
∑
k

fk〈Ψ̃k|r〉〈r|Ψ̃k〉|, (3.87)

k is the band index and fk is the occupation of the state. The second and third

part of the charge density in eqn. 3.86 are the AE density and pseudo density within

spheres and given by :

n′(r) =
∑
k,(i,j)

fk〈Ψ̃k|q̃i〉〈Φi|r〉〈r|Φj〉〈q̃j |Ψ̃k〉 (3.88)

and

ñ′(r) =
∑
k,(i,j)

fk〈Ψ̃k|q̃i〉〈φ̃i|r〉〈r|φ̃j〉〈q̃j |Ψ̃k〉 (3.89)

respectively.

To have a better understanding, a pictorial representation of the calculated charge

density using the PAW method is represented Fig. 3.3.

The same procedure as the charge density is applied to calculate the total energy

Etot of the system.

Etot = Ẽ + E′ − Ẽ′, (3.90)

64



� �

�
�

������ ��	
����� ��	
��������	���� ��������	�����

Figure 3.3: Representation of the calculation of the charge density using PAW pseu-
dopotential.

Ẽ is the pseudo energy given by:

Ẽ =
∑
n

fk〈Ψ̃k| −
1

2
∆|Ψ̃k〉+ Exc[ñ+ n̂+ ñc] + EHartree[ñ+ n̂]

+

∫
vHartree[ñZc][ñ(r) + n̂(r)]dr + U(R, Zion).

(3.91)

The two energy terms E′ and Ẽ′ can be expanded as:

E′ =
∑
ij

ρij〈φ̃i| −
1

2
∆|φ̃j〉+ Exc[n

′ + nc] + EHartree[n
′]

+

∫
Ωr

vHartree[nZc]n
′(r)]dr.

(3.92)

and

Ẽ′ =
∑
ij

ρij〈φ̃i| −
1

2
∆|φ̃j〉+ Exc[ñ

′ + n̂+ ñc] + EHartree[ñ
′ + n̂]

+

∫
Ωr

vHartree[ñZc][ñ
′(r) + n̂(r)]dr

(3.93)
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An additional compensation charges n̂(r) is introduced to treat the long range

electrostatic interactions between the PAW spheres. Eqn. 3.91 is evaluated on a regular

grid whereas eqn. 3.92 and eqn. 3.93 are calculated on radial grids centered around each

ion. These two terms are introduced to correct the shape difference between the AE

and pseudo wavefunctions: the first one is the nodal features of the AE wavefunctions

near the core, and the second is the orthogonality between core and valence states.

In this thesis, the PAW method was employed due to the tremendous advantages

of its application. Generally, the PAW method is an AE and full-potential method.

It does not deal with the tightly bonded core electrons resulting the reduction of the

computational cost.

3.12 Tests of convergence

The accuracy of the DFT simulation depends on the various parameters used to com-

pute the properties of the system. A test of convergence of the different parameters

such as the plane wave kinetic energy cut-off and the number of k-points have been

performed for this study.

Fig 3.4 shows the variation of the total energy of a MoS2 monolayer with respect to

the cut-off energy. It is clearly seen that the value of the total energy does not present

a huge difference after 300 meV. Thus, It is not necessary to use an energy cut-off

greater than 300 eV since the effects on the accuracy of the simulations will not change

significantly. Therefore, all calculations in this thesis are carried out using an energy

cut-off of 300 meV.

For the integration over the FBZ, the convergence of the k-points is also tested.

Fig 3.5 presents the variation of the total energy with respect to the number of k-point

chosen to sample the FBZ. It is noted that a choice of Monkhorst pack grid greater

or equal to 2 × 2 × 1 is preferable since the total energy value converges at this
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Figure 3.4: Plot of the total energy computed with GGA and LDA (inset plot) exchange-
correlation functionals versus the cut-off energy as a test of convergence for a 5 × 5 × 1
supercell of a MoS2 monolayer.
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Figure 3.5: Plot of the total energy obtained from GGA and LDA (inset plot) exchange-
correlation functionals with respect to a n × n× 1 k-point mesh as a test of convergence
for a 5 × 5 × 1 supercell of a MoS2 monolayer.

point. These convergences were also tested using different exchange-correlation for

comparison, but no significant differences were observed on the plots as seen in fig. 3.4

and fig. 3.5.

The next chapter discusses the results for transition metal and chalcogen alloying

in a MoS2 monolayer obtained using DFT method as implemented in the VASP codes.
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Chapter 4

Published paper: First-principles

studies of chromium line-ordered

in a MoS2 monolayer

The results reported in this chapter has been published as N. F. Andriambelaza, R. E.

Mapasha, N. Chetty, Journal of Physics: Condensed Matter 29 (32) (2017) 325504.

In this work, the influence of Cr atom concentration and configuration on the prop-

erties of a MoS2 monolayer is reported. Firstly, detailed studies of a single and double

Cr doping in a MoS2 monolayer are considered. Secondly, the thermodynamic stability,

structural and electronic properties of the hypothetical Cr line-ordered alloy are inves-

tigated. Various random alloy configurations are also considered in order to analyze the

alloy shape effects on the properties of the MoS2 monolayer. The complete results are

found in the attached publication below. It contains the computational details used,

the entire results and the conclusions of the study.
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First-principles studies of chromium line-ordered alloys in a molybdenum disulfide
monolayer

N.F. Andriambelazaa,∗, R.E. Mapashaa, N. Chettya,b

aDepartment of Physics, University of Pretoria, Pretoria 0002, South Africa
bNational Institute for Theoretical Physics, Johannesburg, 2000, South Africa

Abstract

Density functional theory (DFT) calculations have been performed to study the thermodynamic stability, structural and electronic

properties of various chromium (Cr) line-ordered alloy configurations in a molybdenum disulfide (MoS2) hexagonal monolayer

for band gap engineering. Only the molybdenum (Mo) sites were substituted at each concentration in this study. For comparison

purpose, different Cr line-ordered alloy and random alloy configurations were studied and the most thermodynamically stable ones

at each concentration were identified. The configurations formed by the nearest neighbor pair of Cr atoms are energetically most

favorable. The line-ordered alloys are constantly lower in formation energy than the random alloys at each concentration. An

increase in Cr concentration reduces the lattice constant of the MoS2 system following the Vegard’s law. From density of states

(DOS) analysis, we found that the MoS2 band gap is tunable by both the Cr line-ordered alloys and random alloys with the same

magnitudes. The reduction of the band gap is mainly due to the hybridization of the Cr 3d and Mo 4d orbitals at the vicinity of the

band edges. The band gap engineering and magnitudes (1.65 eV to 0.86 eV) suggest that the Cr alloys in a MoS2 monolayer are

good candidates for nanotechnology devices.

Keywords: Two dimensional material, Molybdenum disulfide, Density functional theory, Alloys.

1. Introduction

In the last few years, two dimensional (2D) layered materi-

als have become an important area of research in material sci-

ence. Due to their reduced dimensionality, they possess unique

electronic and optical properties different from their bulk coun-

terparts [1, 2, 3, 4]. These fascinating properties make 2D

materials suitable candidates for various applications in nano-

electronic technologies [2, 5, 4]. The successful synthesis of

graphene [6] was the starting point for the extensive explo-

ration of different types of 2D materials. Graphene has ex-

tremely high charge carrier mobility and exceptional mechan-

ical flexibility [1, 4]. However, it is a zero band gap ma-

terial [1]. Consequently, this limits the direct application of

∗Corresponding author
Email address: arinala.f@gmail.com (N.F. Andriambelaza)

graphene in the nanotechnological devices. Many experimental

and theoretical efforts have been made to open a band gap in

a graphene system [7, 8, 9, 10, 11]. A sizable band gap was

achieved, but it was found to be either too small [7, 8, 9] or too

large [10, 11]. This issue drove researchers to explore other 2D

materials such as boronitrene (h-BN) [12] and transition metal

dichalcogenides (TMD) [13]. Some of the TMD 2D systems

are particularly interesting due to their tremendous properties

such as high mechanical strength, direct band gap and optical

transparency [14, 15, 16, 17]. Because of these exotic proper-

ties, TMD materials are suitable for applications in the nano-

electronic and optoelectronic devices [15, 18, 19].

TMD materials have the chemical formula MX2, where M

is a transition metal element and X stands for chalcogen from

group VIB element. Depending on the type of the transition

element and the chalcogen, TMD 2D systems can be an insu-
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lator (e.g. Zirconium disulfide (ZrS2)), metal (e.g. Niobium

disulfide (NbS2)), semimetal (e.g. Tungsten telluride (WTe2))

and semiconductor (e.g. Chromium disulfide (CrS2), Molyb-

denum disulfide (MoS2) and Tungsten disulfide (WS2)) [20].

Amongst the various TMD monolayers, MoS2 monolayer is

the most widely studied material owing to some of its spe-

cial semiconducting properties similar to those of carbon-based

graphene [21, 22]. As in other semiconductors, the electronic

and optical properties of MoS2 2D material are usually control-

lable by tuning the band gap. Thus, engineering the band gap

of MoS2 monolayer is important for designing nanoelectronic

devices.

Historically, alloying has been used as an effective method

to tune electronic structures of 3D semiconductor materials

[23, 24, 25]. Recently, several experimental and theoretical

studies have investigated the formation possibilities and elec-

tronic properties of alloys in the 2D TMD materials [26, 27,

28, 29]. For instance, Xu et al. [26] reported a chemical va-

por deposition (CVD) strategy for the growth of Mo1−xWxS2

and MoS1−xSex monolayers. It was found that W (Se) al-

loys increase (reduce) the band gap of pristine MoS2 mono-

layer from 1.83 eV to 1.97 eV (1.55 eV). It was suggested

that this band gap engineering is important to further optimize

the performance of nanoscale photoelectronic devices. Ton-

gay et al. [29] successfully synthesized Mo1−xWxSe2 and re-

ported that the band gap of a MoS2 monolayer can be tuned

by varying the W concentration. Using density functional the-

ory (DFT) approach, Xi et al. [27] reported that the band gap

of MoS2 monolayer is tunable by W alloying and its enthalpy

of formation is exothermic. Komsa et al. [28] investigated

the thermodynamic stability and electronic properties of ran-

dom Mo1−xWxS2, MoS1−xSex, MoS1−xTex and MoSe1−xTex al-

loys using DFT. They found that the formation energies for

MoS1−xTex and MoSe1−xTex alloys are positive although very

small and for Mo1−xWxS2 and MoS1−xSex are negative. They

also noted that the chalcogen alloys usually reduce the band

gap of a MoS2 monolayer, whereas W alloys raise it during the

increase in concentration. In general, Se, Te and W alloys in

a MoS2 monolayer are exothermic and fine tune the band gap.

This band gap engineering in a MoS2 system is essential for the

fabrication of nanoelectronic devices. Chromium (Cr) is in the

same periodic table group with Mo and W, and thus deserve to

be investigated as well. Ref. [30] reported that creating TMD

alloys within the same transition metal group is usually feasi-

ble. This has been noted in the case of W replacing Mo or Se

and Te replacing S in a MoS2 monolayer. These type of systems

have a very small lattice mismatch with the MoS2 monolayer.

To the best of our knowledge, there is no detailed publications

on the study of Mo1−xCrxS2 and the transition from MoS2 to

CrS2 monolayer through Cr alloying.

Studying all the possible configurations of alloys in a MoS2

monolayer using a DFT method is not a tractable task. Alloys

in a 2D materials can appear in different configurations such as

clusters (many shapes : triangle-like, square, circular, etc), lines

and can randomly scattered away from each other in different

forms. The number of possible distinct configurations at any

concentration with a number n of the Cr atoms is obtained by :

N!
n!(N − n)!

, (1)

where N is the total number of Mo sites in a monolayer. For

instance, in the case of 20% concentration constituted by a to-

tal of 5 Cr atoms replacing the Mo atoms in a 5 × 5 super-

cell, there are 53130 possible configurations. Computing all of

these possible configurations is practically impossible as this re-

quires huge computational resources. To reduce this difficulty,

adopting typical configurations is helpful. Experimentally, it

was reported that the TMD alloys are usually synthesized in

random phases at high temperatures [30]. However, DFT stud-

ies at 0 Kelvin have reported that ordered phases have a lower

formation energy than random phases [30, 31, 32]. Most of

the previous studies on TMD alloys considered various cluster

configurations using a DFT approach [30, 31, 33]. A line alloy

which is another form of ordered alloy can appear in differ-

ent configurations in a MoS2 monolayer, therefore worth to be

studied and to know the most energetically favorable configu-

ration. Komsa et al. [34] have studied line-ordered alloys of the

2
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Se atoms substituting the S atoms in a MoS2 monolayer. They

stated that line-ordered alloy can be a way to alter the electronic

properties of MoS2 monolayer. The knowledge of the transition

metal line-ordered alloys substituting the Mo sites is scarce.

In this paper, we present a comparative study of the physi-

cal properties of line-ordered alloys and random alloys of Cr

atoms in a MoS2 monolayer using a DFT approach. In a MoS2

monolayer supercell, the possible line-ordered alloy configura-

tions are few and can easily be identified at each Cr concentra-

tion. However, for the random alloys, a large number of differ-

ent configurations are possible. Special quasi-random structure

(SQS) method [35] is a tool that can mimic the possible random

alloy configurations at each concentration. This method has

been successfully applied to various alloys in a MoS2 mono-

layer [33].

Based on the alloy formation energy analysis, we identify the

lowest energy configurations for line-ordered alloys as well as

random alloys at each concentration, when the Cr atoms substi-

tute the Mo atoms. To have an insight to the electronic proper-

ties of the lowest energy configurations, the densities of states

(DOS) were plotted. As opposed to W alloys, the band gap

of Mo1−xCrxS2 decreases with the increase in Cr concentration.

The band gap of MoS2 monolayer is finite but tunable, making

it a good candidate in nanoelectronic devices.

2. Methodology

We have systematically investigated the thermodynamic sta-

bility, the structural and electronic properties of Mo1−xCrxS2

alloys using the DFT method implemented in the Vienna ab-

initio simulation package (VASP) [36, 37]. To describe the core

electron interactions, projector augmented wave (PAW) pseu-

dopotential [38] were used. The generalized gradient approxi-

mation (GGA) exchange correlation parameterized by Perdew,

Burke, and Ernzerhof (PBE) [39] was employed to treat the

exchange correlation interactions. The supercell size, kinetic

energy cut-off and Brillouin zone sampling convergence tests

were conducted, and a 5 × 5 supercell was chosen. A ki-

netic energy cutoff of 300 eV for the plane wave expansion and

2 × 2 × 1 k-point mesh were used. All the structures were fully

relaxed. The convergence threshold was 10−5 eV for energies

and 2 × 10−2 eV/Å for forces. To suppress interactions between

adjacent supercells, a vacuum spacing of 15 Å was constructed

in the perpendicular direction.

To examine the relative stability of the distinct possible con-

figurations of Mo1−xCrxS2 alloys, the formation energy of each

configuration was evaluated. The formation energy (E f orm) is

given by:

E f orm = EMo1−xCrxS 2 − (1 − x)EMoS 2 − xECrS 2 , (2)

where EMo1−xCrxS 2 , EMoS 2 and ECrS 2 are the total energies of

the mixed compound, the pristine MoS2 and the pristine CrS2

monolayers, respectively. The x parameter is the concentration

of Cr introduced in a MoS2 monolayer [40].

The different flavors of GGA functional [41, 42, 43, 39, 44]

are known to underestimate the energy band gap of a material.

In order to improve our band gap values, the hybrid functional

of Heyd, Scuseria, and Ernzerhof (HSE06) [45] was also used.

At the end of our discussion, we briefly compare the band gap

values obtained from GGA functional with those obtained from

the HSE functional.

The Cr substitution alloys in a MoS2 monolayer

(Mo1−xCrxS2) can be generalized as a binary A1−xBx al-

loy. For a perfect random alloy, the correlation function is

given by
�

k,m(R)= (2x − 1)k, where k = 2, 3, ... indicates the

pair (2), triple (3),... correlation functions; m = 1, 2, 3, ... indi-

cates the first, second and third,...,nearest-neighbor distances

and x represent the concentration of the substituted atoms [46].

In the SQS method, the sites i occupied by atoms A or B are

assigned to a variable σi equals to -1 or 1, respectively. The

correlation function for this binary alloy can be written as
�

k,m =
1

Nk,m

�
{k,m} σ1σ2...σk, where Nk,m is the total number

of shape that can be obtained when varying k and m. In the

present study, only the nearest-neighbor pairs are scrutinized,

since the interactions between far distant neighbors have been

reported not to have much effect on the total energy [33]. In

this model (nearest neighbor pair), the correlation function

3
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Π2,1 is given by Π2,1 =
1

Nbond

� j>h
j,h=1,N σ jσh, where Nbond is

the number of bonds between nearest neighbor metals, N is

the total number of transition metal in the supercell, j and h

represent the two pair sites considered. If the total number of

the nearest-neighbor bonds between A − A (Mo-Mo), B − B

(Cr-Cr) and A− B (Mo-Cr) atoms are denoted by NAA, NBB and

NAB, respectively, the correlation function can be written as :

Π2,1 =
NAA + NBB − NAB

NAA + NBB + NAB
. (3)

The number of atoms A (Mo) and B (Cr) in an A1−xBx alloy

is given by: NA = N(1− x) and NB = Nx. In addition, assuming

that z is the coordination number of atoms in the system, NA

and NB are related to the number of bonds as:



NA =
NAB+2NAA

z

NB =
NAB+2NBB

z

(4)

Therefore, the correlation function in Eq. 3 becomes :

Π2,1 = 1 − 4x +
8NBB

Nz
. (5)

Thus, Eq. 5 shows that the correlation function can be com-

pletely described by NBB. The SQS configurations are consid-

ered to have the same correlation functions as the perfect ran-

dom alloys:
�

2,1(R) =
�

2,1(S QS ) [46]. Using this equality

and Eq. 5, we found that the number of NBB =
1
2 x2Nz in a TMD

monolayer. In our study, N = 25 and z = 6 in a 5 × 5 supercell

of MoS2 monolayer. It can be shown that at x = 0.2, 0.4, 0.6

and 0.8 the NBB = 3, 12, 27 and 48 respectively, yielding the

SQS random alloy configurations. Many random alloys config-

urations are possible but the optimum SQS configurations are

those that have the same correlation function as the perfect ran-

dom alloy, i.e, pair, triple, etc.

3. Results and discussion

In order to study the effect of the Cr substitutional dopants

on the thermodynamic stability, structural and electronic prop-

erties of a MoS2 monolayer, the physical properties of the pris-

tine MoS2 and CrS2 monolayers need to be understood first. In

this section, we investigate the structural and electronic prop-

erties of these pristine systems. Thereafter, the Cr atoms are

introduced into a MoS2 monolayer by occupying the Mo sites

only. An incorporation of the Cr atoms into a MoS2 monolayer

is treated in two cases; firstly, the low Cr concentration has been

considered and secondly, the high concentration has been taken

into account to form the alloys.

3.1. Pristine MoS2 and CrS2 monolayers

Figure 1: (a) Top view and (b) side view of the 2D TMD MoS2 or CrS2. The

blue spheres indicate the transition metal atoms and the light yellow spheres

indicate the sulfur (S) atoms. �a1 and �a2 are the lattice vectors. A unit cell is

drawn with dashed lines.

The 2D TMD (MoS2 and CrS2) have different polymorphs

such as the hexagonal and tetragonal [47]. Previous studies re-

ported that the hexagonal structures of MoS2 and CrS2 mono-

layers are the most stable ones [20]. Top view and side view of

the hexagonal TMD monolayer are shown in Fig. 1. The tran-

sition metal (Mo or Cr) layer is sandwiched between the two

adjacent sulfur (S) layers and form covalent bonds. The transi-

tion metal atoms occupy one sublattice of the hexagon and the

S atoms occupy the other.

The fully optimized lattice constant for the MoS2 and CrS2

monolayers are found to be 3.18 Å and 3.05 Å, respectively.

The bond lengths Mo-S and Cr-S are 2.41 Å and 2.29 Å, re-
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Figure 2: The total density of states (TDOS) for the pristine (a) MoS2 and

(b) CrS2 monolayers (black lines). The red and green curves are the projected

density of states (PDOS) for the transition metal d orbitals and S 3p orbitals,

respectively. The dashed vertical lines indicate the Fermi level.

spectively. These values agree quite well with the experimental

and the previous DFT data [48, 49, 50].

To study the electronic properties of the pristine MoS2 and

CrS2 monolayers, density of states (DOS) were evaluated.

Fig. 2 shows the total DOS (TDOS) for pristine MoS2 (Fig. 2a)

and CrS2 (Fig. 2b) monolayers. These plots present a gap be-

tween the top of the valence band (VBM) and the bottom of

the conduction band (CBM) indicating that both the pristine

systems are semiconductors. We found that the band gaps of

MoS2 and CrS2 monolayers are 1.65 eV and 0.86 eV, respec-

tively. These values are consistent with the previous theoretical

and experimental data shown in Table. 1. The PDOS in Fig. 2

show that the VBM and CBM states of MoS2 and CrS2 mono-

layers arise mainly from the 4d and 3d orbitals of the transition

metal, respectively. Small contribution from the 3p orbitals of

the S atoms is noted in both figures. This is in agreement with

the results of Dolui et al. [55] and Zhuang et al. [54].

Table 1: The theoretical and experimental energy band gaps of the pristine

MoS2 and CrS2 monolayers.

Structure Method Band gap (eV) Ref.

MoS2 Experimental 1.9 [51]

Experimental 1.75 [52]

GGA 1.67 [49]

GGA 1.65 This work

HSE 2.25 [49]

HSE 2.14 [53]

HSE 2.17 This work

CrS2 GGA 0.89 [33]

GGA 0.86 This work

HSE 1.48 [54]

HSE 1.31 This work

Spin polarized calculations were carried out for all of the cal-

culations in this paper. However, the majority spin DOS are

symmetrical to the minority spin DOS, indicating that the sys-

tems are non magnetic in nature [33, 56]. Therefore, we only

show the DOS for spin-up channel, for the entire paper.

3.2. Isolated Cr dopants in a MoS2 monolayer

Next, we examine the effect of isolated (I) one and two Cr

dopants on the thermodynamic stability, structural and elec-

tronic properties of a MoS2 monolayer. As mentioned earlier,

the Mo and S atoms occupy different sublattices of the hexago-

nal MoS2 monolayer as shown in Fig. 1.

The Mo atoms occupy one sublattice for the entire structure,

and due to the symmetry of the system, we only have one possi-

ble unique configuration for single Cr doping shown in Fig. 3a

called C1(I). However, in the case of the two Cr dopants, differ-

ent configurations are possible. All the distinct configurations

of the two Cr dopants are shown in Fig. 3(b-e), namely con-

figurations C2(I), C3(I), C4(I) and C5(I). Configuration C2(I) is

constructed by introducing the two Cr atoms at the Mo sites

within the same hexagonal ring-like in a 5 × 5 supercell of a

MoS2 monolayer. These two dopants are first nearest neighbor

to each other (see Fig. 3b). The second possible configuration

5
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Figure 3: (a) The relaxed structure of a single Cr doping in a MoS2 monolayer.

The various configurations of the two Cr dopants (b) C2(I), (c) C3(I), (d) C4(I)

and (e) C5(I). The blue, red and light yellow spheres indicate the Mo, Cr and S

atoms, respectively.

C3(I) involves the second hexagonal ring-like. C3(I) is obtained

when the second Cr atom is the second nearest neighbor of the

first Cr atom (see Fig. 3c). Configuration C4(I) is obtained when

the second Cr atom is placed as the third nearest neighbor with

the first Cr atom (see Fig. 3d). The last configuration C5(I) is

obtained when the second atom is the forth nearest neighbor of

the first Cr atom (see Fig. 3e) considering only the Mo sites.

In order to study the stability of these different configura-

tions, we calculated the formation energies using Eq. 2. The

formation energy for C1(I) is 2 meV, revealing an endothermic
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Figure 4: The formation energies for distinct configurations of the two dopants

in a MoS2 monolayer. Along the x axis, configurations C2(I), C3(I), C4(I) and

C5(I) denote the first, second, third and forth nearest neighbor Cr atoms.

reaction. Fig. 4 summarizes the formation energies for the dif-

ferent configurations of the two dopants in a MoS2 monolayer

(C2(I), C3(I), C4(I) and C5(I)). It can be seen that C4(I) has the

highest formation energy, while C2(I) possessing the lowest. We

realize that the Cr-doped system becomes more unstable when

the Cr atoms move farther away from each other. Thus, this

is an evidence that the two Cr dopants prefer to be closer to

each other in a MoS2 supercell, when considering the Mo sites

only. Although positive, the formation energies shown in Fig. 4

are very low, suggesting that Cr-doped configurations can form

under reasonable conditions.

In all configurations considered, the Cr-S bond distance is

0.10 Å on average lower than the initial bond length of the

MoS2 monolayer. Various bond lengths can be read from Fig. 3.

This relatively small value reveals that Cr does not cause signif-

icant structural distortions in a MoS2 monolayer.
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Figure 5: (a) The TDOS of single Cr doping in a MoS2 monolayer (C1(I)). The

TDOS of the configurations (b) C2(I), (c) C3(I), (d) C4(I) and (e) C5(I). The black

dashed vertical lines indicate the Fermi level.

Fig. 5 presents the TDOS of our distinct Cr configurations

in a MoS2 monolayer. It is found that the incorporation of the

Cr dopants preserves the semiconducting properties of MoS2

monolayer but reduces the band gap of the system significantly.

Even at a very low concentration of 4% Cr dopant (one Cr

6
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Figure 6: All the possible configurations of line-ordered alloys of Mo1−xCrxS2 at each concentration. Configurations (a) C1(0.2)L and (b) C2(0.2)L correspond to 20%,

(c) C1(0.4)L and (d) C2(0.4)L to 40%, (e) C1(0.6)L and (f) C2(0.6)L to 60%, and (g) C1(0.8)L and (h) C2(0.8)L to 80% of the Cr atoms. The blue, red and yellow spheres

represent the Mo, Cr and S atoms, respectively. The formation energy (E f orm) of each configuration obtained using Eq. 2 is shown at the bottom of each diagram.

dopant), the band gap has been reduced from 1.65 eV (pris-

tine MoS2) to 1.48 eV. Comparing different configurations of

the two dopants, it is noted that the most stable configuration

C2(I) has the smallest band gap (see Fig. 5b), while C5(I) pos-

sessing the largest (see Fig. 5e). Revealing that the band gap

can be fine tuned by variation of the distance between the two

Cr dopants.

Since these preliminary results suggest that the Cr atoms pre-

fer to be closer to each other, it is important to examine the ef-

fect of Cr dopants at high concentrations. In this study, the Cr

line-ordered alloy and random alloy at different concentrations

and in various configurations are studied. This is further sup-

ported by Lewis et al. [57] who reported that Cr substituting Mo

in a MoS2 monolayer can be synthesized at high concentration.

3.3. Line-ordered and random alloys of Cr atoms in a MoS2

monolayer

3.3.1. Thermodynamic stability and structural properties of

Mo1−xCrxS2 alloys

As mentioned earlier, simulation of the alloys in a layered

systems is a great challenge due to thousands of possible atomic

arrangements. In this section, a systematic study of Cr line-

ordered alloys and random alloys has been considered. Five

concentrations (x = 0.2, x = 0.4, x = 0.6 and x = 0.8 corre-

spond to 20%, 40%, 60%, 80% and 100% Cr atoms) have been

chosen.

To create the line-ordered alloys, we substitute the Mo atoms

in a MoS2 monolayer with the Cr atoms at different concentra-

tions, along a particular direction (zigzag and diagonal). At

each concentration, distinct configurations are identified and

examined. All the possible Cr configurations are shown in

Fig. 6 named C1(0.2)L, C2(0.2)L, C1(0.4)L, C2(0.4)L, C1(0.6)L, C2(0.6)L,

7
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Figure 7: Various selected unique Cr random alloy configurations at 20% of Cr atoms (left panel): (a) C1(0.2)R, (b) C2(0.2)R, (c) C3(0.2)R, (d) C4(0.2)R, (e) C5(0.2)R, (f)

C6(0.2)R, (g) C7(0.2)R and (h) C8(0.2)R. Those obtained at 40% (right panel) are : (i) C1(0.4)R, (j) C2(0.4)R, (k) C3(0.4)R, (l) C4(0.4)R, (m) C5(0.4)R, (n) C6(0.4)R, (o) C7(0.4)R

and (p) C8(0.4)R. At 60% and 80% concentrations, the selected configurations are the same as those obtained at 40% and 20%, respectively, but with transition metals

swapped. The blue, red and yellow spheres represent the Mo, Cr and S atoms, respectively.

C1(0.8)L and C1(0.8)L. To avoid repetition, the periodic boundary

conditions are always taken into account when constructing the

line-ordered alloys. Configurations C1(0.2)L and C2(0.2)L corre-

spond to 20% of the Cr atoms. Configuration C1(0.2)L is obtained

when the Cr atoms are placed along a zigzag path of the hexag-

onal MoS2 monolayer occupying the same Mo sublattice (see

Fig. 6a) and configuration C2(0.2)L is formed by substituting the

Mo atoms along the diagonal of the supercell, also occupying

the same Mo sites (see Fig. 6b).

Configurations C1(0.4)L and C2(0.4)L correspond to 40% of the

Cr atoms. In C1(0.4)L, the Cr atoms constitute two adjacent par-

allel lines along the zigzag path (see Fig. 6c). Configuration

C2(0.4)L is constructed by two lines of the Cr atoms along the

zigzag, but separated by a line of the Mo atoms (see Fig. 6d). At

40% concentration, the line-ordered alloy along the diagonal is

not possible. Following the same pattern, configurations C1(0.6)L

and C2(0.6)L are identified in 60% concentration (see Fig. 6e and

Fig. 6f). Lastly, configurations C1(0.8)L and C2(0.8)L are obtained

when 80% of the Cr atoms substitute the Mo atoms. These con-

figurations are similar to those of C1(0.2)L and C2(0.2)L but the

transition metal elements are swapped (as shown in Fig. 6g and

Fig. 6h). It is clear that at each Cr concentration, only two dis-

tinct line-ordered alloy configurations are possible.

For random alloys, many unique configurations at each con-

centration are identified using SQS method. Fig. 7 presents

the selected unique configurations at 20% and 40% concentra-

tions. For a perfect alloy (optimum pair correlation function

of the SQS) at 20% concentration, three Cr-Cr bonds (NBB =

3) should be formed at each configuration as described in the

methodology. For instance in configuration C1(0.2)R shown in

Fig. 7a, the three Cr atoms adjacent to each other form two Cr-

Cr bonds (NBB) and the third Cr-Cr bond is formed relatively

far away. In configuration C2(0.2)R, three of the introduced Cr

atoms substitute the three Mo atoms in the hexagonal ringlike

showing a triangular arrangement, forming the required three

bonds (Fig. 7b). The remaining two Cr atoms do not necessarily

need to form NBB (Cr-Cr bond). Following the same procedure,

configurations C3(0.2)R, C4(0.2)R, C5(0.2)R, C6(0.2)R, C7(0.2)R and

C8(0.2)R are also identified. The same procedure (SQS model

for nearest-neighbor pair) has been applied at 40% concentra-

tion. Hence, at 40%, the required NBB = 12 has been met and

all the identified configurations are also presented in Fig. 7. At

60% and 80% concentrations, all the selected configurations are

the same as those obtained at 40% and 20%, respectively, but

with transition metals swapped. Some of our configurations are

the same as those in ref. [58] for Mo(1−x)WxS2.

In order to compare the relative stabilities of the Cr line-

ordered alloys and random alloys, we have calculated the for-

mation energies using Eq. 2. The calculated formation ener-

gies of the line-ordered alloys are presented in the bottom of

each diagram in Fig. 6. Although formation of the Cr line-

ordered alloys seems to be endothermic (positive formation en-
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Figure 8: (a) The calculated formation energies of the lowest energy configurations for the Cr line-ordered alloys and random alloys at different concentrations. (b)

The lattice constant for Mo1−xCrxS2 alloys at different concentrations. The red line connects the lowest energy configurations for the line-ordered alloys while the

green line connects those for the Cr random alloys.

ergy), their magnitude values are relatively very small, suggest-

ing that formation of the Cr alloys in a MoS2 monolayer can

be spontaneous. Comparing the formation energies of the line-

ordered alloy configurations at each concentration, we found

that C1(0.2)L, C1(0.4)L, C1(0.6)L and C1(0.8)L are energetically the

most stable configurations at 20%, 40%, 60% and 80%, respec-

tively. Configuration C1(0.2)L is 1.1 meV lower than C2(0.2)L in

energy at 20% concentration. Since the separations between the

Cr atoms are larger in configuration C2(0.2)L than in configura-

tion C1(0.2)L, this observation suggests that the interaction of Cr

alloys in a MoS2 monolayer is desirable. Moreover, the major

driving force on the stability of these systems is the concentra-

tion, because Fig. 8a shows a parabolic curve revealing that the

formation energies of the configurations rise with the increase

in Cr or Mo concentration. At 40%, it is noted that configura-

tion C1(0.4)L is more energetically favorable than configuration

C2(0.4)L. This emphasize an idea that the Cr atoms prefer to be

grouped together. It can be seen that when the two Cr lines al-

loys are separated by a line of the Mo atoms (see Fig. 6d), the

relative stability of configuration C1(0.4)L reduces significantly.

This trend is also noted in 60% of the Cr atoms. In config-

uration C1(0.6)L, three Cr lines alloy are grouped together (see

Fig. 6e) but in configuration C2(0.6)L, three Cr lines alloy are

separated by a line of the Mo atoms (see Fig. 6f). We observe

that configuration C1(0.6)L is more energetically favorable than

configuration C2(0.6)L. At 80% concentration, we note the same

behavior as that of 20%. This is not surprising because in 80%

concentration, the Cr atoms occupy the sites of Mo in 20%.

Table. 2 presents the stability of the various Cr random alloy

configurations. Just like in the line-ordered alloys, the forma-

tion energies of all configurations are positive. Although posi-

tive formation energies indicate that Mo1−xCrxS2 would prefer

segregation at 0K [33], their magnitudes are very small sug-

gesting that they can form at temperatures of few degrees Cel-

sius. These Cr random alloys are plausible structures and some

of these configurations were synthesized at low concentra-

Table 2: Formation energies of the selected unique Cr random alloy configura-

tions at different concentrations x. The bold values represent the lowest energy

configurations at each concentration.

Formation energies (eV)

Conf. x = 0.2 x = 0.4 x = 0.6 x = 0.8

C1R 0.0086 0.0139 0.0149 0.0090

C2R 0.0104 0.0181 0.0169 0.0997

C3R 0.0089 0.0149 0.0147 0.0122

C4R 0.0103 0.0144 0.0146 0.0119

C5R 0.0102 0.0185 0.0179 0.0124

C6R 0.0095 0.0130 0.0145 0.0095

C7R 0.0097 0.0182 0.0169 0.0091

C8R 0.0100 0.0167 0.0161 0.0124
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tion [57]. The thermodynamic stability of these alloys greatly

depends on the Cr pair coordination (Cr-Cr), see the lowest en-

ergy configuration C1(0.2)R shown in Fig. 7a. Apart from C1(0.2)R

and C3(0.2)R, all other configurations have slighty high forma-

tion energies since they possess an unpaired Cr atoms. This is

in agreement with Wei et al. [33] who reported that the long dis-

tance neighbors interaction contribute less energy than nearest-

neighbor. Following the pair correlation function, the same be-

havior is noted at 40% concentration. The most energetically

favorable configuration at 40% concentration, C6(0.4)R is shown

in Fig. 7n. In this configuration, it is noted that all the Cr atoms

are paired showing NBB correlation. All the selected configu-

rations at 60% behave as those at 40%. Similar finding is ob-

served also for 20% and 80% concentrations. Configurations

C6(0.6)R and C1(0.8)R to be the most stable at 60% and 80% re-

veal that even Mo alloys in CrS2 monolayer would prefer pair

coordination.

The formation energies of the most stable structures at each

concentration for the two types of alloys considered are plotted

in Fig. 8a. We found that at x = 0.2 and x = 0.8, the energy

difference between the Cr line-ordered alloys and Cr random al-

loys are very small. This might originates from the fact that in

both configurations C1(0.2)L and C1(0.2)R, the Cr atoms are com-

pletely paired to each other enhancing the stability. However,

at x = 0.4 and x = 0.6, the line-ordered alloys have significant

lower formation energy than the random alloys. The most stable

configurations for the Cr line-ordered alloys C1(0.4)L and C1(0.6)L

present a continuous Cr atom pair coordination, whereas in the

Cr random alloy configurations (C6(0.4)R and C6(0.6)R), there is a

Mo line separating the group of paired Cr atoms compromising

the stability. Therefore, our results reveal that the line-ordered

alloys are plausible structures and can be synthesized at the

same conditions as random alloy structures.

We now study the effect of the Cr line-ordered alloys and ran-

dom alloys on the structural properties of a MoS2 monolayer.

After full relaxation, we note that the incorporation of the Cr

atoms into MoS2 monolayer preserves the hexagonal symmetry

of the system but the area changes due to the change in lattice

constants. Fig. 8b shows how lattice constants of Mo1−xCrxS2

alloys change as a function of Cr concentration. We find that

the values of the lattice constants for the alloys range between

those of pristine MoS2 and CrS2 monolayers in both cases. It

is also noted in Fig. 8b that the lattice constants of the configu-

rations are inversely proportional to the Cr concentration. This

reduction is specifically due to the smaller atomic radius of Cr

atom compared to that of Mo atom. The atomic radii of Cr and

Mo are 166 picometers and 190 picometers, respectively [59].

Usually, the physical properties (e.g. lattice constant and

band gap) of an alloy Mo1−xCrxS2 as a function of the dopants

concentration x are described by the following quadratic equa-

tion [25, 31, 60]:

P(x) = (1 − x)P(MoS 2) + xP(CrS 2) − bx(1 − x) , (6)

where P(MoS2) and P(CrS2) are the physical properties of the

pristine MoS2 and CrS2 monolayers, respectively and b is called

bowing parameter. It characterizes the degree of deviation from

linearity trend.

If b in Equation. 6 is equal to zero, the so called Vergard’s

law is obeyed. This law states that there is a linear relation-

ship between the physical properties of a host material and the

concentration of alloys [61, 31]. Then Eq. 6 reduces to:

P(x) = xP(NX2) + (1 − x)P(MX2) . (7)

We plotted in Fig. 8b the lattice constants of the lowest en-

ergy configurations for the line-ordered alloys and random al-

loys as a function of Cr concentration. For comparison purpose,

we have plotted also in Fig. 8b, the lattice constants of the alloys

using Eq. 7. We note that the three plots, for the random and

line-ordered alloys and Eq. 7, are superimposed on top of each

other. It can also be seen in Fig. 8b that the lattice parameters

change almost linearly with the Cr concentration. This charac-

teristic of the line-ordered and random alloys obeys Vergard’s

law.
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Figure 9: TDOS and PDOS of the stable structures for the Cr line-ordered

alloys in a MoS2 monolayer: (a) C1(0.2)L, (b) C1(0.4)L, (c) C1(0.6)L and (d)

C1(0.8)L. The black dashed vertical lines indicate the Fermi level.
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Figure 10: TDOS and PDOS of the stable structures for the Cr random

alloys in a MoS2 monolayer: (a) C1(0.2)R, (b) C6(0.4)R, (c) C6(0.6)R and (d)

C1(0.8)R. The black dashed vertical lines indicate the Fermi level.

3.3.2. Electronic properties of Mo1−xCrxS2 alloys

To examine the electronic properties of the Mo1−xCrxS2 al-

loys, DOS calculations were carried out. Fig. 9 and Fig. 10

show the TDOS and PDOS of the stable structures at 20%, 40%,

60% and 80% of the Cr atoms for the line-ordered alloys and

random alloys, respectively. We find that these two types of al-
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Figure 11: The band gaps of Mo1−xCrxS2 line-ordered alloys and random al-

loys as a function of Cr concentration. Red line connects the band gaps of the

most energetically favorable configurations for the line-ordered alloys at each

concentration C1(0.2)L, C1(0.4)L, C1(0.6)L and C1(0.8)L, while the green line con-

nects those for the random alloys C1(0.2)R, C6(0.4)R, C6(0.6)R and C1(0.8)R.

loys significantly fine tune the band gap of a MoS2 monolayer.

For all Cr concentrations considered, the semiconducting be-

havior of a MoS2 monolayer is preserved but the band gap is

reduced.

Figure 12: (a)Top view of Mo1−xCrxS2 line-ordered alloys showing the devia-

tion in bond lengths due to Cr atoms. (b) Side view of the same Mo1−xCrxS2

structure. The blue, red and yellow spheres indicate the Mo, Cr and S atoms,

respectively.

Fig. 11 presents the band gap values of the Mo1−xCrxS2 al-

loys calculated at different Cr concentrations. We find that the

band gap decreases when the Cr concentration increases. The

reason might be due to the inward strain along the xy-plane

induced by small atomic radii of the Cr atoms compared to

those of Mo atoms. No Cr buckling is noted along the z-axis of
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Figure 13: Partial charge densities of the VBM and CBM for the lowest energy line-ordered alloy configurations at (a) 20%, (b) 40%, (c) 60% and (d) 80% Cr

concentrations.

the MoS2 monolayer (see Fig. 12b). Bond lengths of the line-

ordered alloys are displayed in Fig. 12a . The relaxed Cr-S bond

length is about 2.31 Å on average (same for both line-ordered

alloys and random alloys). This value is 0.1 Å less than that of

Mo-S of about 2.41 Å. The deviation in bond lengths should be

responsible for reduction of the MoS2 monolayer band gap as

well as the lattice constant. This is opposite to the previous re-

sult on isovalent substitution MoxW1−xS2, where the band gap

increases with the concentration of W atoms [28]. The band

gap of Mo1−xCrxS2 line-ordered alloys as well as random alloys

range between 1.65 (x = 0) and 0.86 eV (x = 1). This range of

band gap is suitable for solar spectrum and thus tuning the band

gap of a MoS2 monolayer has an important role in the solar en-

ergy conversion [53]. These values might improve when using

other exchange-correlation functionals such as HSE or Green’s

function (GW) [62].

Subsequently, in order to study the contribution of the Cr or-

bital states on the reduction of band gap, we analyze the PDOS

for stable configurations at 20%, 40%, 60% and 80% shown

in Fig. 9 and Fig. 10. This is to examine if there is any hy-

bridization of Cr, Mo and S orbitals. For all cases, it is noted

that the 4d orbitals of the Mo atoms and 3d orbitals of the Cr

atoms are the major contributors for the VBM. The 3p orbitals

of the S atoms also contribute for the VBM but in a small mag-

nitude. We also find that CBM state is mainly contributed by

the 3d orbitals of the Cr atoms. These Cr 3d orbitals states get

more populated at the band edges when the Cr concentration

increases, thus reducing the band gap significantly as shown in

Fig. 9d and Fig. 10d. We further analyze the partial charge den-

sity distribution for VBM and CBM states for the lowest energy

line-ordered alloy configurations shown in Fig. 13. It is noted

indeed that the VBM state is mainly dominated by Mo and Cr

charge densities (see Fig. 13a). The small cloud of charge on

the S atoms next to Cr atoms is also noted. On the other hand,

the CBM state only arises from the Cr atoms charge density at

each concentration. These partial charge densities results con-

firm the PDOS analysis.

The GGA exchange correlation is known to severely under-

estimate the band gap of a real material. In order to check the re-

liability of our previous GGA calculations, we have calculated

the TDOS using HSE functional. For the pristine MoS2 and

CrS2 monolayers, our HSE band gaps are 2.17 eV and 1.31 eV.
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Our results are in agreement with the previously reported HSE

values (as shown in Table. 1). Compared to the experimen-

tal data, HSE overestimates the band gap of MoS2 monolayer

(∼+0.25 eV). Due to the high computational cost consuming

of the HSE calculations, we calculated the band gaps of low-

est energy configurations. At 20% of the Cr atoms, the HSE

band gap is 1.62 eV (1.71 eV) for line-ordered (random) al-

loys more than the GGA value by 0.49 eV (0.64 eV). At 40%,

a HSE band gap of 1.53 eV (1.52 eV) has been obtained also

more than the GGA predicted value. Although HSE values are

more than the GGA values in magnitude, their trends are the

same. This suggests that GGA functional can qualitatively de-

scribe the line-ordered alloys in a MoS2 monolayer. Our results

suggest that Mo1−xCrxS2 line-ordered alloys are essential for

nanotechnology devices.

4. Conclusions

In conclusion, using a DFT approach, we have successfully

performed a comparative study of the thermodynamic stability,

structural and electronic properties of Mo1−xCrxS2 line-ordered

alloys and random alloys. The lowest energy configuration has

been identified at each concentration to predict new plausible

materials for nanotechnological device applications. The line-

ordered alloys are constantly lower in formation energies than

the random alloys at each concentration. Generally, the forma-

tion energies for all configurations are found to be very small

(close to zero) suggesting that the Mo1−xCrxS2 alloys can be

synthesized under ambient conditions.

Interestingly, both the line-ordered alloys and random alloys

fine tuned the band gap of a MoS2 monolayer. The Cr con-

centrations are found to be the major driving force in tuning

the band gap of a MoS2 monolayer. The small atomic radii of

the Cr atoms compared to those of Mo atoms induces inward

strain in the structure affecting the electronic properties of the

MoS2 monolayer. The hybridization of the Cr 3d and Mo 4d

orbitals occurs at the vicinity of the band edges resulting in the

reduction of the band gap. The magnitude of the Mo1−xCrxS2

alloys band gap values obtained from GGA and HSE function-

als meets the requirements for solar energy conversion and nan-

otechnological devices applications. The further study of line-

ordered alloys is encouraged for other TMD, both theoretically

and experimentally.
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Chapter 5

Published paper: Band gap

engineering of a MoS2 monolayer

through oxygen alloying: an

ab initio study

The results reported in this chapter has been published as N. F. Andriambelaza, R. E.

Mapasha, N. Chetty, Nanotechnology 29 (50) (2018) 505701.

In this work, the effects of the O line-ordered alloy configuration on the thermo-

dynamic stability, structurale and electronic properties of the MoS2 monolayer are

investigated. The various properties of the most stable O line-ordered configurations

at every concentration are compared with that of well-known random and cluster alloy

configurations. The details of this study are presented in the attached publication.

This publication provides a description of the computational details, a discussion of

the obtained results and at the end conclusions of the entire study are given.
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Band Gap Engineering of a MoS2 Monolayer through

Oxygen Alloying: an Ab-Initio Study

N.F. Andriambelazaa,∗, R.E. Mapashaa, N. Chettya,b

aDepartment of Physics, University of Pretoria, Pretoria 0002, South Africa
bNational Institute for Theoretical Physics, Johannesburg, 2000, South Africa

Abstract

Oxygen (O) alloying in a MoS2 monolayer appearing in different shapes:

line-ordered, cluster and random have been theoretically designed, for band

gap engineering in order to extend its nanotechnological applications. The

thermodynamic stability, structural and electronic properties of these alloy

configurations at each concentration have been comparatively studied using

the density functional theory methods. Based on the formation energy anal-

ysis, the O line-ordered alloys are most stable compared to the well known

random and cluster alloys at high concentration, while at low concentration

they compete. The lattice constants of all the alloyed systems decrease lin-

early with the increase in O concentration, consistent with Vegard's law.

The Mo-O bond lengths are shorter than the Mo-S leading to a reduction

in the band gap, based on density of state analysis. The partial charge den-

sity reconciling with the partial density of states analysis reveals that the

band gap reduction is mainly contributed by the Mo 4d and O 2p orbitals as

shown at the band edges of the density of states plots. Creation of stacking

∗Corresponding author
Email address: arinala.f@gmail.com (N.F. Andriambelaza)
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of MoS2 with MoO2 gives metallic character, with Mo 4d orbital crossing the

Fermi level. The O alloys in a MoS2 monolayer should be considered to be

an effective way to engineer the band gap for designing new nanoelectronic

devices with novel performance.

Keywords: 2D materials, density functional theory, transition metal

dichalcogenides, transition metal oxides, alloying.

1. Introduction

Since the emergence of nanotechnology, an advancement of electronic de-

vices has continued unabated, in particular on the speed and size (reduc-

tion from three dimension (3D) to two dimension(2D)). In the last decade,

2D hexagonal materials emerged to be promising materials for the design

of nanoelectronic devices due to their unique properties. The high charge

carrier mobility, mechanical flexibility and strength reduced dimensionality,

transparency, etc [1, 2, 3, 4] mostly measured on graphene [5], hexagonal

boron nitride (h-BN) [6], transition metal dichalcogenides (TMD) [1, 7] can

be mentioned. The recently synthesized 2D hexagonal-like TMD materials

such as MoS2, MoSe2, MoTe2, WS2, WSe2, WTe2 and CrS2 [1, 7, 8] are par-

ticularly interesting due to their robust mechanical character and relatively

large band gap [9, 10]. Recently, the hexagonal-like transition metal oxides

(TMO) materials such as MoO2, WO2 and CrO2 monolayers were predicted

using density functional theory (DFT) and found to be semiconductors with

the band gaps of 0.97 eV, 1.37 eV and 0.5 eV respectively [9, 10]. To examine

the stability of these oxide based nanomaterials, Ataca et al . [9] performed a

phonon calculation and no imaginary vibration frequencies were noted sug-
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gesting mechanical stability.

Although the pristine TMD and TMO monolayers inherently possess the

exotic physical properties [9, 10, 11], tuning their band gaps continuously

is essential for designing nanoelectronics devices. Diverse methods such

as alloying [12, 13, 14, 15], creation of point defects [16, 17, 18, 19], dop-

ing [20, 21, 22, 23, 24], application of an axial strain [25, 26, 27, 28, 29] etc.

efficiently engineer the band gap of a TMD material. Alloying in a MoS2

monolayer has been widely studied experimentally using chemical vapor de-

position (CVD) methods [30, 31], and theoretically using density functional

theory (DFT) methods [12, 14, 15, 32, 33]. Alloys can appear in different

popular ground state configurations such as random, cluster, lines, triplets

(form a triangle-like) etc. [34]. Experimental studies of the tungsten (W)

alloys at the molybdenum (Mo) sites revealed that random distribution oc-

curs spontaneously at about 1030◦C [30, 31]. Photoluminescence experiments

revealed that the band gap of the MoS2 monolayer is fine tuned with the vari-

ation of the W concentration. Furthermore, DFT studies revealed that the

hybridization of the d orbitals of the W atoms with those of Mo atoms at the

vicinity of the band edges is mainly responsible for the increase of the band

gap [35, 31]. Very recently, Andriambelaza et al. [14] performed a compara-

tive study of chromium (Cr) line-ordered alloys with the random distribution

alloys at the Mo sites of a MoS2 monolayer using the DFT method. It was

found that the line-ordered alloys are energetically favorable compared to

the random alloys. Both distributions fine tune the band gap with the same

magnitudes (1.65 eV to 0.86 eV).

For the sulfur (S) sites, the selenium (Se) and tellurium (Te) alloys are

3
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popular studied and their experimental characterizations [36, 37] revealed the

spontaneous random distribution at high temperatures. However, the DFT

calculations (at zero Kelvin) indicated the ordered phase to be preferable

as compared to the random distribution [8, 36]. Our previous DFT study

revealed that the Te line-ordered alloys compete very well with the random

alloys in terms of stability [38]. Furthermore, the band gap of the MoS2

monolayer is fine tuned within a range that can be useful for designing novel

nanotechnological devices [15, 36].

Oxygen (O) alloys in a MoS2 monolayer have not yet been explored,

although it belongs to the same group as S, Se, and Te atoms on the periodic

table. Moreover, a hexagonal MoO2 monolayer has been predicted to be

isostructural to the MoS2, MoSe2 and MoTe2 monolayers [9, 10]. Generally,

the Se and Te atoms have more atomic radii than the S atoms, whereas the

O atom possesses the smallest. Therefore, a comprehensive study on the

electronic and structural properties of O alloys is necessary to compare with

those of Te and Se alloys.

In this paper, various O alloy configurations in the form of random, line-

ordered and cluster distributions in a 5 × 5 supercell of a MoS2 monolayer

are studied. However, studying all the possible alloy configurations for each

distribution at every concentration is intractable and computationally time

consuming using the first-principle methods. At each alloy distribution and

concentration, selected configurations were optimized. Since the random and

cluster distributions are the most popular studied alloys and known to exist

experimentally, we compare their results with those of the line-ordered alloys.
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2. Computational details

DFTmethod implemented within the Vienna Ab−initio Simulation Pack-

age (VASP) [39] is performed to study the electronic structure of the O al-

loys in a MoS2 monolayer. To describe the exchange-correlation interaction,

the Perdew-Burke-Ernzerhof (PBE) parametrization within the generalized

gradient approximation (GGA) [40] is used. The flavor of GGA exchange

correlation functional is known to underestimate the band gap value of semi-

conductor materials due to the absence of the derivative discontinuity feature

and delocalized errors [41]. To overcome this issue, the hybrid functionals

have been proposed [42]. In this paper, the screened hybrid functional of

Heyd-Scuseria-Ernzerhof (HSE06) is used by mixing 25% (AEXX = 0.25) of

the exact nonlocal Hartree-Fock (HF) exchange to the PBE exchange [41, 42].

The projector augmented wave (PAW) method is employed to define the core

and valence electron interactions. An energy cut-off of 300 eV is chosen for

the expansion of the wave functions in the plane wave basis. A supercell of

5 × 5 is chosen at each concentration to model the alloys and a k-point

sampling of 3 × 3 × 1 is suitable for this large supercell. Atomic positions

and lattice vectors are fully relaxed during the calculations with a force and

energy convergence threshold of 2 × 10−2 eV/Å and 10−5 eV respectively.

To avoid periodical interaction along the vertical axis, a vacuum space of

20 Å is considered.

The stability of the various alloy configurations at each concentration

confined between to the two pristine materials is defined by the formation

energy:

Eform = EMoS(1−x)Ox − (1− x)EMoS2 − xEMoO2 , (1)
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where EMoS(1−x)Ox is the total energy of the system at each x O concen-

tration. EMoS2 and EMoO2 are the total energies of the pristine MoS2 and

MoO2 monolayers, respectively.

To generate the random alloy configurations, the special quasirandom

structure (SQS) is adopted. The O substitutional alloy in a MoS2 monolayer

can be written in a general form A1−xBx, where A and B correspond to

the S and O atoms, respectively. Generally, the correlation functions of

an ideal alloy are given by
�

k,m(ideal) = (2x − 1)k [33], where k=2, 3,...

indicate the pair, triple correlation, etc. and m=1, 2, 3,... correspond to

the first, second and third-nearest distance, etc. Previous studies reported

that the alloy nearest-neighbor interaction greatly dominates the properties

of host materials, whereas the effects of far away interaction are significantly

small [33, 43, 44]. Therefore, only the nearest-neighbor pairs are considered

in this study.

In the other side, the pair correlation function can be written as:
�

2,1(r) =
1
Nb

�j>k
j,k=1,N ijik, where i = +1 if the site is occupied by A atom

and i = −1 if the site is occupied by B atom. Nb and N are the total

number of bonds and chalcogen sites in the supercell, respectively. Assume

that the total number of pair neighboring bonds of A-A, A-B and B-B in

the supercell are denoted by NAA, NAB and NBB, respectively. They can be

expressed as [14, 33]:





(NAB + 2NAA)/Z = NA = N(1− x)

(NAB + 2NBB)/Z = NB = Nx

Nb = NAA +NBB +NAB

(2)
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NA and NB indicate the total number of sites occupied by A and B atoms

in the supercell, respectively. Z denotes the coordination number of the

chalcogen atoms in the lattice. Substituting Eqn. 2 into
�

2,1(r) and applying

some algebra we get:

Π2,1(r) =
NAA +NBB −NAB

NAA +NBB +NAB

= 1− 4x+
8NBB

Nz
. (3)

This equation shows clearly that the correlation functions can be ex-

pressed in terms of the number of B-B bond (NBB). The random alloy

configurations at each concentration are modeled in such a way that the cor-

relation functions are identical to the ideal alloys up to the nearest-neighbor

pairs (
�

2,1(ideal) =
�

2,1(r)). It results that the number of B-B bond for

the random configuration should be NBB = 1
2
x2NZ [14, 33]. In this study,

N is the total number of chalcogen atoms present in the 5 × 5 supercell

(N=50).

3. Results and discussion

3.1. Pristine MoS2 and MoO2 monolayers

The structure of the TMD and TMO monolayers can be classified into

two types: 2H and 1T [9]. Ataca et al. [9] have established that MoS2

(TMD) and MoO2 (TMO) monolayers are more stable in 2H structure. Top

and side views of a 5 × 5 supercell of the MoS2 and MoO2 monolayers are

shown in Fig. 1(a) and Fig 1(b), respectively. The hexagonal-like pattern

of the 2H structure is clearly seen on the top view of the structures, where

the Mo and S (O) atoms occupy different sublattices. From the side view,

it can be seen that the 2D MoS2 and MoO2 are made by one layer of Mo

7
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Figure 1: Top and side view of the ((a) and (c)) MoS2 and ((b) and (d)) MoO2 monolayers.

The blue, red and yellow spheres indicate the Mo, O and S atoms respectively.

atom sandwiched in between two S (O) layers. To understand the nature

of bonding between Mo atom and S (O) atom, Bader charge analysis was

considered. It was found that the Mo atom has a depletion of 1.18 electron

while each S atom accumulates 0.58 electron. This charge sharing reveals a

covalent bond between Mo and S atoms [45]. This covalency is also confirmed

by the electron localized function (ELF) analysis, where a non spherically

symmetry of the regions with high ELF around S atoms and a tendency of

the lobes towards the Mo are observed [46, 47].

To study the alloyed real material, the knowledge of the structural, en-

ergetics and electronic properties of the pristine host is essential. The struc-

tural and energetic properties of the MoS2 and MoO2 monolayers are listed

in Table. 1. It was found that the HSE06 functional underestimates the lat-

tice parameter while GGA functional overestimates it [52]. These results are

in good agreement with the previous experimental and theoretical data as

8
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Table 1: Lattice constant a(Å), bond length d[Mo-X (X = S, O)](Å), cohesive energy Ecoh

(eV/atom), formation energy Eform (eV), band gap values Egap (eV) of the pristine MoS2

and MoO2 monolayers.

System Method a d[Mo-X] Ecoh Eform Egap

MoS2

P
re
v
io
u
s
w
or
k

Expt. 3.16a,b 2.41i - - 1.90n

GGA 3.18c,

3.20g

2.41d,

2.408h

5.18g -0.842c 1.652e,

1.70d

HSE06 3.153h,

3.155f

2.391h,

2.39d

- - 2.10d,

2.23o

This work
GGA 3.18 2.41 6.54 -1.40 1.67

HSE06 3.153 2.38 5.69 -1.47 2.17

MoO2

P
re
v
io
u
s
w
or
k

Expt. - - - - -

GGA 2.82c,

2.83l,j

2.05j,l 7.55k -1.73c 0.98m,

0.97d

HSE - - - - 1.48l

This work
GGA 2.81 2.05 6.14 -2.25 0.97

HSE06 2.79 2.02 5.77 -3.02 1.48
aref. [48], bref. [49], cref. [10], dref. [47], eref. [50], f ref. [21], g ref. [51], href. [52], iref. [53],

jref. [11], kref. [9], lref. [54], mref. [55], nref. [7], oref. [56]

seen in Table. 1. The total density of states (TDOS) and partial density of

states (PDOS) of the MoS2 and MoO2 monolayers are evaluated and plot-

ted in Figs. 2(a-b). We found that these two pristine systems are band gap

semiconductors. Quantitatively, the band gap values of 1.67 eV (2.17 eV)

and 0.98 eV (1.48 eV) are measured using GGA (HSE) functional for the

MoS2 and MoO2 monolayers, respectively. These values are in good agree-

ment with previously reported data as presented in Table. 1. The PDOS

9
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Figure 2: Total density of states (TDOS) and partial density of states (PDOS) of the

(a) MoS2 and (b) MoO2 monolayers obtained using HSE06 functional. Black solid lines

indicate the TDOS of the MoS2 and MoO2 monolayers. The red, green and magenta

lines correspond to the d orbital of the Mo atom, the p orbitals of the S and O atoms,

respectively. The dashed vertical lines represent the Fermi level.

plots clearly indicate that the conduction band minimum (CBM) states of

both the MoS2 and MoO2 monolayers arise mainly from the Mo 4d orbitals.

On the other hand, the valence band maximum (VBM) states of both sys-

tems are contributed by the hybridization of the Mo 4d orbitals and the S 3p

(O 2p) orbitals. These orbital contributions are consistent with the results

reported in Refs [11, 21].

3.2. Identification of the various O alloy configurations

Generally, the properties of an alloy material greatly depend on the struc-

tural arrangement and composition variation. In this section, various alloy

configurations at different O concentrations are discussed. The identification

of the O line-ordered alloy, typical O cluster, and various O random alloy

configurations at each concentration is described. In fact, the vital question

associated with this section is how to generate these various configurations
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of O alloys?

To explain the O line-ordered alloy configurations studied in this work,

Fig. 3 shows a schematic representation of labeled 5 × 5 supercell of a

MoS2 monolayer. For the formation of the O line-ordered alloys, S atoms

are substituted with O atoms along the zigzag direction of the supercell.

The labels u, b, r1, r2, r3, r4 and r5 in the Fig. 3 are used to name the

distinct configurations of O line-ordered alloys in a MoS2 monolayer, obeying

the periodic boundary conditions (PBC) to avoid the double counting. The

letter u and b refer to the upper and the bottom layers of S atom respectively,

sandwiching the Mo layer. The labels r1, r2, r3, r4 and r5 indicate the first,

second, third, fourth and fifth row of the S atoms in the 5 × 5 supercell, as

clearly seen in Fig. 3. There are seven S concentrations (%) studied in this

work: 0.0 (0%), 0.1 (10%), 0.3 (30%), 0.5 (50%), 0.7 (70%), 0.9 (90%) and 1.0

(100%). Several unique O line-ordered configurations at each concentration

are identified and studied. Table. 2 lists all the identified O line-ordered alloy

configurations. The 0.1 concentration of O atoms in a 5 × 5 supercell of a

MoS2 monolayer typically means five O atoms substitute five S atoms. For

the continuous line-ordered alloy, one unique configuration is identifiable at

this concentration, i.e the O atoms replacing the upper (u) S atoms in row 1

(r1) can be denoted as O@r1u. Obeying PBC, this configuration is the same

as O@r2u, O@r3u, O@r1b, O@r2b, etc. Therefore, this configuration is uniquely

called the line-ordered alloy configuration 1 at 0.1 concentration (C1L(0.1)).

At 0.3 concentration, fifteen O atoms replace the S atoms in the system.

Eight unique O line-ordered configurations (configuration C1L(0.3) to C8L(0.3))

are also identified from Fig. 3 and enumerated in Table. 2. Their representa-
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Figure 3: A schematic representation of a MoS2 monolayer used to identify the line ordered

alloys at every concentration. The diagram shows the three different layers of atoms. The

blue and yellow spheres represent the Mo and S atoms, respectively. The labels u and b

depict the upper and bottom S atoms. The label r indicates the rows.

tions are formulated the same way as that of 0.1 concentration. For instance,

C1L(0.3) is the first line-ordered alloy configuration at 0.3 concentration. It is

constituted by line of O atoms occupying row 1 (r1) on the upper (u) layer

and two rows r1 and r3 on the bottom (b) layer. It is denoted as O@r1ubr3b

as seen in Table. 2. The same description is applicable to all the possible O

line-ordered alloys at this concentration (see Table. 2). At 0.5 concentration,

the number of the S and O atoms are the same (25 S atoms and 25 O atoms).

Following the same pattern as in 0.1 and 0.3 concentrations, the permutation

of the O rows gives sixteen unique line-ordered alloy configurations named

as configuration C1L(0.5) to C16L(0.5). At 0.5 concentration, there is a special

configuration where the O atoms fully cover the top layer and the S atoms
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Table 2: All the possible line-ordered alloy configurations identified in a 5 × 5 supercell of

MoS2 monolayer at different concentrations. The thermodynamic stability of these various

configurations will be checked. The labels u and b correspond to the upper and bottom S

atoms. The letter r indicates the number of rows and the letter C stands for configuration.

Concentration

Conf. 0.1 0.3 0.5 0.7 0.9

C1L O@r1u O@r1ubr3b O@r1ubr2ur3ur4u O@r2ubr3ur4ubr5ub O@r1ur2ubr3ubr4ubr5ub

C2L - O@r1ubr2u O@r1ubr2ubr3u O@r1ur2ur3ur4ubr5ub -

C3L - O@r1ur2ur3u O@r1ubr2ur3ub O@r1br2ur3ur4ubr5ub -

C4L - O@r1ur2ur3b O@r1ur2ur3ur4ur5u O@r2ur3ubr4ubr5ub -

C5L - O@r1ur2ur4u O@r1ur2ur3ur4ur5b O@r1ubr2ur3ur4ubr5u -

C6L - O@r1ur2ur4b O@r1ur2ur3ur4br5b O@r1br2br3ubr4ur5ub -

C7L - O@r1ur2br3u O@r1br2ur3br4ur5b O@r1br2ur3br4ubr5ub -

C8L - O@r1ur2br4u O@r1ubr2ubr4u O@r1ubr2br3ubr4ur5b -

C9L - - O@r1ubr2ur3ur4b - -

C10L - - O@r1ubr2ur3ur5u - -

C11L - - O@r1ubr2ur3ur5b - -

C12L - - O@r1ubr2br3ur5b - -

C13L - - O@r1ubr2ur3br5b - -

C14L - - O@r1ubr2br3ur4u - -

C15L - - O@r1ubr2ur3br4u - -

C16L - - O@r1ubr2br4ub - -

fully cover the bottom layer. This configuration is known as Janus TMD

structure [57]. It has been synthesized for the study of Se atoms in a MoS2

monolayer. To generate the various O line-ordered alloy configurations at 0.7

concentration, we take all the configurations identified at 0.3 concentration
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Figure 4: The geometric structures of the O atoms clustered in a MoS2 monolayer viewed

from the top at 10%, 30% and 50% concentrations. The blue, red and yellow spheres

indicate the Mo, O and S atoms respectively.

and exchange the O with S atoms. Ditto to 0.9 concentrations.

The O cluster alloy configurations are also considered in this study. Ba-

sically, an O cluster configuration is constructed in such a way that all the

O atoms are grouped together. Figs. 4(a-c) show typical cluster configura-

tions at 0.1, 0.3 and 0.5 concentrations, respectively. At 0.1 concentration,

the five O atoms occupy one hexagonal ring-like, denoted as H1 indicated in

Fig. 4(a). Three of the O atoms occupy all the three S sites of the upper layer

(u) and form a triangle-like configuration, whereas the remaining two occupy

the bottom layer (b). This cluster configuration is called C1C(0.1) in this work.

At 0.3 concentration, the fifteen O atoms are grouped in the middle of the

5 × 5 supercell of a MoS2 monolayer replacing the S atoms obeying the

PBC. In this configuration, the fourteen O atoms occupy the hexagons H1,

H2 and H3 with one extra O atom overlapping to H4 as shown in Fig. 4(b),

and this configuration is denoted as C1C(0.3). The last cluster configuration

presented in Fig. 4(c) corresponds to the 0.5 concentration. The O atoms

are grouped together covering seven hexagons H1, H2, H3, H5, H6, H7 and
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Figure 5: The selected geometric structures of the various O random alloy configurations

in a MoS2 monolayer viewed from the top at 10% (a-d), 30% (e-h) and 50% (i-l) concen-

trations. The blue, red and yellow spheres indicate the Mo, O and S atoms respectively.

H8 in Fig. 4(c). One O atom is overlapping in H4 as noted in Fig. 4(c). This

cluster configuration at 0.5 concentration is called configuration C1C(0.5).

The last O alloy shape that we are considering in this paper is the most

popular random distribution alloy. The challenge in the random alloy is the

possibility of multiple configurations at each concentration. In this study,

the special quasi-random structure (SQS) method proposed by Zunger et

al. [58] is used to generate the various O random alloy configurations. The
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SQS algorithm described in the Refs. [14, 33] which mimics an infinite perfect

random alloy based on the behavior of the first nearest-neighbor atoms has

been considered in this study. Obeying this method, the number of required

alloy nearest-neighbor bonds are 2, 16 and 44 for 0.1, 0.3 and 0.5 concentra-

tions respectively in a 5 × 5 supercell. At each concentration, many possible

configurations can be formed. Considering a high computational cost, only

selected alloy configurations that are spontaneously occur experimentally are

shown in Fig. 5 are optimized. These special configurations are denoted as

configuration C1R(0.1), C2R(0.1), C3R(0.1) and C4R(0.1) for 0.1 concentration,

configuration C1R(0.3), C2R(0.3), C3R(0.3) and C4R(0.3) for 0.3 concentration,

and configuration C1R(0.5), C2R(0.5), C3R(0.5) and C4R(0.5) for 0.5 concentration

as presented in Fig. 5.

In the next section, the comparative studies of random, cluster and line-

ordered alloy configurations at different concentrations are considered.

3.3. Thermodynamic stabilities of the MoS2 monolayer alloyed with O atoms

As a common practice, in ab − initio studies the relative thermodynamic

stability of any alloy configuration is usually evaluated using the formation

energy analysis defined in Eqn. 1.

In this study, the calculated formation energy values of all alloy config-

urations considered are summarized in Table. 3. The bold energy values

represent the most energetically stable configuration for each type of alloy

at every concentration. As seen in Table. 3, the formation energy values

are positive, but with the small magnitude of the order 10−2 eV. The DFT

calculations performed at static conditions may contribute to these positive
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Table 3: Formation energy in meV values of various unique O line-ordered, random and

cluster alloy configurations at 0.1, 0.3, 0.5, 0.7 and 0.9 concentrations. The letter C stands

for configuration and the subscripts L, R and C indicate the line-ordered, random and

cluster alloy configurations respectively. The bold values indicate the most energetically

stable configuration for each type of alloy at every concentration.

Concentration

Type Conf. 0.1 0.3 0.5 0.7 0.9

L
in
e

C1L 31.12 57.13 62.57 46.74 15.89

C2L - 55.81 60.84 57.82 -

C3L - 73.59 58.87 42.75 -

C4L - 56.54 101.68 47.11 -

C5L - 76.88 76.64 59.71 -

C6L - 52.87 53.90 39.32 -

C7L - 62.73 65.40 48.60 -

C8L - 59.82 59.98 44.76 -

C9L - - 57.54 - -

C10L - - 76.95 - -

C11L - - 55.28 - -

C12L - - 60.89 - -

C13L - - 61.82 - -

C14L - - 58.11 - -

C15L - - 64.28 - -

C16L - - 57.92 - -

R
an

d
om

C1R 29.96 59.62 68.20 46.20 15.02

C2R 30.23 59.08 60.98 43.01 17.06

C3R 30.06 58.48 64.55 41.81 16.40

C4R 29.59 56.77 59.98 39.28 14.74

C
lu
st
er C1C 27.91 54.61 58.78 42.46 15.80
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formation energy values. Therefore, the small positive values should not hin-

der the possibility of synthesizing a MoS2 monolayer alloyed with O atoms.

The top part of Table. 3 summarizes the formation energy of the various

O line-ordered alloy configurations defined in Table 2. Amongst of them, the

configurations C1L(0.1), C6L(0.3), C6L(0.5), C6L(0.7) and C1L(0.9) are found to be

energetically stable at 0.1, 0.3, 0.5, 0.7 and 0.9 concentrations respectively.

The corresponding atomic structures of the configurations C1L(0.1), C6L(0.3)

and C6L(0.5) are depicted in Figs. 6(a-c). Those of configurations C6L(0.7)

and C1L(0.9) are simply the inverses of the configurations C6L(0.3) and C1L(0.1)

respectively, i.e formed by exchanging the S and O atoms in the supercell

system. We observe in Table. 3 and Fig. 7 that the configuration C1L(0.1) is

more stable followed by C1L(0.9), C6L(0.3), C6L(0.7) and C6L(0.5), indicating that

the formation energies of O alloys are concentration dependent as shown by

the parabolic curve. This trend is in agreement with the previous studies of

well known random and cluster alloys [33, 35].

Just like in some ideal alloys [14, 13, 32, 33], our 50/50 concentration alloy

is the most energetically unfavorable. However, this observation contradicts

that of Te alloy in a MoS2 monolayer where 0.7 concentration is the least

in stability [12, 15, 38]. At this concentration, the most stable configuration

is configuration C6L(0.5) and can be defined as O@r1ur2ur3ur4br5b, while the

most unstable one is configuration C10L(0.5) given by O@r1ur2ur3ur4ur5u. This

latter clearly shows that all five O rows are found in the upper layer and S

atoms on the bottom layer or vice versa considering the translation symmetry

operation. In addition, the O atoms fully cover the upper layer of S atoms.

This typical structural arrangement has been discovered in the case of a
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Figure 6: The optimized structures of the most energetically stable configuration at 0.1,

0.3 and 0.5 concentrations for line-ordered (a-c), random (d-f) and cluster (g-i) alloys. The

blue, red and yellow spheres indicate the Mo, O and S atoms respectively.

MoS2 monolayer alloyed with Se and Te atoms [12, 38, 59]. Also, it has been

experimentally synthesized at high temperatures [57]. A common aspect

with 0.5 concentration has been found at 0.3 concentration. The most stable

configuration at 0.3 concentration is C6L(0.3) given by O@r1ur2ur4b and the

most unstable one is C4L(0.3) given by O@r1ur2ur3u. We observe that for

each layer the lines of O atom prefer to be adjacent to each other but for
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the different layer, they do not prefer to be superjacent to each other (see

Fig.6(b) and Fig.6(c)). These observations and the diversity of the formation

energy values summarized in Table. 3 reveal that the formation energy of the

O alloy in a MoS2 monolayer is governed by the concentration as well as the

atomic arrangement.

The middle part of Table. 3 shows the formation energy of the selected

random alloy configurations defined in the previous section. Amongst of

them, the configurations C4R(0.1), C4R(0.3), C4R(0.5), C4R(0.7) and C4R(0.9) have

the lowest formation energies at 0.1, 0.3, 0.5, 0.7, and 0.9 concentration re-

spectively. From Fig. 5 and Table. 3, we realize that the stability of the O

random alloys depends on the distribution of the O atoms in the upper and

bottom layer of the supercell. For the configuration to be most energetically

favorable, the number of O atom in the upper and bottom layers must be

close. For instance, at 0.3 concentration, configurations C1R(0.3), C2R(0.3),

C3R(0.3) and C4R(0.3) have 10, 10, 9 and 8 O atoms in the upper layer and

5, 5, 6 and 7 O atoms in the bottom layer, respectively. According to Ta-

ble. 3, configuration C4R(0.3) is most stable. That is, the larger the difference

between the number of O atom in the upper and bottom layers, the more

the random alloy system unstable. The similar trend is noted in other con-

centrations. However, the difference in formation energy values is relatively

very small between the various configurations of the same concentration (less

than 0.02 eV). This suggests that these configurations might co-exist at finite

temperature.

Fig. 7 compares the formation energies of the lowest energy configurations

at each concentration for the different alloy shapes. This gives an insight for
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Figure 7: Variation of the formation energies with respect to the O concentration for the

lowest energy configuration of the O line-ordered (blue), random (red), and cluster (green)

alloys.

the possibility of synthesizing the newly predicted 2D material formed by a

MoS2 monolayer alloyed with O atoms. This plot of the formation energies

shows that these different types of alloy follow the same trend. Although

at 50/50 concentration, the hypothetical line-ordered is more energetically

favorable. In addition, we found that the lowest energy configurations of the

line-ordered competes with those that are already experimentally achieved

(random and cluster) using other atoms, suggesting that all of them can be

synthesized under the same conditions.
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3.4. Structural properties of the O alloys in a MoS2 monolayer

We now examine the effects of the O alloys on the lattice constants of

a MoS2 monolayer. We evaluate the lattice constants of the lowest energy

configurations of the line-ordered, random and cluster obtained at each con-

centration shown in Fig. 8. We observe the three plots of the lattice constant

to have the same trend, showing monotonously decrease due to the small

atomic radii of the O atom compared to that of S atom. This trend is op-

posite to the previous result on MoS2 monolayer alloyed with Te and Se

atoms [15, 38] since they have large atomic radii compared to a S atom. For

the three cases, the calculated values of the lattice constants of all config-

urations at every concentration ranges between those of the pristine MoS2

(3.18 Å) and MoO2 (2.81 Å) monolayers. Comparing the obtained values

at each concentration for each shape of alloy, the magnitudes of the lattice

constant are almost equal. This suggests that the area of the system does not

really depend on the atomic arrangement but on the alloy concentration. We

also in Fig. 8 plotted the lattice constants of these configurations obtained

from the linear interpolations known as Vegard’s law [60]. The reliability of

this law has frequently been reported in the 3D [61, 62] and 2D TMD mono-

layer alloys [13, 14]. As seen in Fig. 8, we observe that the lattice constants

of each type of alloy considered vary almost linearly, revealing that Vegard’s

law is being obeyed [63]. Usually, the fulfillment of this law indicates the

existence of small lattice mismatch between the two pristine systems [60], in

our case MoS2 and MoO2 monolayers.

To further analyze the intra-change in the structural properties at each

concentration, the distribution of the first nearest bond lengths is measured.
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We also compare the bond length deviation for each type of alloy consid-

ered in this study as shown in Fig. 9. We only present the bond lengths

for the three different alloy shapes measured at 0.1 concentration, since the

same observation is seen at higher concentrations. The measured Mo-S bond

lengths for each alloy system are found to be constantly equal to that of a

pristine MoS2 monolayer, whereas a deviation from the pristine bond length

value is noted for the Mo-O bonds. This deviation varies between 2.05 Å to

2.09 Å depending on the shape of alloy with a percentage difference of 1.93%

(2.09 Å) for the line, 0.97-1.45% (2.07 Å, 2.08 Å) for the random and 0-0.49%
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Figure 8: The variation in lattice constants for the lowest energy configuration at 0.1,

0.3, 0.5, 0.7 and 0.9 concentration, relative to the change in concentration. Blue, red and

black solid lines connect the lattice constant at each concentration for the O line-ordered,

random and cluster alloys respectively.
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Figure 9: Top view of a hexagonal MoS2 monolayer alloyed with 0.1 concentration of O

atoms, showing the bond lengths (Mo-S) and (Mo-O) located at the various sites. The

blue, red and yellow spheres indicate the Mo, O and S atoms respectively.

(2.05 Å, 2.06 Å) for the cluster. This small disparity in Mo-O bond length

might be the cause of the slight differences in lattice constants for the three

types of alloy studied. Since the bond length fluctuation of the various sys-

tems is not significant, the hexagonal symmetry from the top view of the

host material is preserved after alloying.
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Table 4: Calculated band gap values of the most stable configurations at every concentra-

tion for the O line-ordered, random and cluster configurations.

Band gap(eV)

GGA HSE06

Concentration Line Random Cluster Line Random Cluster

0.1 1.50 1.50 1.60 2.00 2.12 2.15

0.3 1.39 1.43 1.53 1.97 2.00 2.10

0.5 1.18 1.37 1.45 1.82 1.90 2.02

0.7 1.12 1.19 1.29 1.63 1.75 1.93

0.9 1.02 1.12 1.03 1.58 1.60 1.66

The obtained band gap values are consistent with the values reported in

ref. [64].

3.5. Electronic properties of the MoS2 systems alloyed with O atoms

To examine the influence of the O atom alloys on the electronic properties

of the MoS2 monolayer, the total and partial density of states (TDOS and

PDOS) at each concentration are plotted and shown in Fig.10. As seen in

this figure, the alloyed systems retain the semiconducting features of the

MoS2 monolayer, although the band gap value decreases with the increase

in O concentration. This suggests that the insertion of the O atoms in the

MoS2 monolayer can fine tunes the band gap of this system. To quantify

this reduction, the band gaps of the most energetically stable configurations

at each concentration for the O line-ordered, random and cluster alloys are

measured and presented in Table 4. A common aspect of the electronic

properties of the three shapes of alloys considered in this study is that the
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band gap magnitudes of the various systems vary between the band gaps of

the MoS2 (1.65 eV for GGA and 2.17 eV for HSE06) and MoO2 (0.98 eV for

GGA and 1.48 eV for HSE06) monolayers. This range of the obtained band

gap values is required for various applications such as solar cell, electronic

applications, etc. Alternatively, the band gaps of the O random and cluster

alloy configurations seem to be constantly higher than that of O line-ordered

alloy. These observations suggest that the structural shape also have an

influence on the band gap engineering in a MoS2 monolayer alloyed with O

atoms.

The PDOS shown in Fig.10 illustrates the origin of the reduction of the

band gap. In this figure, we only present the PDOS of the O line-ordered

alloys since the contribution of the orbitals at the band edges are the same for

the three types of alloys. We found that the valence band maximum (VBM)

is contributed by the d orbital of the Mo atoms and the p orbitals of the S and

O atoms, while the conduction band minimum (CBM) is mainly dominated

by the d orbitals of the Mo atoms. Therefore, the p orbital states from the

O atoms introduced lie in the band edge and affect the hybridization of the

Mo d orbital and S p orbital of the pristine MoS2 monolayer, resulting in the

band gap narrowing.

To have a deep understanding of the electronic interaction between the

host material MoS2 monolayer and the O atoms introduced, we also study the

charge distribution at each site for each concentration as shown in Fig. 11.

It can be seen that the VBM states of the O line-ordered alloy in a MoS2

monolayer are localized around the Mo, S and O atoms, while the CBM states

are concentrated around the Mo atoms only. These results are consistent with
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Figure 10: TDOS and PDOS of the lowest energy configuration at 0.1, 0.3, 0.5, 0.7

and 0.9 concentrations for the line-ordered alloy configurations obtained using HSE06

functional. The blue, magenta and green solid lines correspond to the Mo 4d, O 2p and

S 3p orbitals respectively. The black solid line indicates the TDOS and the dashed vertical

line represents the Fermi level

the PDOS observations described earlier (see Fig. 10). Furthermore, we also

observe that the Mo atoms bonded with the O atoms along the O row have

more charge compared to others.

Besides the transition from pristine MoS2 to MoO2 monolayers through

alloying, stacking of these two different TMD monolayers is also expected
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Figure 11: Partial charge density of the lowest energy configuration at each concentration.

The blue, red and yellow spheres indicate the Mo, O and S atoms respectively.

to affect the electronic properties of these materials. In this study, the ho-

mobilayers (MoS2/MoS2 and MoO2/MoO2) and heterobilayer (MoO2/MoS2)

are investigated for band gap engineering. The well known high-symmetry

stacking orders such as AA, AA1 and AB are considered. (i) AA stacking

is an eclipsed stacking with Mo atom facing Mo atom and S (or O) aligned

with S (or O) atom of the subsequent layer. (ii) AA1 stacking is an eclipsed
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stacking where Mo atom is on top of the S (or O) atom. (iii) Stacking type

AB is a staggered stacking with S(or O) atom over Mo atom and Mo atom

facing the center of the hexagon of the subsequent layer.

Table 5: The calculated formation energies Eform(eV ) and band gaps Egap(eV ) of

AA, AA1 and AB for homobilayers (MoS2/MoS2 and MoO2/MoO2) and heterobilayer

(MoO2/MoS2).

Systems properties AA AA1 AB

MoS2/MoS2

Eform -0.31 -0.36 -0.34

Egap(GGA) 1.50 1.30 1.29

Egap(HSE) 2.10 1.95 1.90

MoO2/MoO2

Eform 1.09 1.08 1.15

Egap(GGA) 0.91 0.81 0.76

Egap(HSE) 1.47 1.45 1.30

MoO2/MoS2

Eform 0.40 0.37 1.3

Egap(GGA) - - -

Egap(HSE) - - -

The thermodynamic stability of these configurations is evaluated by cal-

culating the formation energy using the following formula [65, 66]:

Eform = Estacking − nMoS2EMoS2 − nMoO2EMoO2 (4)

where Estacking, EMoS2 and EMoO2 are the total energies of the stacked sys-

tem, single layer of MoS2 and MoO2, respectively. nMoS2 and nMoO2 are the

number of single layers of MoS2 and MoO2 present in the system. The ener-

getics as well as the band gaps of the various configurations are summarized

in Table. 5.
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Figure 12: The calculated TDOS and PDOS of homobilayers (a) MoS2/MoS2, (b)

MoO2/MoO2 and heterobilayer (c) MoO2/MoS2 for the most stable stacking (AA1). The

dashed line represent the Fermi level. The calculated partial charge densities of homobi-

layers (d) MoS2/MoS2, (e) MoO2/MoO2 and heterobilayer (f) MoO2/MoS2.

For the homobilayer MoS2/MoS2 and MoO2/MoO2 systems, AA1 stack-

ing is energetically most favorable. This is in good agreement with the previ-

ous theoretical work [65, 55]. Similarly, the stacking type AA1 has the lowest

formation energy in the case of the heterobilayer MoO2/MoS2.

Regarding the electronic properties of these materials, the homobilayers

MoS2/MoS2 and MoO2/MoO2 in different stacking are semiconductor mate-

rials with the reduced band gap values as compared to those of single layer

counterparts. In both homobilayer cases, AA type presents the largest band

gap value while AB type has the lowest value (see Table. 5). In order to

understand the origin of the reduction in the band gap, the PDOS of the

most energetically stable bilayers are depicted in Fig. 12. A downwards shift
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of the CBM to the Fermi level is observed, and this is due to the presence of

the 4d orbital of the Mo atom. This orbital states shift is mainly responsible

for the reduction of the band gap. In the other hand, the VBM states are

populated by the Mo 4d orbital and S 3p (O 2p) orbital. These distributions

reconcile with the partial charge density analysis (see Fig. 12(d-e)). In the

case of heterobilayer MoO2/MoS2, a metallic behavior is observed for all type

of stacking orders. The PDOS reveal that the electronic states crossing the

Fermi level arise from Mo 4d orbital of the MoO2 layer (Fig. 12(c)). This is

confirmed by the partial charge density distributions populated at the Mo

atom of the MoO2 layer (Fig. 12(f)).

4. Conclusion

In this paper, we performed a comparative study of all possible O line-

ordered, cluster and random alloy configurations in a 5 × 5 supercell of

MoS2 monolayer for nanotechnological applications. An intensive compara-

tive study on the thermodynamic stability, structural and electronic prop-

erties of these configurations have been considered. For each alloy shape,

the most stable configuration at every concentration is identified and further

characterized. Their noted relatively low formation energies suggest that

these alloyed systems are thermodynamically stable and can easily be syn-

thesized at low temperature using methods such as CVD technique or can

easily be exfoliated from their bulk counterparts. The comparative study

presented in this paper encourages the experimental synthesis of the line-

ordered alloys since they are constantly energetically most stable at each

concentration. Moreover, the effect of the O atoms greatly reduces the lat-
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tice constant of the MoS2 monolayer thereby obeying the Vegard’s law. Most

importantly, alloying with the O atoms fine tunes the band gap of the MoS2

monolayer. The range of the obtained band gap values (2.17 eV (MoS2) -

0.98 eV (MoO2)) satisfies the requirement of nanoelectronic and solar cell

applications. Creation of stacking of MoS2 with MoO2 gives metallic char-

acter, with Mo 4d orbital crossing the Fermi level. In conclusion, the O

atom concentration and the atomic arrangement greatly affect the electronic

structures of the MoS2 monolayer, and the noted band gap variation can be

beneficial for electronic device design.
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Chapter 6

Published paper: First-principles

of tellurium line-ordered alloys in

a MoS2 monolayer

The work presented in this chapter has been published as N. F. Andriambelaza, R. E.

Mapasha, N. Chetty, Physica B: Condensed Matter 535 (2018) 162 - 166.

In this chapter, a comparative study of the thermodynamic stability, structural and

electronic properties of the Te line-ordered and random configurations are reported.

Previous study on a MoS2 monolayer alloyed with Te atoms only considered random

alloy configurations and we aim to systematically study the effects of the Te atoms by

considering the possible line-ordered alloy configurations at each concentration. The

outcome of the study is found in the attached publication where the computational

details used, discussion of the various results and conclusions are given.
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Abstract

The thermodynamic stability, structural and electronic properties of Te line-

ordered alloys are investigated using density functional theory (DFT) meth-

ods. Thirty four possible Te line-ordered alloy configurations are found in

a 5 × 5 supercell of a MoS2 monolayer. The calculated formation energies

show that the Te line-ordered alloy configurations are thermodynamically

stable at 0K and agree very well with the random alloys. The lowest energy

configurations at each concentration correspond to the configuration where

the Te atom rows are far apart from each other (avoiding clustering) within

the supercell. The variation of the lattice constant at different concentra-

tions obey Vegard’s law. The Te line-ordered alloys fine tune the band gap

of a MoS2 monolayer although deviating from linearity behavior. Our results

suggest that the Te line-ordered alloys can be an effective way to modulate

the band gap of a MoS2 monolayer for nanoelectronic, optoelectronic and

nanophotonic applications.

Keywords: Two dimensional materials, molybdenum disulfide, band gap.
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1. Introduction

In the past decade, two dimensional (2D) materials have gained a lot

of attention in various research fields due to their potential applications in

electronic, optoelectronic and photonic devices. Graphene, a single sheet of

graphite, was the first 2D layered material to be synthesized successfully [1].

Although it has exotic properties such as high electron mobility, high tensile

strength and high mechanical flexibility [2, 3], its major shortcoming is the

absence of a band gap [4]. Recently, the novel 2D materials known as tran-

sition metal dichalcogenides (TMD) such as molybdenum disulfide (MoS2),

molybdenum diselenide (MoSe2) and molybdenum ditelluride (MoTe2) are

becoming attractive materials for nanotechnology applications (nanoelec-

tronic, optoelectronic and nanophotonic applications) due to their sizable

band gaps as well as high charge carrier mobility [5, 6].

Similar to graphene, MoS2 monolayer has been synthesized using me-

chanical exfoliation [7, 8] and chemical vapor deposition (CVD) methods [9].

The MoS2 monolayer is a semiconductor with a direct band gap of 1.8 eV

(experimentally) [10] and 1.67 eV (theoretically) [6]. This issue of band gap

is of great importance in the electronic applications of a MoS2 monolayer.

Moreover, in order to optimize the application of this material, engineering

of the band gap is a critical idea to investigate.

Previous studies on MoS2 monolayer reported that alloying at the Mo and

S sites can fine tune the band gap of this material [10, 11]. Xu et al . [10]

studied the effects of tungsten (W) and selenium (Se) alloys in the MoS2

monolayer using CVD methods. They found that W alloys fine tune the band

2
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gap of a MoS2 monolayer from 1.8 eV to 1.97 eV, whereas Se alloys tune from

1.8 eV to 1.55 eV. They reported that band gap engineering is important

to improve the nanoscale photoelectric devices such as the sensitivity and

response rate. Kuc et al . [11] have performed the density functional theory

(DFT) calculations to study the stability and electronic properties of the

MoS(1−x)Sex alloys. In agreement with the experiments [10], they found that

these alloys are thermodynamically stable and successfully fine tune the band

gap of the MoS2 monolayer.

Note that the challenge in the theoretical study of alloying is the atomic

arrangement. Depending on the position of the dopants, we can obtain dif-

ferent alloy configurations such as cluster, line or just random configurations.

Combining all of them together brings a huge number of configurations at

each concentration. Computing the physical properties of all these configu-

rations is impracticable using first-principles methods. Most of the previous

studies on alloying [11, 12] considered only random alloys. To the best of

our knowledge, a systematic study of the line-ordered alloys configurations

at different concentrations has not yet explored.

In this paper, we perform first-principles calculations to study the thermo-

dynamic stability, structural and electronic properties of the Te line-ordered

alloys in a MoS2 monolayer. Only the S sites are substituted by the Te atoms

since both are chalcogen atoms. We show that the incorporation of the Te

atoms significantly affects the thermodynamic stability, the lattice constant

and the electronic structure of the MoS2 monolayer.

3
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2. Computational details

First-principles calculations using the DFT methods as implemented in

the Vienna ab-initio simulation package (VASP) [13] are performed to study

the geometric structure, thermodynamic stability and electronic properties

of the Te line-ordered alloys in a MoS2 monolayer. The calculations are

carried out in a 5 × 5 supercell of a MoS2 monolayer. The generalized

gradient approximation (GGA) parameterized by Perdew, Burke, and Ernz-

erhof (PBE) [14] is employed for the exchange-correlation potential. In DFT

calculation, the standard GGA exchange-correlation is known to give an un-

derestimated value of the pristine MoS2 band gap [15]. The Heyd, Scuseria,

and Ernzerhof exchange-correlation functional (HSE06) [16] has been proven

to accurately predict the MoS2 band gap values close to experimental val-

ues [17]. In this study, we compare the band gap value obtained using GGA

exchange-correlation with the band gap obtained using HSE06 for the Te

line-ordered alloys. In all the calculations, the projector augmented wave

(PAW) method [18] is used for the pseudopotential generation. After conver-

gence tests, a plane wave cutoff energy of 300 eV is considered. A k-grid of

2 × 2 × 1 is used to sample the Brillouin zone. Both the lattice constants

and atomic positions are fully relaxed. The relaxation convergence of energy

is taken as 10−5 eV and the Hellmann-Feynman force between each atom set

to less than 0.02 eV/Å. A vacuum spacing of 15 Å is used to isolate the single

layer of MoS2 and to suppress the spurious interlayer interaction along the

z-axis.

The relative stabilities of the various possible Te line-ordered alloy con-

4
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figurations are evaluated by calculating the formation energies given by:

Eform = EMoTexS1−x − (1 − x)EMoS2 − xEMoTe2 , (1)

where EMoTexS1−x , EMoS2 and EMoTe2 are the total energies of the mixed

compound, the pristine MoS2 and MoTe2 monolayers, respectively. The x

parameter is the concentration of Te atoms introduced in the MoS2 mono-

layer [19].

3. Results and discussion

3.1. Structural aspects

In this study, the hexagonal structure of a MoS2 monolayer is considered,

since it has been reported that it is the most stable structure amongst dif-

ferent polytypes of MoS2 monolayers [6]. Top view of this structure is shown

in Fig. 1. It can be seen at a glance from Fig. 1 that the hexagonal MoS2

monolayer is composed of three layers, one layer of the molybdenum (Mo)

atoms sandwiched between two layers of the sulfur (S) atoms.

As mentioned above, we are interested in the study of the Te line-ordered

alloys in a MoS2 monolayer. To obtain the various unique Te line-ordered

alloy configurations, we selectively consider the S atom sites along the zigzag

of the MoS2 monolayer. When applying this idea, the periodic boundary

condition is always obeyed. The line formed by the S atoms along the zigzag

is denoted by letter L shown in Fig. 1. L1, L2, L3, L4 and L5 represent

respectively the first, second, third, forth and fifth line of the S atoms along

the zigzag. The letter u and b represent the upper and bottom layers of the

S atoms respectively. There are ten possible rows of S atoms in a 5 × 5

5
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Figure 1: An hexagonal structure of a MoS2 monolayer. The blue spheres indicate the Mo

atoms and the light yellow spheres indicate the S atoms. u stand for upper layer and b

for the bottom layer of the S atoms. L1, L2, L3, L4 and L5 indicate respectively the first,

second, third, forth and fifth line of S atoms along the zigzag in the 5 × 5 supercell of a

MoS2 monolayer.

supercell, five in the upper layer and the other five in the bottom layer (see

Fig. 1).

Depending on the position of the Te atoms, various unique line-ordered

alloys configurations can be possible at different concentrations of the Te

atoms. In this work, five concentrations are chosen as x = 0.1 (10%), x = 0.3

(30%), x = 0.5 (50%), x = 0.7 (70%)and x = 0.9 (90%). For each concentra-

tion, different unique Te line-ordered alloy configurations are identified. We

found thirty four possible unique Te line-ordered configurations: one config-

uration for 10%, eight configurations for 30%, sixteen configurations for 50%,

eight configurations for 70% and one configuration for 90% as summarized

6
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in Table. 1.

To better understand how to identify the Te line-ordered alloys, consider

for instance the configuration L1u at x = 0.1 (see Table. 1). It is constituted

by the Te atoms substituting the upper (u) row of S atoms in line 1 (L1u),

denoted as C1(0.1). The configuration L1b should be a possible configuration

but due to the symmetry translation, it is the same as L1u. To avoid double

counting, the configuration C1(0.1) is the only possible configuration at x =

0.1. Therefore, double counting has been carefully avoided even at high

concentration. For C1(0.3) given as L1ubL2u, the Te atoms occupy three rows

Table 1: Various Te line-ordered configurations at different concentrations.

Concentration x

Conf. x = 0.1 x = 0.3 x = 0.5 x = 0.7 x = 0.9

C1 L1u L1ubL2u L1ubL2uL3uL4u L2ubL3uL4ubL5ub L1bL2ubL3ubL4ubL5ub

C2 - L1ubL3b L1ubL2ubL3u L1uL2uL3uL4ubL5ub -

C3 - L1uL2uL3u L1ubL2uL3ub L1bL2uL3uL4ubL5ub -

C4 - L1uL2uL3b L1uL2uL3uL4uL5u L2uL3ubL4ubL5ub -

C5 - L1uL2uL4u L1uL2uL3uL4uL5b L1ubL2uL3uL4ubL5u -

C6 - L1uL2uL4b L1uL2uL3uL4bL5b L1bL2bL3ubL4uL5ub -

C7 - L1uL2bL3u L1bL2uL3bL4uL5b L1bL2uL3bL4ubL5ub -

C8 - L1uL2bL4u L1ubL2ubL4u L1ubL2bL3ubL4uL5b -

C9 - - L1ubL2uL3uL4b - -

C10 - - L1ubL2uL3uL5u - -

C11 - - L1ubL2uL3uL5b - -

C12 - - L1ubL2bL3uL5b - -

C13 - - L1ubL2uL3bL5b - -

C14 - - L1ubL2bL3uL4u - -

C15 - - L1ubL2uL3bL4u - -

C16 - - L1ubL2bL4ub - -

7
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of the S atoms. The upper (u) and bottom (b) rows of S atoms in L1,

and the upper (u) row of S atoms in L2 are occupied. Following the same

procedure, different unique configurations are possible at x = 0.3 to x =

0.9 as summarized in Table. 1. The atomic positions as well as the lattice

constants of all Te line-ordered alloys configurations are optimized in order to

study their relative thermodynamic stabilities and also to identify the lowest

energy configuration at each concentration.

3.2. Thermodynamic stabilities of the Te line-ordered alloys

The feasibility and stability of the Te line-ordered alloy configurations are

investigated by calculating the formation energy using Eq. 1. The formation

energies of each configuration in Table. 1 are summarized in Table. 2. The

calculated values allow us to recognize the lowest energy configuration at

each concentration.

At x = 0.1 only one configuration C1(0.1) is possible, and has the lowest

formation energy as compared to those of high concentration as shown in Ta-

ble. 1. For comparison purpose, we used the special quasirandom structure

(SQS) algorithm [20] to identify unique random alloy configurations at 10%

(x=0.1) only. Few of the selected configurations are shown in Fig. 2. These

random configurations are similar to those reported in Ref. [21, 22] for Se and

Te alloys. We found that the formation energy of the C1(0.1) although slightly

higher by 0.002 eV on average, compares very well with those of random al-

loys. Even though the formation energies are positive, their magnitudes are

very small, on the order of ∼meV. Our random alloy configurations forma-

tion energies are in good agreement with those reported by Kang et al . [23],

who argued that these types of system can be synthesized at experimentally

8
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achievable temperatures. Therefore, since the formation energy of the C1(0.1)

line-ordered alloy compares very well with those of random alloys, both sys-

tems should be synthesized at the same conditions.

At 30% concentration, configuration C8(0.3) is the most stable structure

Table 2: Formation energies of the various Te line-ordered configurations at different

concentrations. The bold values indicate the lowest energy at each concentration.

Formation energies (meV)

Conf. x = 0.1 x = 0.3 x = 0.5 x = 0.7 x = 0.9

C1 7.6 18.9 34.4 16.8 7.5

C2 - 16.7 24.7 35.1 -

C3 - 30.2 21.3 16.2 -

C4 - 15.6 66.0 20.6 -

C5 - 28.2 31.4 33.0 -

C6 - 16.2 16.7 15.6 -

C7 - 12.9 12.8 15.4 -

C8 - 12.2 22.1 14.1 -

C9 - - 17.4 - -

C10 - - 35.6 - -

C11 - - 19.4 - -

C12 - - 18.7 - -

C13 - - 18.2 - -

C14 - - 18.8 - -

C15 - - 15.7 - -

C16 - - 19.1 - -

9
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Figure 2: Selected different random alloy configurations at 10% (x= 0.1) consisting of 5Te

substituting S atoms.

and configuration C3(0.3) is the most unstable one. The configuration C8(0.3)

corresponds to the configuration L1uL2bL4u (see Table. 1), where the Te atoms

occupy the upper (u) row of S atoms in L1, the bottom (b) row of S atoms

in L2 and the upper (u) row of S atoms in L4 as seen in Fig. 3b. Contrary,

the highest energy configuration (C3(0.3)) is the configuration where the rows

of the Te atoms are settled next to each other and occupy the same layer

as L1uL2uL3u (see Table. 1). We realized that the formation energies of the

configurations depend on the separation of the Te atom rows within the

supercell. In the highest energetically configuration C3(0.3), all the three Te

rows are close to each other, each separated by 3.27 Å on the upper layer.

In configuration C8(0.3), L1uL2bL4u, the two Te rows L1uL2b are separated

by 4.46 Å, but the third row L4u is relatively far 7.08 Å away within the

supercell, and this is the most stable configuration. Considering the periodic

boundary condition as usual, L4u row is 6.34 Å away from L1u in the next cell,

thus this separation is still large making the structure stable. Nevertheless,

due to very smaller energy difference, both configurations can be achieved

experimentally under the same conditions. The same observation is found

10
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at 50% (as seen in Fig. 3c) and at 70% (as seen in Fig. 3d). Note that the

highest formation energy value is found at around 70%. This trend is in

agreement with the results of Rajbanshi et . al . on the study of Se and Te

random alloy configurations [21] and they argued that the formation of such

kind of alloys is greatly composition dependent. In general, the Te alloys

prefer to be at a distance far away from each other as opposed to transition

metal alloys where the substituted atoms prefer to be next to each other [11].

The introduction of the Te line-ordered alloys affects the lattice constant

of the MoS2 monolayer since the atomic size of the Te atoms is larger than

that of the S atoms. Fig. 4 shows the lattice constant of the lowest en-

ergy configuration at each concentration (C1(0.1), C8(0.3), C7(0.5), C8(0.7) and

C1(0.9)). We can see in Fig. 4 that the lattice constant increases linearly

with the increase in concentration. The lattice constant values vary between

the lattice constants of a MoS2 monolayer (3.18 Å) and a MoTe2 monolayer

Figure 3: Top view and side view of the lowest energy configuration at (a) 10%, config-

uration C1(0.1); (b) 30%, configuration C8(0.3); (c) 50%, configuration C7(0.5); (d) 70%,

configuration C8(0.7) and (e) 90%, configuration C1(0.9).
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(3.54 Å). Indeed, the Te line-ordered alloys cause an outward strain in the

system and the lattice constant obey Vegard’s law. This behavior has already

been experimentally found in the 2D TMD random alloys [24].

3.3. Electronic properties of the Te line-ordered alloys

Both 2D MoS2 and MoTe2 monolayers are semiconductor materials with

the band gap values of 1.65 eV (x = 0 in Fig. 6) and 1.04 eV (x = 1 in

Fig. 6), respectively. These values are in agreement with the values reported

in Refs. [6, 24]. To explore the effects of the Te line-ordered alloys on the

electronic properties of the MoS2 monolayer, we calculate the total density

of states (TDOS) at each concentration. Fig. 5 shows the TDOS of the

lowest energy configurations at each concentration. Then, the magnitudes

of the band gap at each concentration are measured and plotted in Fig. 6.

The black (red) line indicates the band gap of the Te line-ordered alloys at
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Figure 4: The lattice constants for the lowest energies configurations of the Te line-ordered

alloys at different concentration (red line). The black dashed line shows the lattice con-

stants obtained by using Vegard’s law.
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Figure 5: Total density of states (TDOS) for the lowest energy configurations at each

concentration.
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Figure 6: The calculated band gaps of the lowest energy configurations at each con-

centration. The black and red lines are the band gaps obtained using GGA and HSE

exchange-correlation, respectively.

different concentrations using GGA (HSE) exchange-correlation functional.

The values of the band gap decrease with the increase in Te concentration

towards that of MoTe2 monolayer (see Fig. 6). Unlike the lattice constant,

the plot of the band gap deviates from the linearity behavior. The Te line-

ordered alloys fine tune the band gap of the pristine MoS2 monolayer from

1.65 eV (2.17 eV) to 1.04 eV (1.48 eV) using GGA(HSE) exchange-correlation
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functional. The magnitudes of the band gaps depend on the composition of

the alloys and cover the range of visible spectrum. Therefore, these materials

can be used in solar related applications, for example as an absorber in a solar

cell.

Fig. 6 compares the GGA and HSE band gap values. We realize that

the HSE values are higher than that of GGA for the entire plots. However,

the trend of the band gap plots (black line in Fig. 6 for GGA and red line

for HSE) is the same. This indicates that the GGA functional can give a

qualitative description of the electronic structure of various alloys in TMD

materials.

4. Conclusion

In conclusion, using the density functional theory method, the lowest

energy configuration at each concentration for the Te line-ordered alloys in

a MoS2 monolayer has been identified to optimize the applications of the 2D

MoS2 in the nanotechology devices. The calculated formation energies show

that the Te line-ordered alloy configurations are thermodynamically stable

at 0K and compete very well with the random alloys. The Te line-ordered

alloys affect the lattice constant as well as the electronic properties of the

MoS2 monolayer. The lattice constant variation obeys Vegard’s law and the

band gap of the 2D MoS2 is tuned between 1.65 eV and 1.04 eV. The range

of band gap is related to the solar spectrum, indicating the importance of

this study in nanoelectronic and nanophotonic, more especially in solar cell

related devices.
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[18] P. E. Blöchl, Phys. Rev. B 50 (24) (1994) 17953.

[19] T. L. Tan, M.-F. Ng, G. Eda, J. Phys. Chem. C 120 (5) (2016) 2501–

2508.

16

143



[20] A. Zunger, S.-H. Wei, L. Ferreira, J. E. Bernard, Phys. Rev. Lett. 65 (3)

(1990) 353.

[21] B. Rajbanshi, S. Sarkar, P. Sarkar, Phys. Chem. Chem. Phys. 17 (39)

(2015) 26166–26174.

[22] Q. Feng, Y. Zhu, J. Hong, M. Zhang, W. Duan, N. Mao, J. Wu, H. Xu,

F. Dong, F. Lin, et al., Advanced Materials 26 (17) (2014) 2648–2653.

[23] J. Kang, S. Tongay, J. Li, J. Wu, J. Appl. Phys. 113 (14) (2013) 143703.

[24] S. Srivastava, D. Palit, Solid State Ion. 176 (5) (2005) 513–521.

17

144



Chapter 7

General conclusions

In this chapter, the obtained results are summarized, and general conclusions are drawn.

The first-principles calculations based on the density functional theory (DFT) methods

have been performed to study the band gap engineering of a MoS2 monolayer using the

transition metal (Cr) and chalcogen (O and Te) alloying. The thermodynamic stability,

structural and electronic properties of the various line-ordered alloy configurations were

intensively investigated. The obtained properties were compared with those of the well

known random and/or cluster alloy configurations. The various alloy configurations

were generated using the special quasirandom structure (SQS) method. Since it is

known that the GGA functional underestimates the band gap of the real materials,

the band gap values obtained in this study were improved using the HSE06 functional.

We found that both functionals qualitatively predict similar trends in the physical

properties, revealing that the GGA functional can qualitatively describe the physical

behavior of a MoS2 monolayer.
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7.1 First-principles studies of chromium line-ordered al-

loys in a MoS2 monolayer

The influence of the alloy Cr concentrations and configurations on the physical prop-

erties of a MoS2 monolayer was primarily investigated. The study was divided into

two parts: firstly, the effects of the Cr atom at low concentration (single and double

dopants in a 5 × 5 supercell) were considered. By varying the position of the two

dopants, four distinct configurations were identified. It was established that the two

Cr dopants prefer to be close to each other in a MoS2 monolayer supercell. At this

low concentration, the Cr atom reduces the band gap of the MoS2 monolayer, and

the magnitude is Cr configuration dependent. Secondly, a systematic study of the

Cr line-ordered alloy at five higher concentrations (0.2, 0.4, 0.6, 0.8, 1.0) was consid-

ered. Several Cr line-ordered alloy configurations were found to be possible at each

concentration. The lowest energy configuration at each concentration was identified

by calculating the formation energies of all configurations. Although our calculated

formation energies of all the Cr line-ordered alloy configurations are positive, their val-

ues are very small (∼ 60 meV) indicating that they can thermodynamically be stable

under favorable condition. To compare the line-ordered alloy stability with those of

well known experimental configurations, the random alloys were also designed using

the SQS method, and their formation energies were also calculated. The hypothetical

Cr line-ordered alloys compete very well with the random alloys at each concentration.

This suggests that the line-ordered alloy can be synthesized under the same practical

conditions as random. The introduction of the Cr atom also affected the structural net-

work of a MoS2 monolayer. After introduction of the Cr atoms, the 2D MoS2 hexagonal

symmetry was preserved and no induced buckling noted. However, the lattice constant

of the alloyed system is smaller than that of pristine MoS2 monolayer, and keep re-

ducing with the increase in Cr concentration obeying the Vegard's law. Regarding the

146



electronic properties, the density of states (DOS) analysis revealed that the Cr alloying

concentration and configuration fine-tuned the band gap of the MoS2 monolayer. The

reduction of the band gap is mainly contributed by the hybridization of the Cr 3d and

Mo 4d orbitals at the vicinity of the band edges. The range of band gap value (0.86

to 1.65 eV) obtained from this alloy extends the available band gap of the 2D material

for nanotechnology applications.

7.2 Band gap engineering of a MoS2 monolayer through

oxygen alloying: an ab initio study

A large number of O alloying configurations with different shapes such as random,

cluster and line-ordered was considered. The thermodynamic stability, structural and

electronic properties of these configurations were examined. The formation energies of

the hypothetical O line-ordered alloys were found to compete very well with the well-

known alloy shapes such as cluster and random alloys at low concentration. At high

concentration, the line-ordered alloys dominate in terms of thermodynamic stability.

Concerning the structural properties, the lattice constants of the O alloyed system

decreased linearly with the increase in O concentration due to the effects of the small

atomic radius of the O atom compared to the S atom. Most importantly, the O alloying

fine-tunes the band gap of the MoS2 monolayer continuously, from 1.65eV (2.17 eV)

to 0.98 eV (1.48 eV) using GGA (HSE06) functional. The valence band maximum

(VBM) states originate from hybridization of the Mo 4d and O 2p orbitals, while the

conduction band minimum (CBM) states are mainly contributed by the Mo 4d orbital.

The reduction of the band gap originates mainly from the shift in the CBM states to

the inner side of the band gap. In the last part of this study, a bilayer material system

was considered, to compare the band gap engineering from the in-plane, and vertical

interactions between the MoS2 and MoO2 systems. All the stacking sequences of the
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MoS2 and MoO2 structure give metallic characters at every concentration, with Mo 4d

orbital crossing the Fermi level. The O alloys in a MoS2 monolayer should be considered

for an effective way to engineer the band gap for designing new nanoelectronic devices

with innovative performance.

7.3 First-principles studies of tellurium line-ordered al-

loys in a MoS2 monolayer

A systematic study of the tellurium (Te) alloy configurations at each concentration is

still missing in the literature but that of selenium (Se) chalcogen is sufficient. The

Se alloys are promising materials for future electronics. This motivated our study to

explore the thermodynamic stability, structural and electronic properties of the Te

line-ordered alloys using DFT methods. All the possible Te line-ordered alloys in a

5 × 5 supercell considering six different concentrations (0.1, 0.3, 0.5, 0.7, 0.9, 1.0)

were investigated. The thermodynamic stability of these configurations was evaluated

through the formation energies analysis. The formation energies of the Te line-ordered

alloy configurations at 0K were found to be in good agreement with those of already

experimentally achieved. The structural analysis revealed that the most stable line-

ordered configuration at each concentration corresponds to the configuration of which

the Te atom rows are far apart from each other (avoiding clustering) but within the

supercell. The lattice constants variation of the Te alloyed systems is concentration

dependent. The lattice constants increase linearly with the Te concentration obeying

Vegard’s law, due to the large atomic radius of the Te atom compared to the S atom.

The DOS analysis revealed that the Te line-ordered alloys fine-tune the band gap of a

MoS2 monolayer but deviate from linear behavior. The same behavior was observed in

the previously reported result on the random alloys. The band gap is tuned in the range

of 1.04 to 1.65 eV (1.48 to 2.17 eV) using GGA (HSE06) functional. This observation
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suggests that the Te line-ordered alloys can be an effective way to change the band gap

of a MoS2 monolayer to the desired electronic and optical functions.

7.4 Future Work

This thesis provides the essential investigations of the band gap engineering of a MoS2

monolayer through alloying. It reveals the possibility of a systematic study of the

alloying in a MoS2 monolayer through line-ordered alloy configurations. This study can

be extended to the other transition metal and chalcogen alloying in a MoS2 monolayer

such as MoS2 monolayer alloyed with W or Se atoms. This would be beneficial for the

fabrication of these MoS2 monolayer alloyed systems. Although a thorough study of the

band gap engineering of a MoS2 monolayer was given in this thesis, the thermodynamic

stability temperature dependent of the various alloying shapes is still missing. Since

the DFT calculations are done at 0K, a finite temperature calculation method such as

ab initio molecular dynamics is necessary to control the alloy structure through the

temperature dependencies. Furthermore, most of the study on alloying in a MoS2,

including this work, focused on transition metal dichalcogenides (TMD) formed by the

transition metal of group VIb. Further studies of alloying between MoS2 monolayer

with the other TMD monolayer apart from group VIb such as Ta, Nb, Fe, Re, Co,

etc. should also be considered. It can be a source of a magnetic system that would be

essential for spintronic applications.
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Appendix A

First-principles studies of

transition metal defects in a

MoS2 monolayer

As stated in the future work section, the study of a MoS2 alloying with the block

of transition metals surrounding the Mo atom in the periodic table (excluding the

transition metals in the same group as Mo atom) is still missing. To get an insight into

this study, we have already investigated the effects of the transition metal elements

such as rhenium (Re) and tantalum (Ta) doping on the physical properties of the MoS2

monolayer. The Re-doped MoS2 monolayers were found not to be energetically stable.

To enhance the stability of this system, a co-doping with Ta atom was considered. These

studies is describded in the article below, published in the South African Institute of

Physics (SAIP) proceedings, ISBN: 978-0-620-77094-1.
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First-principles studies of transition metal defects in

a MoS2 monolayer
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Abstract. Density functional theory (DFT) implemented within the Vienna ab-initio
simulation package (VASP), have been used to study the effects of transition metal defects
(Rhenium (Re) and Tantalum(Ta)) on the thermodynamic stability and electronic properties
of a MoS2 monolayer. Calculations are performed using the projector augmented wave method
(PAW) with the Perdew-Burke-Ernzerhof (PBE) for the exchange-correlation interactions. Our
results show that TaMo is a thermodynamically stable p−type defect whereas ReMo is a n−type
with high cost of energy. To reduce the high energy cost of ReMo in a MoS2, co-doping was
considered. Our studies show that the co-doping of acceptors and donors to be accessible,
the acceptors should dominate the donors. The variation of donors and acceptors in a MoS2

monolayer tune the magnetic moment on and off. Our results indicate that combination of p-
type (Ta) and n-type (Re) doped MoS2 monolayers are promising materials for various electronic
applications.

1. Introduction
Since its discovery, graphene has attracted considerable attention due to its unique electronic
structure, high carrier mobility and exceptional strength [1]. Although it is a promising material
for nanoelectronic devices, the absence of band gap inhibits its direct application. For this reason,
researchers became interested in exploring other kind of two dimensional (2D) materials. The
transition metal dichalcogenides (TDMCs) such as MoS2, WS2, MoSe2, WSe2, etc, are wide
band gap semiconductors and are thermodynamically stable 2D materials [2]. Several studies
have reported that MoS2 monolayer has a band gap of about 1.90 eV experimentally [3] and of
about 1.67 eV theoretically [4, 2]. Xu et al. reported that MoS2 exhibits an excellent carrier
mobility and desirable optical properties. These interesting properties make MoS2 a suitable
candidate for nanoelectronic devices [5].

During the synthesis of MoS2 monolayer, point defects and impurities appear in the
samples [6] just like in any materials. The presence of these defects are known to greatly alter
the properties of pristine MoS2 monolayer. It was reported that presence of the p−type and
n−type defects causes semiconductor to metal transition in a MoS2 system. Noh et al. reported
that Rhenium (Re) impurities exist naturally in a MoS2 monolayer and are n−type defects [7].
The valence band maximum (VBM) and conduction band minimum(CBM) states of a pristine
MoS2 monolayer are derived mainly from Mo 4d orbitals. This was shown by atomic resolution
transmission electron microscopy [8]. In most studies of defects in a MoS2 monolayer, Mo site
is chosen in order to examine the influence of defects on the VBM and CBM states.
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The widely studied p−type defect in MoS2 is the Niobium (Nb) substituting Molybdenum
(NbMo). Dolui et al. reported that the presence of NbMo has low formation energy and introduces
impurity states above the VBM whose origin is the hybridisation of Nb and Mo d orbitals [9].
Lu et al. reported that the formation energy for TaMo is lower than that of NbMo. However, its
electronic and magnetic properties have not been explored extensively [10]. Therefore, Tantalum
(Ta) which is below Nb on the periodic table is also worth of investigation as an isolated defect
(TaMo) to learn how its interaction with MoS2 influences the electronic and magnetic properties
of MoS2 monolayer.

In this paper, we examine the effect of Ta acceptor and Re donor defects on the
thermodynamic stability and electronic properties of a MoS2 monolayer. We also examine Ta
and Re co-doping on MoS2 monolayer. This will be to study the interaction of an acceptor
(Ta) and donor (Re) defects on the stability and electronic properties of the system. We further
identify Ta-Re configurations that have ferromagnet characteristics and low formation energy
which will be important in spintronic application devices.

2. Methodology
In this work, density functional theory (DFT) [11] as implemented in the Vienna ab− initio sim-
ulation package(VASP) [12] is employed to perform ab initio calculations on the electronic and
magnetic properties of monolayer MoS2 doped with Re and Ta impurities. All calculations are
carried out using the projector augmented wave (PAW) pseudopotential and generalized gradi-
ent approximation (GGA) exchange correlation parameterized by Perdew, Burke, and Ernzerhof
(PBE) [13]. A 5×5 hexagonal supercell with 75 atoms (25 Mo atoms and 50 S atoms) and having
a vacuum region of 15 Å is employed to suppress the influence of neighboring layers. A kinetic
energy cutoff of 250 eV for plane wave expansion and 2×2×1 k-point mesh are used. The atomic
structures were relaxed until the Hellmann-Feynman forces were less than 0.02 eV/Å. The for-
mation energies (Eform) of a particular dopant is defined as :

Eform = Etot[MoS2 + D] − Etot[MoS2] + µhost − µD [6] (1)

where Etot[MoS2+D] is the total energy of the MoS2 monolayer with the substitutional atom
D (Re or Ta), Etot[MoS2] is the total energy of the pristine MoS2 monolayer. µD and µhost, are
respectively the chemical potentials of the substitutional atom D (Re or Ta) and the host atom
(Mo or S). All the chemical potentials are calculated by using the reference (stable) phase of
each element. The orthorhombic structure is chosen for the sulphur and body center cubic (bcc)
for Mo. µD is obtained from DFT total energies of a Ta bcc metal and Re hexagonal structure
per atom.

3. Results and discussion
Before discussing the effect of dopant on a MoS2 monolayer, let us analyse the electronic
properties of the pristine MoS2 monolayer. The top view and side view of a MoS2 monolayer
are shown in (Fig. 1). It can be seen that each of the S atom is bonded covalently to the three
Mo atoms. Each Mo atom is coordinated with six S atoms, three of them make the top surface
and other three to the bottom S layer. The band gap obtained using GGA functional for the
pristine is 1.65 eV. This value is in good agreement with the experimental value of 1.90 eV and
the previous theoretical results found in references [4, 2]. The VBM is mainly constituted from
the hybridisation of Mo 4d and S 3p orbitals, whereas the CBM is mainly due to Mo 4d orbitals.
The pristine of MoS2 monolayer is a non-magnetic material in nature, since the spin up states
are invertibly symmetric to spin down states for the entire plot. In the next section, we examine
the effects of Ta and Re atoms on the electronic properties of a MoS2 monolayer.
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Figure 1. (a) Top view and (b) side view of a 5×5 MoS2 monolayer. Blue spheres indicate Mo
atoms and light yellow spheres indicate S atoms. (c) The total DOS and Projected DOS for a
pristine MoS2 monolayer. The positive DOS and PDOS values refer to majority spins, while the
negative ones are for minority. The dashed line indicates the Fermi energy.

3.1. Ta substitution
Firstly, we analyse Ta atom(s) substituting Mo atom(s). The number of Ta dopants considered
ranges between one and three (Tax where x = 1Mo, 2Mo and 3Mo) on a single hexagonal ringlike
in a MoS2 monolayer. When examining the structures, we found that the insertion of Ta atom
in a MoS2 monolayer affects the bond lengths. The relaxed Ta-S bonds for Ta1Mo, Ta2Mo and
Ta3Mo are 2.41, 2.46 and 2.47 Å respectively. The Mo-S bond length for the relaxed MoS2

monolayer is 2.42 Å which is in good agreement with references [2, 9]. Therefore, we realise
that the induced strain in Ta1Mo is small, however in Ta2Mo and Ta3Mo, it is significantly large.
This should have a significant effect on the other properties.

Table 1. Formation energies Eform (eV) and magnetic moments m(µB) of Ta and Re defects
in a MoS2 monolayer.

Type of doping Eform(eV) m(µB)

Ta1Mo -0.43 0.01
Ta2Mo -0.97 0.00
Ta3Mo -1.73 0.00
Re1Mo 2.18 1.00
Re2Mo 4.02 0.00
Re3Mo 5.73 1.00
Ta1MoRe1Mo 0.09 0.01
Ta2MoRe1Mo -0.38 0.01
Ta1MoRe2Mo 2.10 0.98

The relative stability of our defects is determined using the formation energies calculated
using Eq.1. Table.1 shows that the formation energies of TaMo (Ta1Mo, Ta2Mo and Ta3Mo) are
all negative. We realised that Eform becomes more energetically favourable when the number of
defects increases. The negative formation energies indicate that the corresponding substitutional
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reactions can occur spontaneously under favourable conditions. Ding et al. have reported that
the Nb doped MoS2 ,W doped MoS2 and Ta doped WS2 single layer also have negative formation
energies and can be obtained experimentally [2].
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Figure 2. The Total DOS for a 5×5 supercell of (a) Ta1Mo, (b) Ta2Mo, (c) Ta3Mo, (d) Re1Mo,
(e) Re2Mo and (f) Re3Mo. The positive DOS values refer to majority spins, while the negative
ones are for minority. The dashed line indicates the Fermi energy.

Fig. 2 shows the density of states (DOS) plots for Ta1Mo (Fig. 2(a)), Ta2Mo (Fig. 2(b)) and
Ta3Mo (Fig. 2(c)). We found that the effect of Ta substituting Mo is to shift the Fermi level
into the valence band. This shift is an indication that Ta1Mo, Ta2Mo and Ta3Mo systems have
deficiency of electrons compared to MoS2. Therefore, TaMo systems are p-type defects in a MoS2

monolayer and can act as an electron trap. In a Ta3Mo DOS, we also noted an extra non-spin
polarised impurity states at 0.47 eV above the VBM within the band gap. These exotic impurities
states are relative deep, and therefore will unlikely be ionised at room temperature [14]. Fig. 2
also shows that in all cases, the minority spin is aligned to the majority spin revealing that the
systems are non-magnetic (see Table.1). Nevertheless, Ta defect is energetically stable and can
be a suitable p-type dopant for MoS2 monolayer.

3.2. Re substitution
The formation energies of Re defect configurations, Re1Mo, Re2Mo and Re3Mo, are shown in
Table.1. They are all positive indicating that the cost of substituting Mo with Re is energetically
expensive. We further found that when the number of Re dopants in the system increases, i.e
Re3Mo, the system gradually becomes more energetically unstable. The DOS of Re1Mo, Re2Mo

and Re3Mo are shown in Fig. 2(a), Fig. 2(b) and Fig. 2(c) respectively.
For Re1Mo system, we found that the induced defect state is near but at 0.25 eV below the

CBM . This state is formed by hybridisation of the Re 5d orbitals with the Mo 4d orbitals. The
creation of Re1Mo add an electron into the system, resulting in shifting the Fermi level into the
CB. This reveals that Re1Mo system is a n−type. The DOS of Re1Mo (Fig.2(d)) also shows that
the majority spin and minority spin are asymmetric leading the system been magnetic with a
magnetic moment of 1µB. This is in good agreement with reference [9].
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The substitution of two Re dopants induces non-spin polarised states at 0.19 eV below the
CBM. This system is non-magnetic in nature. This might be due to the effect of pairing of
localised electrons each contributed by defect. However, the introduction of three Re defects for
the Re3Mo system induces spin-polarised states in the gap around 0.3 eV below the CBM. A
magnetic moment of 1µB in this defective system is noted. The half metallic character is also
noted in Re3Mo as the Fermi level crosses only the spin down states. The systems that are half
metallic ferromagnet have a future application in the spintronic technology.

Since the intrinsic defects are inefficient to create a n−type MoS2 monolayer [9], our results
indicate that Re is a plausible for a n−type dopant in MoS2 although highly expensive to form.
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Figure 3. The total DOS(left) and Projected DOS(right) for (a) Ta1MoRe1Mo, (b) Re1MoTa2Mo

and (c) Re2MoTa1Mo. The dashed line indicates the Fermi energy.

3.3. Re and Ta co-doping
Lastly, we examine the co-doping of the Re and Ta dopants in a MoS2 monolayer. It has been
reported that Re exists spontaneously during the synthesis of the MoS2 samples and an n−type
device was characterised. We model the interactions of naturally existing Re defects with Ta
dopants in a MoS2 system. This will be to give an explanation of how the unintentional donors
can be controlled by acceptors in a MoS2 monolayer.

Substitution around the ringlike hexagonal is considered by varying the number of dopants.
The three possible defects denoted as Re1MoTa1Mo, Re1MoTa2Mo and Re2MoTa1Mo are
considered. Table.1 shows that the formation energies of these defects are higher than that
of isolated acceptors (Ta) doping but lower than that of donors (Re) doping. The relatively
low formation energy for Re1MoTa1Mo of 0.09 eV albeit positive, do not rule out the possibility
of synthesising this material at an ambient conditions. The substitution of a second acceptor
making Re1MoTa2Mo system yields a low formation energy of -0.38 eV. However two donors and
one acceptor Re2MoTa1Mo is a problem because the formation of this system is endothermic. For
such defects to be easily accessible under ambient conditions, acceptors should always dominate
the donors.

For the first case of Re1MoTa1Mo, the DOS is quite similar to the pristine (Fig. 3(a)). Since
Re has one electron more and Ta has one electron less compared to Mo, those two excess
electrons compensate each other. Therefore, the compensation does not alter much the electronic
behaviour of the MoS2 monolayer. But for Re1MoTa2Mo, we observe that the Fermi level is
shifted deeper into the VB. This is to ensure that Re1MoTa2Mo behave as n−type material. The
system is, however, non-spin polarised with no magnetic moment obtained.
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In the case of Re2MoTa1Mo, impurities states appear near the CBM. They are originated from
5d orbital of Re (Fig. 3(a)). The Fermi level is shifted closer to the CBM which indicates that
Re2MoTa1Mo has a p-type behaviour. After the compensation of one electron from Re and one
from Ta, there is still one unpaired electron in the system which makes the system ferromagnetic
with a magnetic moment of 1µB.

4. Conclusion
We have successfully studied the electronic properties and the thermodynamic stability of a
MoS2 monolayer doped with Re and Ta atoms using DFT approximation. We considered
isolated doping along a single hexagonal ringlike in a 5×5 supercell of MoS2 monolayer. We
found that Ta atom doping is thermodynamically stable (exothermic) for all possible defect
configurations. Ta doping also show a p−type features in MoS2 monolayer. For Re doping, the
formation energies are positive (endothermic) for all defect configurations considered. For Re1Mo

and Re3Mo the system show ferromagnetic features with a magnetic moment of about 1µB. The
DOS analysis of Re doping possess n−type characteristics. In trying to control or lower the high
formation energy of Re doping co-doping of Ta with Re was also considered. This was to combine
donors (Re) with acceptors (Ta) in a MoS2 monolayer. Three configurations were investigated
Ta1MoRe1Mo, Re1MoTa2Mo and Re2MoTa1Mo. ReMoTa2Mo is the most energetically favourable
configuration whereas Re2MoTa1Mo is the least. For a co-doping to be releasable under ambient
conditions, acceptors should dominate the donors. Our results suggest that these systems might
be useful in various electronic and spintronic devices applications.
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Appendix B

Special quasirandom structure

The main focus of this thesis is to create substitutional alloying in a MoS2 monolayer.

This can be generalized as a binary alloy with the form of A1−xBx. For a large system, it

is practically impossible to study all the possible random alloys. To address this issue,

Zunger et al . [1] proposed a structural model called special quasirandom structure

(SQS) to mimic the correlation of an infinite substitutional random alloy by a finite

system alloy. Wei et al. in Ref. [2] reformulate it for the case of 2D transition metal

dichalcogenides (TMD).

For a perfect random alloy, the correlation function is given by
∏
k,m(R)= (2x−1)k,

where k = 2, 3, ... indicates the pair (2), triple (3),... correlation functions; m = 1, 2, 3, ...

indicates the first, second, third,...,nearest-neighbor distances and x represents the

concentration of the substituted atoms [3]. In the SQS method, the sites i occupied by

atoms A or B are assigned to a variable σi equals to -1 or 1, respectively. The correlation

function for this binary alloy can be written as
∏
k,m = 1

Nk,m

∑
{k,m} σ1σ2...σk, where

Nk,m is the total number of shape that can be obtained when varying k and m. In the

present study, only the nearest-neighbor pairs are scrutinized, since the interactions

between far distant neighbors have been reported not to have much effect on the total

energy [2]. In this model (nearest neighbor pair), the correlation function Π2,1 is given
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by Π2,1 = 1
Nbond

∑j>h
j,h=1,N σjσh, where Nbond is the number of bonds between nearest

neighbor metals, N is the total number of transition metal in the supercell, j and h

represent the two pair sites considered. If the total number of the nearest-neighbor

bonds between A− A, B − B and A− B atoms are denoted by NAA, NBB and NAB,

respectively, the correlation function can be written as :

Π2,1 =
NAA +NBB −NAB

NAA +NBB +NAB
. (B.1)

The number of atoms A and B in an A1−xBx alloy is given by: NA = N(1−x) and

NB = Nx. In addition, assuming that z is the coordination number of atoms in the

system, NA and NB are related to the number of bonds as:


NA = NAB+2NAA

z

NB = NAB+2NBB
z

(B.2)

Therefore, the correlation function in Eq. B.1 becomes :

Π2,1 = 1− 4x+
8NBB

Nz
. (B.3)

Thus, eqn. B.3 shows that the correlation function can be completely described by

NBB. The SQS configurations are considered to have the same correlation functions as

the perfect random alloys:
∏

2,1(R) =
∏

2,1(SQS) [3]. Using this equality and eqn. B.3,

we found that the number of NBB = 1
2x

2Nz in a TMD monolayer. This later is used

in this study to generate all random configurations.
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